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SYSTEM AND METHOD FOR DISTRIBUTED
MANAGEMENT OF HARDWARE WITH
INTERMITTENT CONNECTIVITY

FIELD OF THE DISCLOSED EMBODIMENTS

[0001] Embodiments disclosed herein relate generally to
distributed management. More particularly, embodiments
disclosed herein relate to systems and methods for distrib-
uted control plane management of distributed systems.

BACKGROUND

[0002] Computing devices may store data and used stored
data. For example, computing devices may utilize data when
providing computer implemented services. The ability of
computing devices to perform different types of computer
implemented services may depend on the types and quan-
tities of available computing resources.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] Embodiments disclosed herein are illustrated by
way of example and not limitation in the figures of the
accompanying drawings in which like references indicate
similar elements.

[0004] FIG. 1 shows a block diagram illustrating a system
in accordance with an embodiment.

[0005] FIGS. 2A-2F show data flow diagrams illustrating
data used and processing performed by a system in accor-
dance with an embodiment.

[0006] FIGS. 3A-3B show flow diagrams illustrating
methods of providing computer implemented services in
accordance with an embodiment.

[0007] FIG. 4 shows a block diagram illustrating a data
processing system in accordance with an embodiment.

DETAILED DESCRIPTION

[0008] Various embodiments and aspects disclosed herein
will be described with reference to details discussed below,
and the accompanying drawings will illustrate the various
embodiments. The following description and drawings are
illustrative of the embodiments disclosed herein and are not
to be construed as limiting the embodiments disclosed
herein. Numerous specific details are described to provide a
thorough understanding of various embodiments of embodi-
ments disclosed herein. However, in certain instances, well-
known or conventional details are not described in order to
provide a concise discussion of embodiments disclosed
herein.

[0009] Reference in the specification to “one embodi-
ment” or “an embodiment” means that a particular feature,
structure, or characteristic described in conjunction with the
embodiment can be included in at least one embodiment
disclosed herein. The appearances of the phrase “in one
embodiment” in various places in the specification do not
necessarily all refer to the same embodiment.

[0010] References to an “operable connection” or “oper-
ably connected” means that a particular device is able to
communicate with one or more other devices. The devices
themselves may be directly connected to one another or may
be indirectly connected to one another through any number
of intermediary devices, such as in a network topology.
[0011] In general, embodiments disclosed herein relate to
methods and systems for managing a distributed system. The
distributed system may include any number of data process-
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ing systems that may contribute to the functionality of the
distributed system. To contribute to the functionality of the
distributed system, each of the data processing systems may
need to be configured in a manner that allows the data
processing systems to contribute to providing one or more
functionalities.

[0012] To manage configuration of the data processing
system, a distributed control plane may be utilized. The
distributed control plane may vest decision making authority
at different levels of a hierarchy used to manage the data
processing systems.

[0013] The distributed control plane may allow manage-
ment entities to receive information regarding the intents of
users that may desire to receive services from the data
processing systems, and decide on roles to be implemented
to meet the intents of the users. The roles may be defined by
an intermediate representation that does not rigidly express
how each of the data processing systems is to be configured,
the software to be hosted by the data processing systems, etc.
Rather, the roles may define metrics usable to evaluate the
capability of a data processing system with a particular
configuration to take on a role.

[0014] The intermediate representation may allow groups
of data processing systems (e.g., a deployment) to establish
their respective configurations for providing services
requested by a user.

[0015] From time to time, portions of the data processing
systems may become isolated. While isolated, the data
processing systems may establish a local control plane. The
local control plane may take into account the connectivity
status of the data processing systems, and selectively imple-
ment roles tailored for different level of connectivity. Once
connectivity is restored, the local control plane may provide
information regarding the role assignments to other portions
of the control plane. The other portions of the control plane
may ratify the assignments or initiate a new role assignment
process.

[0016] By doing so, embodiments disclosed herein may
improve the reliability of services provided by data process-
ing systems. For example, in the context of distributed
systems, communication interruptions may limit coordina-
tion between data processing systems. By providing flex-
ibility in both role implementation and management role
implementation, isolated portions of deployments may be
more likely to successfully effectuate a user’s intent. Thus,
embodiments disclosed herein may address the technical
challenging of coordination in distributed systems.

[0017] In an embodiment, a computer-implemented
method for managing services provided using data process-
ing systems is provided. The method may include obtaining,
by a local control plane of a deployment, an intermediate
representation of roles to facilitate a desired use of the data
processing systems; making, by the local control plane, a
determination that the local control plane is communica-
tively disconnected from other control plane elements; based
on the determination: selecting, by the local control plane
and using the intermediate representation, a data processing
system of the data processing systems as a leader; obtaining,
by the leader, self-reported role fit data from the data
processing systems for each of the roles, the role fit data
indicating estimates of an ability of each of the data pro-
cessing systems to fulfill each of the roles; establishing, by
the leader and based on the role fit data, a temporary
deployment plan for services to be provided by each of the
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data processing systems, the temporary deployment plan
indicating assignment for the data processing systems to
perform the roles; instantiating, based on the temporary
deployment plan, temporary subscriptions for the data pro-
cessing systems to implement the roles to facilitate the
desired use to obtain subscribed data processing systems;
and providing the desired use of the data processing systems
to a client using the subscribed data processing systems.

[0018] The computer-implemented method may also
include negotiating, by the leader and using the temporary
deployment plan, agreements with the data processing sys-
tems to implement at least one of the roles. The subscriptions
may also be instantiated based on the agreements.

[0019] Negotiating the agreements may include, for a role
of the roles: selecting a data processing system of the data
processing systems to perform the role; distributing propos-
als to all of the data processing systems indicating the
selected data processing system for the role; obtaining
responses from all of the data processing systems based on
the distributed proposals; in a first instance of the responses
that indicate unanimous assent, recording the data process-
ing system as performing the role in the temporary deploy-
ment plan; and in a second instance of the responses that
does not indicate unanimous assent, selecting a different data
processing system of the data processing systems to perform
the role.

[0020] The computer-implemented method may also
include, after providing the desired use of the data process-
ing systems to the client using the subscribed data process-
ing systems: making, by the local control plane, a second
determination that the local control plane is communica-
tively connected to other control plane elements; perform-
ing, by the leader, a validation of the temporary deployment
plan with the other control plane elements; in a first instance
of the validation where the temporary deployment plan is
accepted by the other control plane elements: finalizing the
temporary deployment plan; and in a second instance of the
validation where the temporary deployment plan is not
accepted by the other control plane elements: establishing a
replacement deployment plan for the temporary deployment
plan.

[0021] Finalizing the temporary deployment plan may
include initiating performance of tasks by the data process-
ing systems assigned to perform the roles in the temporary
deployment plan; evaluating the performance of the tasks to
obtain metrics; comparing the metrics to standards associ-
ated with the roles to identify a level of compliance for each
of the roles; and establishing a performance history for the
desired use using the level of compliance for each of the
roles.

[0022] Providing the desired use of the data processing
systems to the client using the subscribed data processing
systems may include, based on the performance history,
identifying a duration of time for which the use of the data
processing systems is provided to the client.

[0023] The duration of time may include a first time period
while the local control plane is communicatively discon-
nected from the other control plane elements and a second
time period while the local control plane is communicatively
connected to the other control plane elements.

[0024] A non-transitory media may include instructions
that when executed by a processor cause the computer-
implemented method to be performed.
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[0025] A data processing system may include the non-
transitory media and a processor, and may perform the
computer-implemented method when the computer instruc-
tions are executed by the processor.

[0026] Turning to FIG. 1, a block diagram illustrating a
system in accordance with an embodiment is shown. The
system shown in FIG. 1 may facilitate performance of
workloads (e.g., computer-implemented workloads per-
formed by executing computing instructions with at least
one processor of one or more data processing systems). The
system may include, but is not limited to, one or more clients
100, deployment 110, and a communication system 105 that
facilitates operable connections between all, or a portion, of
the components illustrated in FIG. 1. Each of these compo-
nents is discussed below.

[0027] AlL or a portion, of clients 102-104 may provide
services to users of clients 100 and/or to other devices
operably connected to clients 100. To provide services (e.g.,
computer implemented services) to users or other devices,
clients 100 may utilize services provided by deployment
110. Deployment 110 may provide any type and quantity of
computer implemented services. The computer implemented
services provided by deployment 110 may be specified by
clients 100 and/or other entities.

[0028] To provide the computer implemented services to
clients 100, deployment 110 may include any number of data
processing systems 112-113. The data processing systems
may each provide respective computer implemented ser-
vices. The data processing systems may provide similar
and/or different computer implemented services. All, or a
portion, of the computer implemented services may be
provided cooperatively by multiple data processing systems
while other computer implemented services may be pro-
vided independently by various data processing systems.

[0029] In aggregate, the computer implemented services
provided by deployment 110 may provide one or more
overall solutions (e.g., a solution architecture, a solution
service, etc.). An overall solution may be provided when
deployment 110 provides one or more predetermined ser-
vices.

[0030] For example, consider a scenario where deploy-
ment 110 provides tiered data storage services to clients 100.
To provide the tiered data storage services, data processing
systems 112-113 may need to (i) intake data, (ii) select a
storage location for data, (iii) preprocess the data prior to
storage (e.g., deduplication), (iv) store the data in the storage
location, and (v) migrate the data between storage locations
so as to properly tier the data as its relevance/importance
changes over time. To provide functionalities (i)-(v), various
data processing systems of deployment 110 may need to be
appropriately configured (e.g., specific hardware settings,
software settings, firmware, operating systems, service
applications, etc.) with some data processing systems being
configured differently.

[0031] However, depending on the capabilities of data
processing systems 112-113, any of the data processing
systems may not be able to be configured in accordance with
a static or rigid specification. For example, any of the data
processing systems may lack hardware or functionalities to
provide certain services as part of a solution architecture,
any of the hardware may already be in use for other types of
services and may not be reconfigurable (e.g., without
impacting the already-provided services), any of the data
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processing systems may lack certain software or may host
software that may conflict with software specified for a static
configuration, etc.

[0032] Further, to provide aggregate functionality, data
processing systems 112-113 may need to perform various
functions that complement one another. If one of these
functionalities is not provided, then the aggregate function-
ality may be impaired (e.g., provided at a lesser level of
quality than desired, not provided at all, etc.).

[0033] Additionally, deployment 112 may be implemented
as an edge system where resources (e.g., power, computing
capability, etc.) and connectivity (e.g., between data pro-
cessing systems 111, deployment manager 106, and clients
100) is limited and/or intermittent. Accordingly, the capa-
bilities of the system of FIG. 1 may change dynamically
over time.

[0034] In general, embodiments disclosed herein relate to
systems, methods, and devices for managing the configura-
tions of data processing systems of a deployment to provide
services desired by user of clients. The configurations of the
data processing systems may be managed using an interme-
diate representation of roles that, when fulfilled, are likely to
successfully effectuate an intent of a user that requests that
a solution service or architecture (and/or other expression of
intent) be provided.

[0035] Rather than specifying static or rigid configura-
tions, the intermediate representation of the roles may be
used to evaluate whether a data processing system may be
configured in various manners to perform any of the roles.
The intermediate representation of the roles may be used by
a distributed control plane to identify and configure data
processing systems to effectuate the intent of the user.

[0036] The representation of the roles may be used, for
example, to identify performance metrics (or other types of
information) usable to grade and/or otherwise rank the
abilities of data processing systems to perform the roles. The
grades, ranking, and/or other types of quantifications of
ability to perform roles may be used to provisionally select
which of the data processing systems to perform various
roles.

[0037] The provisional selection may then be used to
propose roles that each of the data processing systems may
perform. The proposals may serve as a basis for negotiation
regarding which data processing systems will perform the
roles.

[0038] The negotiation process may, if impasses are
reached, include moditying goals and expectations associ-
ated with services to be provided to the requestors. For
example, if none of the data processing systems that have
been provisionally selected to perform the role agree to take
on the role, then the data processing systems that have
reported the ability to perform a role as a member of a may
be considered for the role. If agreements can be reached,
then some data processing systems may be forced to accept
the proposals.

[0039] Once agreements have been reached, the data pro-
cessing systems may be configured to perform the roles
through a subscription-based system. Once confirmed, the
configured data processing systems may provide computer
implemented services that are likely to meet an intent of a
requestor. Refer to FIGS. 2A-2F for additional details
regarding management of data processing systems to pro-
vide desired computer implemented services.
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[0040] By virtue of the distributed nature of the control
plane used to manage the configurations of data processing
systems 111, various portions of the distributed control plane
may be isolated, disconnected, and/or otherwise unable to
communicate with other portions of the distributed control
plane. For example, deployment manager 106 and the por-
tion of the distributed control plane hosted by it may be
unable to communicate with the portions of the distributed
control plane hosted by deployment 110 if connectivity
between deployment 110 and communication system 105 is
limited. Such scenarios may occur, for example, in edge
and/or other types of computing environments that may have
more limited connectivity to core communication systems
such as communication system 105.

[0041] When unable to communicate with other portions
of the distributed control plane, the isolated portions of the
control plane may (i) operate independently until commu-
nication is restored, (ii) use information included in the
intermediate representations to establish a temporary set of
rules and procedures for operation while isolated, and (iii)
while out of communication, may treat all decisions as being
temporary until ratified or otherwise validated by the other
portions of the control plane upon restoration of communi-
cations. To establish a temporary set of rules and procedure,
the intermediate representation may, in addition to defining
roles for providing services, define roles for managing
independent operation of the isolated portion of the control
plane.

[0042] For example, the intermediate representation may
define a set of roles to be performed by data processing
systems of a deployment while isolated from the rest of the
control plane. The roles may include, for example, (i) a
leader tasked with selecting roles for data processing sys-
tems, (ii) a validator tasked with independently validating
that the data processing systems that take on roles perform
them in accordance with metrics that define successful
performance of the roles, and (iii) a reporter tasked with
independently recording information regarding the per-
formed roles while the deployment is isolated and providing
information regarding the performance of the roles once
communication with the remainder of the control plane is
reestablished.

[0043] By doing so, embodiments disclosed herein may
provide a system that is more likely to meet the intents of
requestors while providing flexibility in deployment and
management. By avoiding use of rigid configurations for
roles and top-down management, the system may facilitate
distributed management of data processing systems even
while portions of the data processing systems are out of
communication with portions of control planes. Accord-
ingly, embodiments disclosed herein may provide an
improved computing system that is able to provide desired
services under a broader array of operating conditions that
may intermittently impair functionality of the system such as
communication functionality.

[0044] To provide the above-noted functionality, the sys-
tem of FIG. 1 may include deployment manager 106.
Deployment manager 106 may (i) obtain information (e.g.,
intents) regarding services to be provided to clients 100, (ii)
generate intermediate representations based on the obtained
information, (iii) distribute the intermediate representations
to deployment 110 for implementation, (iv) store informa-
tion (e.g., subscriptions) regarding some of the data pro-
cessing systems of deployment 110 used to implement the
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services for clients 100, and/or (v) manage the portion of the
data processing systems used to provide the services to
ensure that the services are provided in a manner that meet
the expectations of the users of clients 100. When doing so,
deployment manager 106 may operate as a member of
distributed control plane that extends down to data process-
ing systems 111.

[0045] The distributed control plane may vest decision
making authority, at least in part, at different levels within
the distributed control plane and modify that decision mak-
ing authority responsive to changes in operable connectivity
between the different levels of the distributed control plane.
For example, deployment manager 106 may have authority
to define an intermediate representation that data processing
systems (e.g., 112-113) will implement. Other portions of
the distributed control plane may have authority to decide on
which roles different data processing systems will take on to
provide the services on which the intermediate representa-
tion was based. Further, when isolated the other portions of
the distributed control plane may automatically take on new
roles to continue successful operation of the system.
[0046] For example, upon (and/or preceding) isolation,
data processing systems of a deployment may automatically
assign management roles and initiate independent operation.
During independent operation, the data processing systems
may operate based on a temporary control plane that
requires a higher level of agreement or consensus. The
higher degree of agreement or consensus may improve the
likelihood of a successtul set of configurations for data
processing systems being implemented albeit at potentially
lower levels of performance and/or resource efficiency.
[0047] By implementing the distributed control plane in
this manner, multiple instances of deployment manager 106
may independently manage provisioning of services without
needing to maintain a map (or other types of representations)
of the activities of the data processing systems of any
number of deployments. For example, any number of
instances of deployment manager 106 may independently
process service requests from clients 100 without needing to
coordinate with other instances of deployment manager 106
(at least for resource management purposes). By doing so,
the distributed control plane may be able to manage services
for larger numbers of clients using larger numbers of data
processing systems (and/or virtualized/containerized/non-
physical replicas of data processing systems).

[0048] Deployment 110 may include any number of data
processing systems 111 and/or other components. Deploy-
ment 110 may be implemented, for example, as a portion of
a data center, public or private cloud, edge system, and/or
other type of computing environment. Deployment 110 may
be geographically separated from deployment manager 106
and/or clients 100.

[0049] Generally, deployment 110 may implement a por-
tion of the distributed control plane. The portion of the
distributed control plane implemented by deployment 110
may be responsible for providing services by implementing
intermediate representations provided by deployment man-
ager 106 and/or other members of other portions of the
distributed control plane. To do so, the portion of the
distributed control plane implemented by deployment 110
may (i) obtain information based on the intermediate rep-
resentation, (ii) identify members of deployment 110 that
may take on roles based on the information, (iii) coopera-
tively decide which member of deployment 110 will take on
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each of the roles (and/or which group of members may take
on roles in scenarios in which a role may require multiple
data processing systems), (iv) configure the data processing
systems based on the data processing systems elected to
perform the roles through a subscription system, and (v)
after configuration, initiate performance of computer imple-
mented services.

[0050] However, when isolated from the remainder of the
control plane, the portion of the distributed control plane
may change its operation such that it may operate indepen-
dently from the remainder of the control plane. To do so,
roles defined by the intermediate representation may be
implemented, and the data processing systems performing
the roles may then operate the isolated deployment (e.g.,
through configuration of data processing systems). While
operating independently, the role decisions made and imple-
mented may be treated as temporary subject to ratification or
acceptance by the rest of the control plane once communi-
cations are restored. While operating independently, the
isolated portion of the control plane may typically make
more conservative decisions to improve the likelihood of
services being provided successfully. However, this
approach may result in inefficient use of resources. Conse-
quently, even if services are successfully provided while
isolated, once reconnected to the remainder of the control
plane the role assignments may be modified using a more
aggressive set of decision make rules thereby improving the
resource efficiency of providing services. Refer to FIGS.
2B-2F for additional details regarding deployment 110.

[0051] While performing their functionalities, any of cli-
ents 100, deployment manager 106, and deployment 110
may perform all, or a portion, of the method illustrated in
FIG. 3.

[0052] Any of clients 100, deployment manager, and
deployment 110 may be implemented using a computing
device such as a host or server, a personal computer (e.g.,
desktops, laptops, and tablets), a “thin” client, a personal
digital assistant (PDA), a Web enabled appliance, or a
mobile phone (e.g., Smartphone), or any other type of data
processing device or system. For additional details regarding
computing devices, refer to FIG. 4.

[0053] Communication system 105 may include one or
more networks that facilitate communication between all, or
a portion, of clients 100, deployment manager 106, and
deployment 110. To provide its functionality, communica-
tion system 105 may be implemented with one or more
wired and/or wireless networks. Any of these networks may
be private, public, and/or may include the Internet. For
example, clients 100 may be operably connected to one
another via a local network which is operably connected to
the Internet. Similarly, deployment 110 may be operably
connected to one another via a second local network which
is also operably connected to the Internet thereby allowing
any of clients 100 and deployment 110 to communication
with one another and/or other devices operably connected to
the Internet. Clients 100, deployment 110, deployment man-
ager 106, and/or communication system 105 may be adapted
to perform one or more protocols for communicating via
communication system 105.

[0054] While illustrated in FIG. 1 as including a limited
number of specific components, a system in accordance with
an embodiment may include fewer, additional, and/or dif-
ferent components than those illustrated therein.
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[0055] As discussed above, the system of FIG. 1 may
implement a control plane that manages resource data pro-
cessing systems to provide computer implemented services.
FIGS. 2A-2F show data flow diagrams in accordance with
an embodiment disclosed herein. The data flow diagrams
may show operation of an example system over time. For
example, FIGS. 2A-2F may show flows of data and pro-
cesses performed that may facilitate use of functionalities
provided by deployments.

[0056] Turning to FIG. 2A, a first data flow diagram in
accordance with an embodiment is shown. To initiate use of
a computer implemented service, client 102 may convey an
intent to deployment manager 106. The intent may be
conveyed by providing information indicating one or more
functionalities that the user of client 102 desires to utilize.
The intent may be conveyed by, for example, presentation of
one or more graphical user interfaces to the user of client
102. The graphical user interfaces may indicate the func-
tionalities that may be provided by deployment 110. The
user may select the functionalities to be provided via the
graphical user interfaces, thereby conveying an intent to
deployment manager 106 regarding desired functionalities.
[0057] In addition to functionalities, various limits and/or
other criteria for the functionalities (e.g., referred to as
“service limits”) may be provided by the user. The limits
may specity, for example, financial limits regarding cost for
the services, the extent of the provided functionalities such
as numbers of devices to which the functionalities are to be
provided or rates at which the functionalities are to be
provided, and/or other types of limits.

[0058] Implementing any of the functionalities may
require, for example, configuration of one or more hardware
components of a data processing system and deployment
and/or configuration of one or more software components
(e.g., a “software stack™) to the data processing system for
the data processing system to be able to provide, at least in
part, the respective functionalities. However, the function-
alities may not require specific hardware components and
configurations thereof, or a specific software stack. Rather,
the functionalities may be considered as being provided
effectively by various hardware and software stacks, so long
as various performance metrics may be met.

[0059] For example, if the functionality is to store and
provide stored data, various types of storage devices and
software layers for managing the stored data may all be
capable of meeting the functionality of storing data and
providing stored data at a particular rate. Rather than
attempting to rigidly define hardware and software stacks
that must be implemented to meet the intent of the user (e.g.,
storing and reading data at predetermined rates), an inter-
mediate representation 222 based on the intent may be
obtained.

[0060] Intermediate representation 222 may be obtained
via translation process 220. Translation process 220 may
take the intent from the user of client 102 and/or other types
of information such as the service limits, and obtain one or
more roles that, when provided, are likely to meet the intent
of client 102. Intermediate representation may indicate the
roles that are to be implemented based on the user’s
expressed intent.

[0061] The roles may be established via a lookup in a
database or other process. For example, the database may
include associations between functionalities, service limits,
and roles. When a functionality and/or service limit is
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identified based on a user’s expressed intent, one or more
roles may be identified by performing the lookup in the
database. As will be discussed in greater detail below, each
of the roles may be associated with performance metrics
usable to identify and/or rank data processing systems (e.g.,
112-113) of deployment 110 with respect to their abilities to
perform the roles.

[0062] In addition to roles for meeting the user’s
expressed intent, additional roles may be added to the
intermediate representation. These additional roles (e.g.,
also referred to as “management roles”) may be used to
manage control of a deployment when the deployment is
disconnected from deployment manager 112. The manage-
ment roles added to intermediate representation 222 may
include any number of roles. The management roles may be
associated with the expressed user intent (e.g., much like the
roles used to effectuate the user’s intent, and identifiable
through a lookup process).

[0063] Because different deployments may include differ-
ent numbers and types of data processing systems, multiple
sets of management roles and/or a set of scaling rules may
be included in intermediate representation 222. If multiple
sets of managements roles are included in intermediate
representation 222, then each of the sets may be associated
with criteria based on a deployment implementing the roles.
The criteria may relate, for example, to the numbers and
capabilities of data processing systems of the deployment.
The criteria may indicate that sets of roles with larger
numbers of management roles are to be implemented for
deployments that include larger numbers of data processing
systems and that sets of roles with smaller numbers of
management roles are to be implemented for deployment
that include smaller numbers of data processing systems. If
scaling rules are included in intermediate representation
222, then the number of instances of each of the roles may
be scaled based on the scaling rules. For example, the
scaling rules may specify scaling factors that are based on
the numbers and capabilities of data processing systems of
a deployment implementing intermediate representation
222.

[0064] The scaling rules may also specify, for example,
different systems of governance to be implemented by the
management roles depending on the level of scaling. For
example, as the level of scaling increases passed a threshold,
the level of decision making authority vested in each data
processing system may decrease. While below the threshold,
the governance system may require unanimous consent of
all data processing systems managed by a control plane for
a decision by the control plane (e.g., by a leader thereof) to
be implemented. In contrast, once above the threshold, the
governance system may only require a majority (e.g., or a
specific ratio) of the data processing systems managed by a
control plane for a decision by the control plane (e.g., by a
leader thereof) to be implemented.

[0065] Each of the management roles may be associated
with a set of criteria through which data processing systems
are selected for the roles. The criteria may include: (i) a
minimum level of operable connectivity to other data pro-
cessing systems, (ii) a quantity of available computing
resources for implementing the management role, (iii) an
assurance level regarding the likelihood of continued opera-
tion (e.g., such as a requirement for having a battery backup
system and/or other power sources available in the event of
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a failure of a primary power source) of the data processing
system, and/or (iv) other types of limiting criteria.

[0066] Once obtained, intermediate representation 222
may be provided to local control plane 114 of deployment
110. Local control plane 114 may be a service that manages
configuration of data processing systems 112-113 to provide
services. Local control plane 114 may be hosted by another
device (not shown) and/or may be implemented using dis-
tributed services (e.g., hosted, in part, by each of the data
processing systems).

[0067] Local control plane 114 may distribute role infor-
mation for the roles defined by intermediate representation
222 to the data processing systems. The role information
may include, for example, numbers and types of roles to be
implemented by deployment 110, including management
roles.

[0068] In a scenario in which deployment 110 is an edge
deployment or other type of computing system remote to
deployment manager 112, the data processing systems of
deployment 110 may be operably connected to deployment
manager 112 via channel 112. Channel 112 may only pro-
vide intermittent connectivity. The intermittent connectivity
may, from time to time, cause deployment 110 to be com-
municatively isolated.

[0069] For example, channel 116 may be implemented, at
least in part, with a wireless or wired communication system
that be unable to carry communications from time to time
(e.g., in a wireless system, environmental conditions such as
weather systems may prevent data transmission during the
weather; in a wired system, repeater time outs or other
hardware failures may prevent data transmission until
replaced). When isolated, the data processing systems of the
deployment may automatically implement management
roles to establish a temporary framework for independent
operation.

[0070] Turning to FIG. 2B, a second data flow diagram in
accordance with an embodiment disclosed herein is shown.
With respect to FIG. 2B, consider a scenario in which
deployment 110 become isolated. In response to becoming
isolated, the data processing systems of deployment 110
may perform multiple role assignment processes. During the
first role assignment process, management roles may be
assigned. During the second role assignment process, roles
for providing services may be performed.

[0071] During both role assignment processes, each of
data processing systems 112-113 may evaluate their capaci-
ties for performing the roles. To do so, data processing
systems 112-113 may (i) identify hardware and/or software
needed to perform the roles as well as other characteristics
to meet the criteria for each role (e.g., power availability,
connectivity, etc.), (ii) compare their available hardware,
software, and/or other characteristics (e.g., in aggregate the
“evaluation metrics”) to the criteria for each role to identify
their capability to perform each of the roles, (iii) rank or
otherwise grade their evaluation metrics for each of the roles
based on their capabilities to perform the roles, and/or (iv)
provide role fit data to local control plane 114. The role fit
data may indicate their self-report ability for each of the
roles.

[0072] During the first phase of the role assignment pro-
cess, the data processing systems may broadcast or other-
wise distribute their role fit data to one another so that each
data processing system may have a global view. Any type of
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voting process may then be implemented based on the role
fit data to elect data processing systems to each of the roles.
[0073] During the second phase of the role assignment
process, the data processing systems may send their role fit
data to, for example, data processing systems that have taken
on management roles. Thus, in FIG. 2B and the remainder,
the membership in local control plane 114 may change over
time depending on whether management roles have been
established. For example, prior to implementation of man-
agement roles, all of the data processing systems may be
members of the local control plane while after establishment
of the management roles only those data processing systems
performing management roles may be part of local control
plane 114.

[0074] The data processing systems may rank or otherwise
grade their ability for each role using the performance
metrics associated with each role. The data processing
systems may evaluate their performance for each of the
performance metrics (e.g., through simulation, test imple-
mentation, or other processes), and compare their perfor-
mance to the given performance metrics.

[0075] For example, returning to the example for data
storage services, if a performance metric indicates comple-
tion of 100 storage transactions per second, a data process-
ing system may temporarily deploy a software stack capable
of performing the storage transactions and ingest a set of test
storage transactions to identify a storage transactions rate
per second by the data processing system. The data process-
ing system may then compare the tested rate to the perfor-
mance metric to identify whether and to what extent the data
processing system is able to perform the role. For example,
if the storage transaction rate of the data processing system
was 120 storage transactions per second, then the data
processing system may report in the role fit data that the data
processing system is 120% capable of performing the role
(e.g., '2%00 transactions per second). While described with
respect to a single software stack, the data processing system
may evaluate its performance with respect to any number of
software stacks and/or hardware configurations (e.g., also
referred to as “tested configurations™) when evaluating its
capability for performing the role. The resulting role fit data
may include a report of the highest capability (for all of the
tested configurations), an average capability (of the tested
configurations, all of the capabilities for all of the tested
configurations, limitations with respect to any of the tested
configurations (e.g., whether the data processing system has
sufficient free available hardware resources to support the
tested configurations), and/or other information usable to
appraise local control plane 114 of the capabilities of data
processing systems 112-113.

[0076] While described with respect to testing for indi-
vidual ability to perform roles, each of the data processing
systems may also report in the role fit data their capability
to perform roles in cooperation with other data processing
systems. Like their individual abilities to perform roles, the
distributed capability for role performance may be evaluated
through cooperative testing with other data processing sys-
tems.

[0077] The resulting role fit data may indicate, for a given
role, (i) a self-ranking of the ability of the data processing
system to perform the role, (ii) a self-rank of the ability of
a group of the data processing systems (to which the data
processing system is a member) to perform the role, and/or
(iii) other information reflecting the self-evaluated ability to
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perform a role (e.g., such as numerical quantifications with
respect to different criteria for each of the roles).

[0078] Local control plane 114 may perform selection
process 230 using the role fit data to obtain proposal 232.
Selection process 230 may parse the role fit data to identity
which of data processing systems 112-113 is best able to
perform the role. Selection process 230 may include rank
ordering data processing systems for the roles based on the
role fit data.

[0079] The rank ordering may be based on (i) the available
hardware resources of each of the data processing systems as
well as other characteristics evaluated by the criteria for
each of'the roles, (ii) the magnitude of change to the existing
hardware configurations and/or software hosted by each of
the data processing systems to perform a role, (iii) the
self-reported ability of each data processing system to
perform the role, and/or (iv) other factors. The rank ordering
may be obtained using an objective function that takes into
account the above factors and outputs a numerical value.
The rank ordering may be established based on the numeri-
cal values obtained from the objective function for each of
the data processing systems.

[0080] For example, in the context of a management role,
consider a scenario where an objective function is used that
evaluates (i) a level of existing workload and (ii) a level of
backup power available to a data processing system. The
objective function may, for example, heavily weight the
level of backup power available when compared to the
weighting of the level of existing workload. Consequently,
a data processing system having a large reserve of backup
power may be preferentially selected over a second data
processing system without battery backup even if the data
processing system is already heavily loaded with existing
workloads. The objective function may be used to weight
and evaluate any number of criteria to obtain numerical
quantifications usable to rank order data processing systems
for various roles.

[0081] Proposal 232 may indicate which of data process-
ing systems 112-113 are initially proposed (e.g., provision-
ally) to perform each of the roles (and/or groups of data
processing systems to cooperatively perform roles, for roles
that may be distributed across data processing systems).
When deployment 110 is isolated, proposal 232 may be
treated as a temporary proposal that may need to be subse-
quently ratified by other elements of the control plane once
connectivity is restored.

[0082] Turning to FIG. 2C, a third data flow diagram in
accordance with an embodiment is shown. Using proposal
232, local control plane 114 may perform negotiation pro-
cess 210 to ascertain which of data processing systems
112-113 will perform the roles.

[0083] Negotiation process 210 may be performed to
confirm role assignments based on proposal 232. If proposal
232 is a temporary proposal, negotiation process 210 may
use governance roles included in the intermediate represen-
tation. The governance rules may increase the level of
agreement required for data processing systems to be
assigned rules. For example, while deployment 110 is not
isolated, a default set of governance rules may be used that
may only require assent of a data processing system that will
perform a role for the role to be assigned. However, when
isolated, the governance rules may increase the level of
assent required for a role to be assigned. Under strict
governance rules, unanimous consent of all of the data
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processing systems may be required for a role to be assigned
to a data processing system. Depending on the number of
data processing systems, different levels of consent (e.g.,
ratio of assenting vs dissenting) may be required for roles to
be assigned.

[0084] Each of data processing systems 112-113 may,
upon receipt of information regarding proposal 232, evalu-
ate and either agree or disagree with each proposed role
assignment. The data processing systems may do so, for
example, using information available to them that may not
otherwise be available to other data processing systems.

[0085] For example, negotiation process 210 may include,
for one of the roles, sending a provisional proposal to the
highest rank ordered data processing systems (e.g., 112).
The provisional proposal may indicate that data processing
system 112 is being requested to take on the role.

[0086] The data processing system may then accept or
reject the provisional proposal. To decide whether to accept
or reject the proposal, the data processing system may
evaluate whether it is likely to be able to successfully
perform the role. The data processing system may do so by
evaluating an impact on its current roles (which it is already
performing) for performing the proposed role. For example,
the data processing system may evaluate the computing
resources necessary to perform the role based on the hard-
ware and/or software used to estimate its capability to
perform the role, discussed above, and compare the com-
puting resources to the available computing resources. If the
required computing resources exceed the available comput-
ing resources, then the data processing system may elect to
reject the role. In contrast, if the required computing
resources are within the available computing resources, then
the data processing system may elect to take on the role.

[0087] For roles proposed to be assigned to other data
processing systems, the data processing systems may evalu-
ate the assignment based on their interactions with other data
processing systems. For example, if a data processing sys-
tem depends on functionality of another data processing
system, the data processing system may evaluate whether
the other data processing system is providing the function-
ality in accordance with criteria corresponding to the role
performed by the other data processing system. If the
performance of the function by the other data processing
system does not meet the criteria, then the data processing
system may cast a vote against the assignment.

[0088] Once the decision is made by a data processing
system, a response may be provided to local control plane
114. If rejected based on the responses received from the
data processing systems, then negotiation process 210 may
continue and a new provisional proposal may be made to the
next highest ranked data processing system (e.g., 113, lines
to and from data processing system 113 drawn in dashed
lines to indicate that the provisional and response to data
processing system 113 may or may not occur, depending on
whether data processing system 112 accepted, in this
example).

[0089] In the event that no data processing system accepts
the provisional proposals, then a remediation process may
be performed for the role. The remediation process may
include decreasing the performance metrics for the role,
opening the role to distributed performance by multiple data
processing system, etc. Additional provisional proposals
may then be initiated until one or more data processing
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systems agree to the role and/or the data processing systems
vote to accept the role assignment.

[0090] Turning to FIG. 2D, a fourth data flow diagram in
accordance with an embodiment is shown. When a role
assignment is made, subscription information may be trans-
mitted to the data processing system (illustrated in FIG. 2D
with respect to data processing system 112, but could be any
of the data processing systems) that will implement the role.
The subscription information may include information
regarding when and under what conditions that the data
processing system is to suspend or stop performing the role,
which entities for which the role is to be performed (e.g.,
which client devices may utilize the services provided
through the role), and/or other information usable to perform
the role.

[0091] Likewise, in the context of a management role, the
subscription information may include performance limits
that, if not met, indicate that the data processing system is to
relinquish the role (e.g., which may trigger a new negotia-
tion process). The performance limits may include criteria
like any of that discussed with respect to assignment of
management roles.

[0092] Once the subscription information is received, the
data processing system may take action to perform the role.
The actions may include, for example, any of (i) reconfig-
uring hardware components, (ii) deploying new software
components, (iii) reconfiguring existing software compo-
nents, (vi) performing verification actions, and/or (v) pro-
viding a verification to local control plane 114. The verifi-
cation may indicate that the role is not yet being performed,
and also includes information usable to ascertain whether
the role is being performed within the performance metrics
for the role. For example, the verification actions may
include performing testing to ascertain the data processing
system’s performance levels with respect to the performance
metrics for the role.

[0093] Turning to FIG. 2E, a fifth data flow diagram in
accordance with an embodiment is shown. Once communi-
cation with other portions of the control plane is restored, the
temporary proposal and implementation may be validated,
verified, and/or modified (if validation fails or efficiency
gains may be obtained through role reassignment).

[0094] Based on a verification from a data processing
system, negotiation process 210 may provide a confirmation
regarding the role as well as any limitations for the role to
deployment manager 106. For example, deployment man-
ager 106 may perform a management process 240 that
manages the functionalities requested by users of the clients.
Management process 240 may process the confirmation and
limitations to quantify whether a functionality is being
provided in a manner consistent with a requestor of the
functionality.

[0095] For example, management process 240 may main-
tain subscription repository 242. Subscription repository 242
may include information regarding the functionalities
requested (e.g., subscribed to) by users of the clients. For a
given functionality, management process 240 may track the
confirmations and limitations from deployment 110. Man-
agement process 240 may compare, based on the confirma-
tions and limitations, the extent to which a particular func-
tionality is being provided to a user. Once the functionality
meets metrics (e.g., when all of the roles of an intermediate
representation corresponding to the function), then subscrip-
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tion repository 242 may be updated to reflect that a sub-
scription for the functionality is now being satisfied.
[0096] Similarly, the roles assigned while deployment 110
is isolated may be re-evaluated to ascertain whether some
degree of efficiency may be obtained through role reassign-
ment. An intermediate representation may include different
sets of roles to be implemented under different operating
conditions. For example, while isolated one set of roles may
be implemented. These roles may generally include evalu-
ation criteria that is more conservative thereby improving
the likelihood of a data processing system that meets the
criteria also successfully performing the role. In contrast,
while not isolated another set of roles may be implemented.
The roles from the other set may generally include evalua-
tion criteria that is more aggressive thereby potentially
increasing computing resource use efficiency while incur-
rent more risk with respect the to-be-provided services.
However, because the full control plane may have a view
into the operation of deployment 110, the increased level of
risk may be acceptable (e.g., the full control plane may be
able to take additional remedial action that deployment 110
may not be able to take to address any shortcomings in the
provided services).

[0097] Once a subscription is satisfied, then the use and
performance of the functionality may be tracked to (i)
confirm that the subscription for the functionality continues
to be satisfied and (ii) identify whether any limits on the
subscription (e.g., number of concurrent users, number of
uses, duration of subscription, etc.) are exceeded. If any of
the limits are exceeded, then management process 240 may
confirm whether the data processing systems performing the
roles for the subscription for the functionality have discon-
tinued performing or otherwise modified their performance
to limit the use of the subscription to be within the sub-
scription limitations. Management process 240 may take
action to modify the operation of the data processing sys-
tems if the data processing systems are exceeding the
subscribed to level of the functionalities.

[0098] Turning to FIG. 2F, a sixth data flow diagram in
accordance with an embodiment is shown. To identify
whether any subscription limits have been exceeded, local
control plane 114 may implement validation process 260.
Validation process 260 may assign data collection tasks to
data processing systems 112-113. The tasks may include
monitoring performance of the roles assigned to data pro-
cessing systems 112-113 to ascertain whether any of the
subscription limitations have been exceeded. For example,
the tasks may include monitoring of the computing
resources consumed for performing the roles, the number of
clients serviced by the roles, and/or other data collection
processes to obtain metrics usable to ascertain whether
subscription limitations have been exceeded.

[0099] The metrics may be collected by local control plane
114, aggregated, and provided to deployment manager 106
as metric bundle 262. Management process 240 may use
metric bundle 262 to establish performance history 250.
Performance history 250 may quantify the extent of use of
the data processing systems for providing a functionality, the
extent of use of the functionality by other devices, and/or
otherwise establish a basis for ascertaining whether sub-
scription limits have been exceeded and performance goals
for a functionality are met.

[0100] Any of the processes described with respect to
FIGS. 2A-2F may be implemented using any combination of
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software components (e.g., processes executing using com-
puter processors) and/or non-programmable hardware com-
ponents that include circuitry adapted to provide all, or a
portion, of the functionality of the processes.

[0101] As discussed above, the components of FIG. 1 may
perform various methods to manage a deployment. FIGS.
3A-3B illustrate examples of methods that may be per-
formed by the components of FIG. 1. In the diagram
discussed below and shown in FIGS. 3A-3B, any of the
operations may be repeated, performed in different orders,
and/or performed in parallel with or a partially overlapping
in time manner with other operations.

[0102] Turning to FIG. 3A, a flow diagram illustrating a
method of providing computer implemented service in
accordance with an embodiment is shown. The method may
be performed by a data processing system, a deployment
manager, a client, and/or another component (e.g., not
shown in FIG. 1).

[0103] At operation 300, intent data from a client that
indicates a desired use is obtained. The desired use may be
to receive a functionality of a deployment. The functionality
may be provided through computer implemented services
used by the client and provided by the deployment.

[0104] The intent data may be obtained from the client by
(1) displaying a graphical user interface to the client that
shows the available functionalities of the deployment, and
(ii) receiving, via the graphical user interface, one or more
user inputs indicating the intent from the client. The user
inputs may be obtained, for example, by the user clicking on
active elements (e.g., widgets, input boxes, etc.) of the
graphical user interface. The input may indicate the func-
tionalities to be provided, capacities and/or other character-
izations regarding an extent of desired use of the function-
alities, duration based and/or other types of limitations
regarding the desired use, and/or other information indicat-
ing an intent of a user of the client. While described with
respect to a graphical user interface, the intent of the client
may be obtained via other methods without departing from
embodiments disclosed herein.

[0105] At operation 302, an intermediate representation of
roles to facilitate the desired use is obtained using the intent
data. The intermediate representation may be obtained by (i)
translating the intent data into a portion of roles for the
intermediate representation, (ii) establishing one or more
management roles for the intermediate representation, and/
or (ii1) adding information regarding governance rules to the
intermediate representation.

[0106] For example, to establish the portion for the roes
based on the intent data, the intent data may serve as one or
more keys usable to perform a lookup in a data structure that
associates the keys with roles and/or role identifiers. The
intermediate representation may be obtained using the roles
and/or role identifiers. For example, information regarding
the roles and/or the role identifiers may be aggregated into
a data structure (e.g., the intermediate representation). The
lookup may return different sets of roles to be implemented
when a deployment is isolated and when a deployment is not
isolated. The resulting portion of roles may include these
different sets of roles.

[0107] Similarly, the portion of the roles may serve as one
or more keys usable to perform a lookup in a data structure
that associates the portion of the roles with one or more
management roles and/or management identifiers. The inter-
mediate representation may be obtained using the manage-
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ment roles and/or management role identifiers. For example,
information regarding the management roles and/or the
management role identifiers may be aggregated into the data
structure (e.g., the intermediate representation).

[0108] The governance rules may, like the management
roles, may be identified by performing a lookup in a data
structure that associates the management roles with various
sets of governance rules to be used under different operating
conditions (e.g., based on the numbers and capabilities of
data processing systems). Information regarding the gover-
nance rules identified via the lookup may be aggregated into
a data structure (e.g., the intermediate representation).
[0109] While described with a respect to a lookup, the
process for identifying the roles, management roles, and
governance rules may be other types of identification pro-
cedures (e.g., other than lookups) without departing from
embodiments disclosed herein.

[0110] At operation 304, a determination is made regard-
ing whether connectivity has been interrupted. The connec-
tivity may facilitate operable communication between a
deployment and other portions of a distributed control plane.
The determination may be made by monitoring the connec-
tivity (e.g., by data processing systems of the deployment)
through any process (e.g., such as identifying that attempts
at communication have been unsuccessful).

[0111] If it is determined that the connectivity has been
interrupted, the method may proceed to operation 306.
Otherwise, the method may end following operation 304.
[0112] If'the method ends, other processes for managing a
deployment may be implemented. For example, these other
processes may include using a set of roles to be implemented
while connectivity is maintained in the intermediate repre-
sentation to effectuate the intent of a user. This set of roles
may be implemented through collaboration between por-
tions of the control plane local to the deployment and other
portions of the control plane that are remote to the deploy-
ment. In contrast, as will be discussed below, while connec-
tivity is interrupted other roles, management roles, gover-
nance rules, and/or other information from the intermediate
representation may be used to effectuate the intent of the
user.

[0113] At operation 306, a leader is selected using the
intermediate representation. The leader may be selected by:
(1) distributing information regarding criteria to be the leader
to data processing systems of a deployment, (ii) obtaining
self-reported roll fit data for the leader based on the criteria,
(iii) ranking the data processing systems based on the
self-reported roll fit data, and (iv) selecting the leader based
on the ranking. Other management roles may be assigned
using similar processes. During assignment of the manage-
ment roles, governance rules from the intermediate repre-
sentation may be enforced.

[0114] The method may end following operation 306.
[0115] Using the method illustrated in FIG. 3A, a local
control plane may be configured in an isolated deployment
that may facilitate continued provisioning of services. The
local control plane may make, while the deployment is
isolated, temporary assignments of roles (e.g., both initially
and in response to device failures and/or other conditions
that may warrant reassignment of roles to different data
processing systems). The temporarily assigned roles may
facilitate used of services by a user until connectivity
between the deployment and other portions of a control
plane is restored.
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[0116] Turning to FIG. 3B, a flow diagram illustrating a
method of providing computer implemented service in
accordance with an embodiment is shown. The method may
be performed by a data processing system, a deployment
manager, a client, and/or another component (e.g., not
shown in FIG. 1). The flow diagram shown in FIG. 3B may
be a continuation of the flow diagram of FIG. 3A.

[0117] At operation 308, self-reported role fit data is
obtained from each of the data processing systems for each
of the roles. The self-reported role fit data may (i) indicate
estimates of the ability of each data processing system to
fulfill each of the roles and/or (ii) include other information
reflecting how adoption of the role may be implemented by
a data processing system. The self-reported role fit data may
be obtained by receiving it or otherwise obtaining it from the
data processing systems. The local control plane (e.g., a
leader) may aggregate the information.

[0118] For example, information regarding the roles may
be provided to the data processing systems (e.g., such as a
listing of the roles), the data processing systems may self-
evaluate their abilities to perform the roles to the leader
and/or other members of the local control plane, and the data
processing systems may self-report their role fit data based
on their self-evaluation of the abilities to perform the roles.
[0119] The self-reported role fit data may only include
information for a subset of the roles indicated by the
intermediate representation. For example, while isolated the
data processing systems of the deployment may only report
role-fit data for roles to be implemented while the deploy-
ment is isolated.

[0120] At operation 310, a temporary deployment plan for
services to be provided by the data processing systems is
established based on the self-reported role fit data. The
temporary deployment plan may be obtained by rank-order-
ing the data processing systems based on their self-reported
role fit data for each role. The rank ordering may be obtained
by (i) rank ordering based on the estimated abilities to
perform each of the roles to obtain an initial rank ordering
and (ii) selection of data processing systems for the roles
based on the rank ordering. For example, the highest ranked
data processing system for each role may be selected to
provide the services associated with each of the roles.
[0121] At operation 312, agreements with the data pro-
cessing systems to implement at least one of the roles is
negotiated using the temporary deployment plan. The agree-
ments may be negotiated by, for a role, generating and
sending a provisional proposal to the best ranked data
processing system, and receiving a response based on the
provisional proposal. Depending on the governance rules in
place, the provisional proposal may also be sent out to other
data processing systems which may similarly respond
regarding assignment of the role to the data processing
system

[0122] Ifthe responses are affirmative to a degree required
by the governance rules, then an agreement may be reached
and the data processing system may be selected for the role.
If the response is negative, then a similar process may be
performed with respect to the next highest ranked data
processing system. This process may continue until a data
processing system respond is selected for the role, or no data
processing system is selected.

[0123] If no data processing system is selected, then the
quality metrics for the role may be adjusted (e.g., by
reducing them), and/or the process may be repeated with the
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adjusted metrics. The quality metrics may be lowered via the
adjustment thereby allowing a data processing system that
does not meet the quality metrics to agree to take on the role
and a level of agreement of the other data processing system
obtained that meets the standards set forth in the governance
rules.

[0124] If no data processing system is selected, then the
aforementioned process may be repeated, but for distributed
implementations of the role where multiple data processing
systems may provide the roles.

[0125] At operation 314, temporary subscriptions for the
data processing systems are instantiated to implement the
roles to facilitate the desired use to obtain subscribed data
processing systems. The subscriptions may be instantiated
by, for example, (i) verifying that the data processing
systems that have agreed to the roles have implemented any
software and/or hardware changes to take on the role (e.g.,
using the software and/or hardware configurations through
which the self-evaluations with respect to the ability each of
each data processing system to perform the roles), (ii)
validating the extent to which the data processing systems
actually perform the services associated with each of the
roles, (iil) when satisfactorily evaluated, deploying subscrip-
tion information to the data processing systems, the sub-
scription information may provide criteria through which the
data processing systems evaluate whether subscription limi-
tations have been exceeded, and/or (iv) recording the sub-
scriptions as being serviced in management systems.
[0126] At operation 316, the desired use of the data
processing systems is provided to the client using the
temporarily subscribed data processing systems. The desired
use may be provided through the operation of the tempo-
rarily subscribed data processing systems.

[0127] The method may end following operation 316.
[0128] Following operation 316, connectivity may be
restored to other portions of the control plane. As discussed
above, once restored, the local control plane of the deploy-
ment may provide information regarding the temporary
subscriptions and role assignments to the other portions of
the control plane. The other portions of the control plane
may then ratify the subscriptions and role assignments, or
initiate a reassignment and resubscription process.

[0129] Using the methods illustrated in FIGS. 3A-3B,
embodiments disclosed herein may provide a distributed
system that is better able to provide desired services at a
lower computational overhead when compared to systems
that use rigid central management modalities and/or fixed
configurations for systems to provide services. Additionally,
to provide for flexibility in implementation, data processing
systems isolated from portion of a control plane may estab-
lish and use a local control plane. The local control plane
may configure and use the data processing systems to
implement roles to effectuate a user’s intent even while
disconnected from the rest of the control plane. Thus,
embodiments disclosed herein may address, among others,
the technical challenge of using data processing systems to
provide services in distributed systems where top-down
management may result in great inefficiencies of use of data
processing systems (e.g., data processing systems that do not
meet rigid configurations for providing services may be
ignored) and intermittent connectivity within the distributed
environment.

[0130] Any of the components illustrated in FIGS. 1-2F
may be implemented with one or more computing devices.
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Turning to FIG. 4, a block diagram illustrating an example
of a data processing system (e.g., a computing device) in
accordance with an embodiment is shown. For example,
system 400 may represent any of data processing systems
described above performing any of the processes or methods
described above. System 400 can include many different
components. These components can be implemented as
integrated circuits (ICs), portions thereof, discrete electronic
devices, or other modules adapted to a circuit board such as
a motherboard or add-in card of the computer system, or as
components otherwise incorporated within a chassis of the
computer system. Note also that system 400 is intended to
show a high-level view of many components of the com-
puter system. However, it is to be understood that additional
components may be present in certain implementations and
furthermore, different arrangement of the components
shown may occur in other implementations. System 400
may represent a desktop, a laptop, a tablet, a server, a mobile
phone, a media player, a personal digital assistant (PDA), a
personal communicator, a gaming device, a network router
or hub, a wireless access point (AP) or repeater, a set-top
box, or a combination thereof. Further, while only a single
machine or system is illustrated, the term “machine” or
“system” shall also be taken to include any collection of
machines or systems that individually or jointly execute a set
(or multiple sets) of instructions to perform any one or more
of the methodologies discussed herein.

[0131] Inone embodiment, system 400 includes processor
401, memory 403, and devices 405-408 via a bus or an
interconnect 410. Processor 401 may represent a single
processor or multiple processors with a single processor core
or multiple processor cores included therein. Processor 401
may represent one or more general-purpose processors such
as a microprocessor, a central processing unit (CPU), or the
like. More particularly, processor 401 may be a complex
instruction set computing (CISC) microprocessor, reduced
instruction set computing (RISC) microprocessor, very long
instruction word (VLIW) microprocessor, or processor
implementing other instruction sets, or processors imple-
menting a combination of instruction sets. Processor 401
may also be one or more special-purpose processors such as
an application specific integrated circuit (ASIC), a cellular
or baseband processor, a field programmable gate array
(FPGA), a digital signal processor (DSP), a network pro-
cessor, a graphics processor, a network processor, a com-
munications processor, a cryptographic processor, a co-
processor, an embedded processor, or any other type of logic
capable of processing instructions.

[0132] Processor 401, which may be a low power multi-
core processor socket such as an ultra-low voltage processor,
may act as a main processing unit and central hub for
communication with the various components of the system.
Such processor can be implemented as a system on chip
(SoC). Processor 401 is configured to execute instructions
for performing the operations discussed herein. System 400
may further include a graphics interface that communicates
with optional graphics subsystem 404, which may include a
display controller, a graphics processor, and/or a display
device.

[0133] Processor 401 may communicate with memory
403, which in one embodiment can be implemented via
multiple memory devices to provide for a given amount of
system memory. Memory 403 may include one or more
volatile storage (or memory) devices such as random access
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memory (RAM), dynamic RAM (DRAM), synchronous
DRAM (SDRAM), static RAM (SRAM), or other types of
storage devices. Memory 403 may store information includ-
ing sequences of instructions that are executed by processor
401, or any other device. For example, executable code
and/or data of a variety of operating systems, device drivers,
firmware (e.g., input output basic system or BIOS), and/or
applications can be loaded in memory 403 and executed by
processor 401. An operating system can be any kind of
operating systems, such as, for example, Windows® oper-
ating system from Microsofi®, Mac OS®/iOS® from
Apple, Android® from Google®, Linux®, Unix®, or other
real-time or embedded operating systems such as VxWorks.
[0134] System 400 may further include 1O devices such as
devices (e.g., 405, 406, 407, 408) including network inter-
face device(s) 405, optional input device(s) 406, and other
optional 10 device(s) 407. Network interface device(s) 405
may include a wireless transceiver and/or a network inter-
face card (NIC). The wireless transceiver may be a WiFi
transceiver, an infrared transceiver, a Bluetooth transceiver,
a WiMax transceiver, a wireless cellular telephony trans-
ceiver, a satellite transceiver (e.g., a global positioning
system (GPS) transceiver), or other radio frequency (RF)
transceivers, or a combination thereof. The NIC may be an
Ethernet card.

[0135] Input device(s) 406 may include a mouse, a touch
pad, a touch sensitive screen (which may be integrated with
a display device of optional graphics subsystem 404), a
pointer device such as a stylus, and/or a keyboard (e.g.,
physical keyboard or a virtual keyboard displayed as part of
a touch sensitive screen). For example, input device(s) 406
may include a touch screen controller coupled to a touch
screen. The touch screen and touch screen controller can, for
example, detect contact and movement or break thereof
using any of a plurality of touch sensitivity technologies,
including but not limited to capacitive, resistive, infrared,
and surface acoustic wave technologies, as well as other
proximity sensor arrays or other elements for determining
one or more points of contact with the touch screen.
[0136] IO devices 407 may include an audio device. An
audio device may include a speaker and/or a microphone to
facilitate voice-enabled functions, such as voice recognition,
voice replication, digital recording, and/or telephony func-
tions. Other 10 devices 407 may further include universal
serial bus (USB) port(s), parallel port(s), serial port(s), a
printer, a network interface, a bus bridge (e.g., a PCI-PCI
bridge), sensor(s) (e.g., a motion sensor such as an acceler-
ometer, gyroscope, a magnetometer, a light sensor, compass,
a proximity sensor, etc.), or a combination thereof. 10
device(s) 407 may further include an imaging processing
subsystem (e.g., a camera), which may include an optical
sensor, such as a charged coupled device (CCD) or a
complementary metal-oxide semiconductor (CMOS) optical
sensor, utilized to facilitate camera functions, such as
recording photographs and video clips. Certain sensors may
be coupled to interconnect 410 via a sensor hub (not shown),
while other devices such as a keyboard or thermal sensor
may be controlled by an embedded controller (not shown),
dependent upon the specific configuration or design of
system 400.

[0137] To provide for persistent storage of information
such as data, applications, one or more operating systems
and so forth, a mass storage (not shown) may also couple to
processor 401. In various embodiments, to enable a thinner
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and lighter system design as well as to improve system
responsiveness, this mass storage may be implemented via
a solid-state device (SSD). However, in other embodiments,
the mass storage may primarily be implemented using a hard
disk drive (HDD) with a smaller amount of SSD storage to
act as a SSD cache to enable non-volatile storage of context
state and other such information during power down events
so that a fast power up can occur on re-initiation of system
activities. Also a flash device may be coupled to processor
401, e.g., via a serial peripheral interface (SPI). This flash
device may provide for non-volatile storage of system
software, including a basic input/output software (BIOS) as
well as other firmware of the system.

[0138] Storage device 408 may include computer-readable
storage medium 409 (also known as a machine-readable
storage medium or a computer-readable medium) on which
is stored one or more sets of instructions or software (e.g.,
processing module, unit, and/or processing module/unit/
logic 428) embodying any one or more of the methodologies
or functions described herein. Processing module/unit/logic
428 may represent any of the components described above.
Processing module/unit/logic 428 may also reside, com-
pletely or at least partially, within memory 403 and/or within
processor 401 during execution thereof by system 400,
memory 403 and processor 401 also constituting machine-
accessible storage media. Processing module/unit/logic 428
may further be transmitted or received over a network via
network interface device(s) 405.

[0139] Computer-readable storage medium 409 may also
be used to store some software functionalities described
above persistently. While computer-readable storage
medium 409 is shown in an exemplary embodiment to be a
single medium, the term “computer-readable storage
medium” should be taken to include a single medium or
multiple media (e.g., a centralized or distributed database,
and/or associated caches and servers) that store the one or
more sets of instructions. The terms “computer-readable
storage medium” shall also be taken to include any medium
that is capable of storing or encoding a set of instructions for
execution by the machine and that cause the machine to
perform any one or more of the methodologies disclosed
herein. The term “computer-readable storage medium” shall
accordingly be taken to include, but not be limited to,
solid-state memories, and optical and magnetic media, or
any other non-transitory machine-readable medium.

[0140] Processing module/unit/logic 428, components and
other features described herein can be implemented as
discrete hardware components or integrated in the function-
ality of hardware components such as ASICS, FPGAs, DSPs
or similar devices. In addition, processing module/unit/logic
428 can be implemented as firmware or functional circuitry
within hardware devices. Further, processing module/unit/
logic 428 can be implemented in any combination hardware
devices and software components.

[0141] Note that while system 400 is illustrated with
various components of a data processing system, it is not
intended to represent any particular architecture or manner
of interconnecting the components; as such details are not
germane to embodiments disclosed herein. It will also be
appreciated that network computers, handheld computers,
mobile phones, servers, and/or other data processing sys-
tems which have fewer components or perhaps more com-
ponents may also be used with embodiments disclosed
herein.
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[0142] Some portions of the preceding detailed descrip-
tions have been presented in terms of algorithms and sym-
bolic representations of operations on data bits within a
computer memory. These algorithmic descriptions and rep-
resentations are the ways used by those skilled in the data
processing arts to most effectively convey the substance of
their work to others skilled in the art. An algorithm is here,
and generally, conceived to be a self-consistent sequence of
operations leading to a desired result. The operations are
those requiring physical manipulations of physical quanti-
ties.

[0143] It should be borne in mind, however, that all of
these and similar terms are to be associated with the appro-
priate physical quantities and are merely convenient labels
applied to these quantities. Unless specifically stated other-
wise as apparent from the above discussion, it is appreciated
that throughout the description, discussions utilizing terms
such as those set forth in the claims below, refer to the action
and processes of a computer system, or similar electronic
computing device, that manipulates and transforms data
represented as physical (electronic) quantities within the
computer system’s registers and memories into other data
similarly represented as physical quantities within the com-
puter system memories or registers or other such informa-
tion storage, transmission or display devices.

[0144] Embodiments disclosed herein also relate to an
apparatus for performing the operations herein. Such a
computer program is stored in a non-transitory computer
readable medium. A non-transitory machine-readable
medium includes any mechanism for storing information in
a form readable by a machine (e.g., a computer). For
example, a machine-readable (e.g., computer-readable)
medium includes a machine (e.g., a computer) readable
storage medium (e.g., read only memory (“ROM”), random
access memory (“RAM”), magnetic disk storage media,
optical storage media, flash memory devices).

[0145] The processes or methods depicted in the preceding
figures may be performed by processing logic that comprises
hardware (e.g., circuitry, dedicated logic, etc.), software
(e.g., embodied on a non-transitory computer readable
medium), or a combination of both. Although the processes
or methods are described above in terms of some sequential
operations, it should be appreciated that some of the opera-
tions described may be performed in a different order.
Moreover, some operations may be performed in parallel
rather than sequentially.

[0146] Embodiments disclosed herein are not described
with reference to any particular programming language. It
will be appreciated that a variety of programming languages
may be used to implement the teachings of embodiments as
described herein.

[0147] In the foregoing specification, embodiments have
been described with reference to specific exemplary embodi-
ments thereof. It will be evident that various modifications
may be made thereto without departing from the broader
spirit and scope of the embodiments disclosed herein as set
forth in the following claims. The specification and drawings
are, accordingly, to be regarded in an illustrative sense rather
than a restrictive sense.

What is claimed is:

1. A computer-implemented method for managing ser-
vices provided using data processing systems, the method
comprising:
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obtaining, by a local control plane of a deployment, an
intermediate representation of roles to facilitate a
desired use of the data processing systems;
making, by the local control plane, a determination that
the local control plane is communicatively discon-
nected from other control plane elements;
based on the determination:
selecting, by the local control plane and using the
intermediate representation, a data processing sys-
tem of the data processing systems as a leader;
obtaining, by the leader, self-reported role fit data from
the data processing systems for each of the roles, the
role fit data indicating estimates of an ability of each
of the data processing systems to fulfill each of the
roles;
establishing, by the leader and based on the role fit data,
a temporary deployment plan for services to be
provided by each of the data processing systems, the
temporary deployment plan indicating assignment
for the data processing systems to perform the roles;
instantiating, based on the temporary deployment plan,
temporary subscriptions for the data processing sys-
tems to implement the roles to facilitate the desired
use to obtain subscribed data processing systems;
and
providing the desired use of the data processing sys-
tems to a client using the subscribed data processing
systems.
2. The computer-implemented method of claim 1, further
comprising:
negotiating, by the leader and using the temporary
deployment plan, agreements with the data processing
systems to implement at least one of the roles,
wherein the subscriptions are also instantiated based on
the agreements.
3. The computer-implemented method of claim 2,
wherein negotiating the agreements comprises:
for a role of the roles:
selecting a data processing system of the data process-
ing systems to perform the role;
distributing proposals to all of the data processing
systems indicating the selected data processing sys-
tem for the role;
obtaining responses from all of the data processing
systems based on the distributed proposals;
in a first instance of the responses that indicate unani-
mous assent, recording the data processing system as
performing the role in the temporary deployment
plan; and
in a second instance of the responses that does not
indicate unanimous assent, selecting a different data
processing system of the data processing systems to
perform the role.
4. The computer-implemented method of claim 1, further
comprising:
after providing the desired use of the data processing
systems to the client using the subscribed data process-
ing systems:
making, by the local control plane, a second determi-
nation that the local control plane is communica-
tively connected to other control plane elements;
performing, by the leader, a validation of the temporary
deployment plan with the other control plane ele-
ments;
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in a first instance of the validation where the temporary
deployment plan is accepted by the other control
plane elements:
finalizing the temporary deployment plan; and

in a second instance of the validation where the tem-
porary deployment plan is not accepted by the other
control plane elements:
establishing a replacement deployment plan for the

temporary deployment plan.

5. The computer-implemented method of claim 4,
wherein finalizing the temporary deployment plan com-
prises:

initiating performance of tasks by the data processing

systems assigned to perform the roles in the temporary
deployment plan;

evaluating the performance of the tasks to obtain metrics;

comparing the metrics to standards associated with the

roles to identify a level of compliance for each of the
roles; and

establishing a performance history for the desired use

using the level of compliance for each of the roles.

6. The computer-implemented method of claim 5,
wherein providing the desired use of the data processing
systems to the client using the subscribed data processing
systems comprises:

based on the performance history, identifying a duration

of time for which the use of the data processing systems
is provided to the client.

7. The computer-implemented method of claim 6,
wherein the duration of time comprises a first time period
while the local control plane is communicatively discon-
nected from the other control plane elements and a second
time period while the local control plane is communicatively
connected to the other control plane elements.

8. A non-transitory machine-readable medium having
instructions stored therein, which when executed by a pro-
cessor, cause the processor to perform operations for man-
aging services provided using data processing systems, the
operations comprising:

obtaining, by a local control plane of a deployment, an

intermediate representation of roles to facilitate a
desired use of the data processing systems;

making, by the local control plane, a determination that

the local control plane is communicatively discon-
nected from other control plane elements;

based on the determination:

selecting, by the local control plane and using the
intermediate representation, a data processing sys-
tem of the data processing systems as a leader;

obtaining, by the leader, self-reported role fit data from
the data processing systems for each of the roles, the
role fit data indicating estimates of an ability of each
of the data processing systems to fulfill each of the
roles;

establishing, by the leader and based on the role fit data,
a temporary deployment plan for services to be
provided by each of the data processing systems, the
temporary deployment plan indicating assignments
for the data processing systems to perform the roles;

instantiating, based on the temporary deployment plan,
temporary subscriptions for the data processing sys-
tems to implement the roles to facilitate the desired
use to obtain subscribed data processing systems;
and
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providing the desired use of the data processing sys-
tems to a client using the subscribed data processing
systems.
9. The non-transitory machine-readable medium of claim
8, wherein the operations further comprise:
negotiating, by the leader and using the temporary
deployment plan, agreements with the data processing
systems to implement at least one of the roles,

wherein the subscriptions are also instantiated based on
the agreements.

10. The non-transitory machine-readable medium of
claim 9, wherein negotiating the agreements comprises:

for a role of the roles:

selecting a data processing system of the data process-
ing systems to perform the role;

distributing proposals to all of the data processing
systems indicating the selected data processing sys-
tem for the role;

obtaining responses from all of the data processing
systems based on the distributed proposals;

in a first instance of the responses that indicate unani-
mous assent, recording the data processing system as
performing the role in the temporary deployment
plan; and

in a second instance of the responses that does not
indicate unanimous assent, selecting a different data
processing system of the data processing systems to
perform the role.

11. The non-transitory machine-readable medium of
claim 8, wherein the operations further comprise:

after providing the desired use of the data processing

systems to the client using the subscribed data process-

ing systems:

making, by the local control plane, a second determi-
nation that the local control plane is communica-
tively connected to other control plane elements;

performing, by the leader, a validation of the temporary
deployment plan with the other control plane ele-
ments;

in a first instance of the validation where the temporary
deployment plan is accepted by the other control
plane elements:
finalizing the temporary deployment plan; and

in a second instance of the validation where the tem-
porary deployment plan is not accepted by the other
control plane elements:
establishing a replacement deployment plan for the

temporary deployment plan.

12. The non-transitory machine-readable medium of
claim 11, wherein finalizing the temporary deployment plan
comprises:

initiating performance of tasks by the data processing

systems assigned to perform the roles in the temporary
deployment plan;

evaluating the performance of the tasks to obtain metrics;

comparing the metrics to standards associated with the

roles to identify a level of compliance for each of the
roles; and

establishing a performance history for the desired use

using the level of compliance for each of the roles.

13. The non-transitory machine-readable medium of
claim 12, wherein providing the desired use of the data
processing systems to the client using the subscribed data
processing systems comprises:
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based on the performance history, identifying a duration
of time for which the use of the data processing systems
is provided to the client.

14. The non-transitory machine-readable medium of
claim 13, wherein the duration of time comprises a first time
period while the local control plane is communicatively
disconnected from the other control plane elements and a
second time period while the local control plane is commu-
nicatively connected to the other control plane elements.

15. A data processing system, comprising:

a processor; and

a memory coupled to the processor to store instructions,

which when executed by the processor, cause the
processor to perform operations for managing services
provided using data processing systems comprising the
data processing system, the operations comprising:
obtaining an intermediate representation of roles to
facilitate a desired use of the data processing sys-
tems;
making a determination that the data processing system
is communicatively disconnected from other control
plane elements, the data processing system being a
member of a local control plane intermittently con-
nected to the other control plane elements;
based on the determination:
participating, using the intermediate representation,
in a selection process for a leader, the data pro-
cessing system being selected as the leader
through the selection process;
obtaining, by the leader, self-reported role fit data
from the data processing systems for each of the
roles, the role fit data indicating estimates of an
ability of each of the data processing systems to
fulfill each of the roles;
establishing, by the leader and based on the role fit
data, a temporary deployment plan for services to
be provided by each of the data processing sys-
tems, the temporary deployment plan indicating
assignments for the data processing systems to
perform the roles;
instantiating, based on the temporary deployment
plan, temporary subscriptions for the data process-
ing systems to implement the roles to facilitate the
desired use to obtain subscribed data processing
systems; and
providing the desired use of the data processing
systems to a client using the subscribed data
processing systems.
16. The data processing system of claim 15, wherein the
operations further comprise:
negotiating, by the leader and using the temporary
deployment plan, agreements with the data processing
systems to implement at least one of the roles,

wherein the subscriptions are also instantiated based on
the agreements.

17. The data processing system of claim 16, wherein
negotiating the agreements comprises:

for a role of the roles:

selecting a data processing system of the data process-
ing systems to perform the role;

distributing proposals to all of the data processing
systems indicating the selected data processing sys-
tem for the role;
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obtaining responses from all of the data processing
systems based on the distributed proposals;

in a first instance of the responses that indicate unani-
mous assent, recording the data processing system as
performing the role in the temporary deployment
plan; and

in a second instance of the responses that does not
indicate unanimous assent, selecting a different data
processing system of the data processing systems to
perform the role.

18. The data processing system of claim 15, wherein the
operations further comprise:
after providing the desired use of the data processing

systems to the client using the subscribed data process-

ing systems:

making, by the local control plane, a second determi-
nation that the local control plane is communica-
tively connected to other control plane elements;

performing, by the leader, a validation of the temporary
deployment plan with the other control plane ele-
ments;

in a first instance of the validation where the temporary
deployment plan is accepted by the other control
plane elements:
finalizing the temporary deployment plan; and
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in a second instance of the validation where the tem-
porary deployment plan is not accepted by the other
control plane elements:
establishing a replacement deployment plan for the
temporary deployment plan.
19. The data processing system of claim 18, wherein
finalizing the temporary deployment plan comprises:
initiating performance of tasks by the data processing
systems assigned to perform the roles in the temporary
deployment plan;
evaluating the performance of the tasks to obtain metrics;
comparing the metrics to standards associated with the
roles to identify a level of compliance for each of the
roles; and
establishing a performance history for the desired use
using the level of compliance for each of the roles.
20. The data processing system of claim 19, wherein
providing the desired use of the data processing systems to
the client using the subscribed data processing systems
comprises:
based on the performance history, identifying a duration
of time for which the use of the data processing systems
is provided to the client.
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