woO 2024/061493 A1 | NI H000 VKO0 00 000 0 0

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

World Intellectual Propert J
(o wer Orgmiation 2 00 OO0 0 00 OO0 O 0O A0

International Bureau % (10) International Publication Number

WO 2024/061493 Al

(43) International Publication Date
28 March 2024 (28.03.2024) WIRPOIPCT

(51) International Patent Classification: (71) Applicant (for MG only): IBM UNITED KINGDOM
GO6F 11/36 (2006.01) GO6F 9/455 (2018.01) LIMITED [GB/GB]; PO Box 41, North Harbour,
Portsmouth Hampshire PO6 3AU (GB).

PCT/EP2023/067114  (72) Inventors: SAIEVA, Anthony; [BM Corporation, c/o In-
tellectual Property Law, 1101 Kitchawan Road, Route 134,
PO Box 218, Yorktown Heights, New York 10598-0218

23 June 2023 (23.06.2023) (US). ARAUJO, Frederico; IBM Corporation, 1101
(25) Filing Language: English Kitchawan Road, PO Box 218, Yorktown Heights, New
York 10598-0218 (US). DAS, Sanjeev, IBM Corpora-

(21) International Application Number:

(22) International Filing Date:

(26) Publication Language: English tion, c/o Intellectual Property Law, 1101 Kitchawan Road,
(30) Priority Data: Route 134, PO Box 218, Yorktown Heights, New York
17/952,189 23 September 2022 (23.09.2022) US 10598-0218 (US). LE, Michael, Vu; IBM Corporation,
. 1101 Kitchawan Road, PO Box 218, Yorktown Heights,

(71) Applicant: INTERNATIONAL BUSINESS

New York 10598-0218 (US). JANG, Jiyong, IBM Cor-
poration, 1101 Kitchawan Road, PO Box 218, Yorktown
Heights, New York 10598-0218 (US).

MACHINES CORPORATION [US/US]; New Orchard
Road, Armonk, New York, New York 10504 (US).

(54) Title: TESTING OF OPERATING SYSTEM (OS) KERNEL HELPER FUNCTIONS ACCESSIBLE THROUGH EXTENDED
BPF (EBPF) FILTERS

HELPER

501 FUNCTION
\ ARGUMENT )
TRANSFER BY CONSTRUGTING
SPECIALIZED | o oPACE CODE VALID BPF PROGRAMS
DRIVER CODE open LorD, | 902 WE PASS THE VERIFIER
[
LETS US ATTACH BPF CODE )
TRIGGER THE
BPF CODE 504 LibFuzzer THE oBPF CODE
¢BPF CODE
Y TARGET — CHECKS THE PID Loadarguments ) |- 505
DRIVER CODE | f«— Heber
KERNEL EVENT ecard (args)
508~ sTRUCTURE AWARE | __J | |
THEY ARE PASSED TO

LibFuzzer PLUGIN [ RECORD ARGUMENTS AS )

THE HELPER FUNCTION

'

HELPER

FUNCTION
] ARGUMENT HELPER
TRANSFER
LibFuzzer BPF HELPER DEFINITIONS FUNCTIONS
508 LET US USE GRAMMAR N
_ BASED FUZZING 500
L 1

F1G. 5

(57) Abstract: A method to test an OS kernel interface, such as an eBPF helper function. The interface has a grammar that defines
the kernel interface. Testing is carried out using eBPF code that invokes and tests the interface using a fuzzing engine. To facilitate
the process, additional user space code is configured to generate at least one kernel event that triggers the eBPF code to run, and to
transform inputs from the fuzzing engine according to the grammar that defines the kernel interface. After loading the eBPF code into
the OS kernel, the user space code issues the kernel event that causes the eBPF code to run. In response, and as the fuzzing engine
executes, the eBPF code records arguments sent to the OS kernel through the kernel interface. The arguments are passed through a data
structure shared by the eBPF code and the user space code. By recording the arguments and other diagnostic information, the security
of the kernel interface is evaluated.

[Continued on next page]



WO 2024/061493 A1 | [I 10|00 0000000 OO0

(74) Agent: ROBERTSON, Tracey, IBM United Kingdom
Limited, Intellectual Property Law, Hursley Park, Hursley,
Winchester Hampshire SO21 2JN (GB).

(81) Designated States (unless otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,
AOQ, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY, BZ,
CA, CH, CL,CN, CO, CR, CU, CV, CZ, DE, DJ, DK, DM,
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN,HR,HU,ID,IL, IN, IQ, IR, IS, IT, JM, JO, JP, KE, KG,
KH, KN, KP, KR, KW, KZ, LA, LC, LK, LR, LS, LU, LY,
MA, MD, MG, MK, MN, MU, MW, MX, MY, MZ, NA,
NG, NI, NO, NZ, OM, PA, PE, PG, PH, PL, PT, QA, RO,
RS, RU,RW, SA, SC, SD, SE, SG, SK, SL, ST, SV, SY, TH,
TJ, TM, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, WS,
ZA,ZM, ZW.

(84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, CV,
GH, GM, KE, LR,LS, MW, MZ,NA,RW, SC, SD, SL, ST,
SZ, TZ, UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ,
RU, TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ,
DE, DK, EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT,
LU, LV, MC, ME, MK, MT, NL, NO, PL, PT, RO, RS, SE,
SI, SK, SM, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN,
GQ, GW, KM, ML, MR, NE, SN, TD, TG).

Published:
—  with international search report (Art. 21(3))



WO 2024/061493 PCT/EP2023/067114

1

TESTING OF OPERATING SYSTEM (OS) KERNEL HELPER
FUNCTIONS ACCESSIBLE THROUGH EXTENDED BPF (EBPF) FILTERS

BACKGROUND OF THE INVENTION

Technical Field

[0001]  This disclosure relates generally to extending an operating system (OS) kernel in a computing

environment.

Background of the Related Art

[0002] Berkeley Packet Filter (BPF) technology is a kernel level functionality that allows userspace code to
modify behavior of an operating system kernel while still running in user space. BPF does this through a verified
DSL (Domain Specific Language) that ensures that BPF code cannot cause problems with the kernel, which is
treated as a trusted codebase. BPF communicates with the kernel through well-defined specially-crafted

interfaces.

[0003] The Linux OS kernel provides an extended version of the BPF filtering mechanism, called extended BPF
(eBPF). Typically, an eBPF program comprises bytecode instructions provided by toolchain technologies, such as
LLVM, which compile C (or other) code into BPF. When the kernel receives an eBPF program from user spacs, it
invokes a verifier to analyze whether the program is safe. While the verifier checks eBPF code activity, it does not
provide any protection once control flow has passed to the kernel. If the verifier indicates that the code is safe, the
kernel invokes a Just-In-Time (JIT) compiler and attaches the resulting instructions to various hook points in the

kernel; if, however, the program is not safe, the kernel rejects it.

[0004] The rise in the popularity of eéBPF (as opposed to classical BPF) has created new interfaces between
eBPF programs and the kernel. While the BPF paradigm ensures security through very strict guidelines, eBPF's
expanded kernel interfaces include new helper functions, as well the ability to access specially exported kernel
functions directly. Because eBPF has new access to the kernel internals, there needs to be a way to test these
aspects of the kernel while at the same time still obeying the domain specific constraints imposed by the eBPF
runtime environment. These constraints include, for example, the following: an inability to call kernel code directly,
an action that would otherwise bypass the eBPF verifier, thereby changing the threat vector entirely; and an inability
to know the state of the kernel when an eBPF program is executed, thereby what pieces of the kernel code are
exercised (this is because the eBPF filters are asynchronous in nature, as they only run after a kernel event has

taken place).
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[0005]  Known prior art techniques do not address this heed. Kernel fuzzing is one such technique. Fuzz testing
or fuzzing is an automated software testing method that injects invalid, malformed, or unexpected (e.g.,. semi-
random) inputs into a system to reveal software defects and vulnerabilities. A fuzzing tool injects these inputs into
the system and then monitors for exceptions, such as crashes or information leakage. Kernel fuzzing, however,
does not obey the constraints imposed by the eBPF verifier. Other BPF verifier/JIT compiler security techniques
are also insufficient as they do not check the kernel code and instead check the verifier. BPF fuzzing itself has
been proposed in the academic literature, but that proposal does not guarantee generating valid BPF programs,

and the technique proposed would exhibit performance reductions in practice.

[0006] There remains a need in the art to provide automated testing of interfaces between the eBPF program

and the kernel that are being developed and implemented.

BRIEF SUMMARY

[0007] According to a first aspect of this disclosure, a method is provided for testing an operating system (OS)
kernel interface. The kernel interface has a grammar that defines the kernel interface.  The method begins by
receiving extended Berkeley Packet Filter (6BPF) code that has been configured to invoke and test the OS kernel
interface using a fuzzing engine. User space code is also received. The user space code is configured to generate
at least one kernel event that triggers the eBPF code to run, and to transform inputs from the fuzzing engine
according to the grammar that defines the kernel interface. After loading the eBPF code into the OS kernel, at least
one kernel event is generated. In response to generating the at least one kernel event, and as the fuzzing engine
executes, arguments sent to the OS kernel through the kernel interface are recorded. The arguments are passed

through a data structure shared by the eBPF code and the user space code.

[0008]  Preferably, the OS kernel interface is an eBPF helper function, and the data structure is an in-memory
map. Further, preferably a process identifier of the user space code is associated with the eéBPF code so that only

arguments caused by the user space code are recorded by the eBPF code.

[0009] According to a second aspect of this disclosure, an apparatus configured as an intermediary device is
described. The apparatus comprises a processor, and computer memory. The computer memory holds computer
program instructions executed by the processor to test an operating system (OS) kernel interface. The kernel
interface has a grammar that defines the kernel interface. The computer program instructions comprise program

code configured to perform operations such as the steps described above.

[0010]  According to a third aspect of this disclosure, a computer program product in a non-transitory computer

readable medium is provided. The computer program product holds computer program instructions executed by a
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processor in a host processing system configured to test an operating system (OS) kernel interface. The kernel
interface has a grammar that defines the kernel interface. The computer program instructions comprise program

code configured to perform operations such as the steps described above.

[0011]  The subject matter herein enables the construction of valid eBPF programs that utilize the specific kernel
interface under test so that verifier inspections are passed. Fuzzing of the eBPF kernel interface is facilitated by
including additional user space code that knows how to transform inputs from the fuzzing engine according to the
grammar that defines the engine. This enables grammar-based fuzzing decisions to be made. Further, the
preferred use of the in-memory map (the data structure shared by the eBPF code and the user space code)
ensures that the testing only reacts to events caused by the user space code. Another general advantage is that
the approach enables testing of the kernel while still obeying domain specific constraints imposed by the eBPF

runtime environment.

[0012] The foregoing has outlined some of the more pertinent features of the disclosed subject matter. These
features should be construed to be merely illustrative. Many other beneficial results can be attained by applying the

disclosed subject matter in a different manner or by modifying the subject matter, as will be described below.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] A preferred embodiment of the invention will now be described, by way of example only, and with
reference to the following drawings For a more complete understanding of the subject matter herein and the
advantages thereof, reference is how made to the following descriptions taken in conjunction with the
accompanying drawings, in which:

[0014] FIG. 1 depicts an exemplary block diagram of a data processing system in which exemplary aspects of
the illustrative embodiments may be implemented:;

[0015] FIG. 2is an exemplary block diagram of the volatile memory of the data processing system in FIG. 1;
[0016] FIG. Jillustrates a computing system running the Linux operating system kernel and having support for
eBPF technology;

[0017]  FIG. 4 depicts a technique implemented during a development phase for generating valid eéBPF code
and an associated user space code set that implements the fuzzing technique of this disclosure;

[0018]  FIG. 5 depicts a runtime operation with respect to the eéBPF and user space code elements to fuzz an
OS helper function; and

[0019] FIG. 6 depicts an end-to-end (development and runtime) process flow for automated evaluation of an

eBPF kernel helper function according to this disclosure.
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DETAILED DESCRIPTION OF AN ILLUSTRATIVE EMBODIMENT

[0020] Various aspects of the present disclosure are described by narrative text, flowcharts, block diagrams of
computer systems and/or block diagrams of the machine logic included in computer program product (CPP)
embodiments. With respect to any flowcharts, depending upon the technology involved, the operations can be
performed in a different order than what is shown in a given flowchart. For example, again depending upon the
technology involved, two operations shown in successive flowchart blocks may be performed in reverse order, as a

single integrated step, concurrently, or in a manner at least partially overlapping in time.

[0021] A computer program product embodiment ("CPP embodiment” or “CPP") is a term used in the present
disclosure to describe any set of one, or more, storage media (also called "mediums") collectively included in a set
of one, or more, storage devices that collectively include machine readable code corresponding to instructions
and/or data for performing computer operations specified in a given CPP claim. A "storage device" is any tangible
device that can retain and store instructions for use by a computer processor. Without limitation, the computer
readable storage medium may be an electronic storage medium, a magnetic storage medium, an optical storage
medium, an electromagnetic storage medium, a semiconductor storage medium, a mechanical storage medium, or
any suitable combination of the foregoing. Some known types of storage devices that include these mediums
include: diskette, hard disk, random access memory (RAM), read-only memory (ROM), erasable programmable
read-only memory (EPROM or Flash memory), static random access memory (SRAM), compact disc read-only
memory (CD-ROM), digital versatile disk (DVD), memory stick, floppy disk, mechanically encoded device (such as
punch cards or pits / lands formed in a major surface of a disc) or any suitable combination of the foregoing. A
computer readable storage medium, as that term is used in the present disclosure, is not to be construed as
storage in the form of transitory signals per se, such as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a waveguide, light pulses passing through a fiber optic cable,
electrical sighals communicated through a wire, and/or other transmission media. As will be understood by those
of kil in the art, data is typically moved at some occasional points in time during normal operations of a storage
device, such as during access, de-fragmentation or garbage collection, but this does not render the storage device

as transitory because the data is not transitory while it is stored.

[0022] Computing environment 100 contains an example of an environment for the execution of at least some of
the computer code involved in performing the inventive methods, such as OS kernel interface driver code 200 that
facilitates automated testing of one or more kernel interfaces. In addition to block 200, computing environment 100
includes, for example, computer 101, wide area network (WAN) 102, end user device (EUD) 103, remote server
104, public cloud 105, and private cloud 106. In this embodiment, computer 101 includes processor set 110
(including processing circuitry 120 and cache 121), communication fabric 111, volatile memory 112, persistent

storage 113 (including operating system 122 and block 200, as identified above), peripheral device set 114
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(including user interface (Ul) device set 123, storage 124, and Internet of Things (loT) sensor set 125), and hetwork
module 115, Remote server 104 includes remote database 130. Public cloud 105 includes gateway 140, cloud

orchestration module 141, host physical machine set 142, virtual machine set 143, and container set 144,

[0023] Computer 101 may take the form of a desktop computer, laptop computer, tablet computer, smart phone,
smart watch or other wearable computer, mainframe computer, quantum computer or any other form of computer or
mobile device now known or to be developed in the future that is capable of running a program, accessing a
network or querying a database, such as remote database 130. As is well understood in the art of computer
technology, and depending upon the technology, performance of a computer-implemented method may be
distributed among multiple computers and/or between multiple locations. On the other hand, in this presentation of
computing environment 100, detailed discussion is focused on a single computer, specifically computer 101, to
keep the presentation as simple as possible. Computer 101 may be located in a cloud, even though it is not shown
in acloud in Figure 1. On the other hand, computer 101 is not required to be in a cloud except to any extent as

may be affirmatively indicated.

[0024] Processor Set 110 includes one, or more, computer processors of any type now known or to be
developed in the future. Processing circuitry 120 may be distributed over multiple packages, for example, multiple,
coordinated integrated circuit chips. Processing circuitry 120 may implement multiple processor threads and/or
multiple processor cores. Cache 121 is memory that is located in the processor chip package(s) and is typically
used for data or code that should be available for rapid access by the threads or cores running on processor set
110. Cache memories are typically organized into multiple levels depending upon relative proximity to the
processing circuitry. Alternatively, some, or all, of the cache for the processor set may be located “off chip.” In
some computing environments, processor set 110 may be designed for working with qubits and performing

guantum computing.

[0025] Computer readable program instructions are typically loaded onto computer 101 to cause a series of
operational steps to be performed by processor set 110 of computer 101 and thereby effect a computer-
implemented method, such that the instructions thus executed will instantiate the methods specified in flowcharts
and/or narrative descriptions of computer-implemented methods included in this document (collectively referred to
as “the inventive methods’). These computer readable program instructions are stored in various types of computer
readable storage media, such as cache 121 and the other storage media discussed below. The program
instructions, and associated data, are accessed by processor set 110 to control and direct performance of the
inventive methods. In computing environment 100, at least some of the instructions for performing the inventive

methods may be stored in block 200 in persistent storage 113.
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[0026] Communication Fabric 111 is the signal conduction path that allows the various components of computer
101 to communicate with each other. Typically, this fabric is made of switches and electrically conductive paths,
such as the switches and electrically conductive paths that make up busses, bridges, physical input / output ports
and the like. Other types of signal communication paths may be used, such as fiber optic communication paths

and/or wireless communication paths.

[0027] Volatile Memory 112 is any type of volatile memory now known or to be developed in the future.
Examples include dynamic type random access memory (RAM) or static type RAM. Typically, volatile memory 112
is characterized by random access, but this is not required unless affirmatively indicated. In computer 101, the
volatile memory 112 is located in a single package and is internal to computer 101, but, alternatively or additionally,
the volatile memory may be distributed over multiple packages and/or located externally with respect to computer
101.

[0028] Persistent Storage 113 is any form of non-volatile storage for computers that is now known or to be
developed in the future. The non-volatility of this storage means that the stored data is maintained regardless of
whether power is being supplied to computer 101 and/or directly to persistent storage 113. Persistent storage 113
may be aread only memory (ROM), but typically at least a portion of the persistent storage allows writing of data,
deletion of data and re-writing of data. Some familiar forms of persistent storage include magnetic disks and solid
state storage devices. Operating system 122 may take several forms, such as Linux, various known proprietary
operating systems or open source Portable Operating System Interface-type operating systems that employ a
kernel. The code included in block 200 typically includes at least some of the computer code involved in performing

the inventive methods.

[0029] Peripheral Device Set 114 includes the set of peripheral devices of computer 101. Data communication
connections between the peripheral devices and the other components of computer 101 may be implemented in
various ways, such as Bluetooth connections, Near-Field Communication (NFC) connections, connections made by
cables (such as universal serial bus (USB) type cables), insertion-type connections (for example, secure digital
(SD) card), connections made through local area communication networks and even connections made through
wide area networks such as the internet. In various embodiments, Ul device set 123 may include components such
as a display screen, speaker, microphone, wearable devices (such as goggles and smart watches), keyboard,
mouse, printer, touchpad, game controllers, and haptic devices. Storage 124 is external storage, such as an
external hard drive, or insertable storage, such as an SD card. Storage 124 may be persistent and/or volatile. In
some embodiments, storage 124 may take the form of a quantum computing storage device for storing data in the
form of qubits. In embodiments where computer 101 is required to have a large amount of storage (for example,
where computer 101 locally stores and manages a large database) then this storage may be provided by peripheral

storage devices designed for storing very large amounts of data, such as a storage area network (SAN) that is
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shared by multiple, geographically distributed computers. 10T sensor set 125 is made up of sensors that can be
used in Internet of Things applications. For example, one sensor may be a thermometer and another sensor may

be a motion detector.

[0030] Network Module 115 is the collection of computer software, hardware, and firmware that allows computer
101 to communicate with other computers through WAN 102. Network module 115 may include hardware, such as
modems or Wi-Fi signal transceivers, software for packetizing and/or de-packetizing data for communication
network transmission, and/or web browser software for communicating data over the internet. In some
embodiments, network control functions and network forwarding functions of network module 115 are performed on
the same physical hardware device. In other embodiments (for example, embodiments that utilize software-defined
networking (SDN)), the control functions and the forwarding functions of network module 115 are performed on
physically separate devices, such that the control functions manage several different network hardware devices.
Computer readable program instructions for performing the inventive methods can typically be downloaded to
computer 101 from an external computer or external storage device through a network adapter card or network

interface included in network module 115.

[0031] WAN 102 is any wide area network (for example, the internet) capable of communicating computer data
over non-local distances by any technology for communicating computer data, now known or to be developed in the
future. In some embodiments, the WAN 102 may be replaced and/or supplemented by local area networks (LANS)
designed to communicate data between devices located in a local area, such as a Wi-Fi network. The WAN and/or
LANs typically include computer hardware such as copper transmission cables, optical transmission fibers, wireless

transmission, routers, firewalls, switches, gateway computers and edge servers.

[0032] End User Device (EUD) 103 is any computer system that is used and controlled by an end user (for
example, a customer of an enterprise that operates computer 101), and may take any of the forms discussed above
in connection with computer 101. EUD 103 typically receives helpful and useful data from the operations of
computer 101, For example, in a hypothetical case where computer 101 is designed to provide a recommendation
to an end user, this recommendation would typically be communicated from network module 115 of computer 101
through WAN 102 to EUD 103. In this way, EUD 103 can display, or otherwise present, the recommendation to an
end user. In some embodiments, EUD 103 may be a client device, such as thin client, heavy client, mainframe

computer, desktop computer and so on.

[0033] Remote Server 104 is any computer system that serves at least some data and/or functionality to
computer 101. Remote server 104 may be controlled and used by the same entity that operates computer 101.
Remote server 104 represents the machine(s) that collect and store helpful and useful data for use by other

computers, such as computer 101. For example, in a hypothetical case where computer 101 is designed and
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programmed to provide a recommendation based on historical data, then this historical data may be provided to

computer 101 from remote database 130 of remote server 104.

[0034]  Public Cloud 105 is any computer system available for use by multiple entities that provides on-demand
availability of computer system resources and/or other computer capabilities, especially data storage (cloud
storage) and computing power, without direct active management by the user. Cloud computing typically leverages
sharing of resources to achieve coherence and economies of scale. The direct and active management of the
computing resources of public cloud 105 is performed by the computer hardware and/or software of cloud
orchestration module 141. The computing resources provided by public cloud 105 are typically implemented by
virtual computing environments that run on various computers making up the computers of host physical machine
set 142, which is the universe of physical computers in and/or available to public cloud 105. The virtual computing
environments (VCEs) typically take the form of virtual machines from virtual machine set 143 and/for containers from
container set 144, It is understood that these VCEs may be stored as images and may be transferred among and
between the various physical machine hosts, either as images or after instantiation of the VCE. Cloud orchestration
module 141 manages the transfer and storage of images, deploys new instantiations of VCEs and manages active
instantiations of VCE deployments. Gateway 140 is the collection of computer software, hardware, and firmware

that allows public cloud 105 to communicate through WAN 102.

[0035]  Some further explanation of virtualized computing environments (VCES) will now be provided. VCEs can
be stored as “images.” A new active instance of the VCE can be instantiated from the image. Two familiar types of
VCEs are virtual machines and containers. A container is a VCE that uses operating-system-level virtualization.
This refers to an operating system feature in which the kernel allows the existence of multiple isolated user-space
instances, called containers. These isolated user-space instances typically behave as real computers from the point
of view of programs running in them. A computer program running on an ordinary operating system can utilize all
resources of that computer, such as connected devices, files and folders, network shares, CPU power, and
quantifiable hardware capabilities. However, programs running inside a container can only use the contents of the

container and devices assigned to the container, a feature which is known as containerization.

[0036] Private Cloud 106 is similar to public cloud 105, except that the computing resources are only available
for use by a single enterprise. While private cloud 106 is depicted as being in communication with WAN 102, in
other embodiments a private cloud may be disconnected from the internet entirely and only accessible through a
local/private network. A hybrid cloud is a composition of multiple clouds of different types (for example, private,
community or public cloud types), often respectively implemented by different vendors. Each of the multiple clouds
remains a separate and discrete entity, but the larger hybrid cloud architecture is bound together by standardized or

proprietary technology that enables orchestration, management, and/or data/application portability between the
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multiple constituent clouds. In this embodiment, public cloud 105 and private cloud 106 are both part of a larger
hybrid cloud.

[0037] FIG. 2 depicts further details of the Volatile Memory of the computer system such as shown in FIG. 1
after various programs are loaded from the Persistent Storage. As depicted, the Volatile Memory typically
comprises a user space 202, and an OS space 204. As will be described, the user space 202 supports the OS
kernel interface driver code 200 that facilitates the automated testing methods described below. The OS space
204 supports the OS kernel 205, e.g., Linux, and various kernel support functions and services as will now be

described.

eBPF technology

[0038] By way of further background, and as described above, the extended Berkeley Packet Filter (6BPF)
technology provides a mechanism that enables sandboxed programs to be run in an operating system kernel.
eBPF, which originated in the Linux kernel, enables kernel capabilities to be safely and efficiently extended without
changing the kernel code or loading kernel modules. eBPF programs are event-driven and are run when the kernel
or an application passes a defined hook point, such as a system call, function entry or exit, a kernel tracepoint, a
network, and others. FIG. 3 depicts this basic event-driven operation. As depicted, the Linux kernel 300 is
executing in a computing system 302, such as the computing system depicted in FIG. 2 and described above. The
kernel 300 has a scheduler component 304. In this example, which is not intended to be limiting, the hook point is a
system call. When a process 306 running in user space 307 executes the system call (Syscall) 308, the eBPF
program 310 is loaded into the kernel. Before being attached to the requested hook point, however, the eBPF
program 310 has to first pass through a verifier 312 and, if verified, a Just-In-Time compiler 314. Verifier 312 and
JIT compiler 314 are kernel services. The verifier 312 ensures that the eBPF program is safe to run, e.g., that the
process 306 loading the program has the required privileges, that the eBPF program when executed will not crash,
that the eBPF program when executed will run to completion instead of looping, and so forth.  If the eBPF program
passes the verification, the JIT compiler 314 translates the eBPF program into machine-specific instructions (for the
underlying processor hardware) to ensure that the program runs as efficiently as other kernel or kernel module
code. In particular, in the usual case the eBPF program (or “filter”) is bytecode. Such bytecode can be written
directly, but typically the program is developed in C code (or the like) and then compiled into the eBPF bytecode by
a compiler tool, such as LLVM. As noted above, the JIT compiler converts the bytecode to the machine-specific
instructions. As also shown in FIG. 3, the eBPF program 310 has the ability to share collected information and to
store state, using a data structure referred to as an eBPF map 316. The map 316 stores data in one or more map
types, such as hash tables, arrays, ring buffers, stack traces, and the like. The eBPF map 316 is accessible from

the eBPF program, as well as from applications (such as process 306) executing in the user space 307.
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[0039] As also depicted, and as will be described further below in the context of the subject disclosure, the
eBPF program 310 makes function calls into one or more helper functions 318, which are provided as a kernel
application programming interface (API). These helper functions are required because eBPF programs are not
permitted to call into arbitrary kernel functions. The set of helper functions 318 is varied, and new helper functions
are being constantly added to the kernel AP by developers. As such, there is a need in the art to provide ways to

test eBPF kernel interfaces.  The technique of this disclosure, which is now described, addresses this need.

Testing eBPF kernel interfaces

[0040]  According to this disclosure, and with respect to a specific kernel interface (e.g.,. helper function) of
interest, a valid eBPF program — namely, one that will later pass the kernel verifier's inspections, is constructed. In
addition, and to facilitate fuzzing, the strict definitions defined by the kernel interface (the helper function) are
examined and used to define a grammar (or signature) for that interface. These definitions typically include,
argument types passed to the interface, interface (symbol) name, return type of the interface, how the set of
argument types map to the return values, and the like. These definitions facilitate creation of driver code that is
intended to run in user space. The driver code is specialized code that is designed to cause one or more specific
kernel events that will trigger the eBPF program that is loaded into the kernel. The driver code also includes a
grammar-based plug-in, which is designed to call into an in-process fuzzing engine (e.g., LibFuzzer) that is later be
used to test the interface. As will be described, this grammar-based (or “structure-aware”) plug-in enables

grammar-based ( “structurally-aware”) fuzzing.

[0041]  FIG. 4 depicts the construction of the eBPF program and the driver code. Typically, these elements are
constructed in a development. In this example embodiment, the code pieces are built by a technology such as
LLVM 400. LLVM 400 is a set of compiler and toolchain technologies that can be used to develop a front end for
any programming language and a back end for any instruction set architecture. LLVM is designed around
alanguage-independent intermediate representation (IR) that serves as a portable, high-level assembly

language that can be optimized with a variety of transformations over multiple passes. As shown, LLVM 400
receives several input(s): a user-space fuzzing program template 401, a configuration file 402, an eBPF program
template 403, and a header file 404. The configuration file 402 contains the identification of the target helper
function (the kernel interface at issue), the helper function arguments to fuzz, the helper properties to fuzz, eBPF
program type, and event hook. This information may be provided as an XML file. In addition, LLVM 400 receives
type information of each argument and the structs in the target interface (namely, the data structures the interface
needs to deal with). A struct is a way to group several related variables, and each variable in the structure is
known as a member of the structure. Unlike an array, a structure can contain many different data types (int, float,
char, etc.). Typically, this information is specified with by an include to the vmlinuz.h header file 404. The file 404 is

generated code that contains all the type definitions that the Linux kernel uses in its own source code. After one or
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more passes with the identified inputs, the LLVM 400 outputs the eBPF bytecode 406 that a calling process will
attach to and from which calls to the helper function will be made, and the user space fuzzing code 408 that loads
the eBPF program, has the driver code, and that contains the grammar-based plug-in that contains the one or more

hooks to the fuzzing engine. This completes the development phase.

[0042]  As will be described, although the fuzzing code 408 drives the fuzzing procedure by generating specific
kernel events that trigger the eBPF program 406 that executes in the kernel during the runtime operation, as is now
described. The user space code is the driver for the fuzzing procedure. In particular, because eBPF filters cannot
contain certain loops, they need to rely on the user space driver to derive new fuzzing inputs and generate the

events that will trigger the eBPF filter to call on the eBPF helper with those inputs (a fuzzing iteration).

[0043] FIG. 5 depicts a runtime operation with respect to the above-described code elements that have been
developed for the helper function 500 (the kernel interface) at issue. In this figure, only one helper function 500 is
depicted, but the techniques herein may be practiced against many such helper functions and in an automated
manner. As shown, here the user space code 501 comprises the fuzzing harness that drives the fuzzing procedure
and supplies the kernel space eBPF code 505 with random-structured inputs to test the helper functions 500 at
each fuzzing iteration. In particular, the fuzzing code includes a first component 502 that opens, loads and (if the
code is verified) attaches the eBPF code 505 to a hook point. This process was described generally with respect to
FIG. 3. The user space code 501 also includes a second component 504, which is the driver code that, among
other things, generates one or more specific kernel events of interest that will trigger the eBPF program (after it has
been loaded and verified). In addition, the driver code interfaces with the third component 506, the structure-aware
plug-in to the fuzzing engine 508 (in this example, LibFuzzer). The components 502, 504 and 506 are shown as
distinct, but this is not a requirement. The eBPF code 505 (once loaded, verified and attached to the hook point)
runs in kernel space, as previously described. As depicted, and as has been described, the eBPF code 505 is
code that has been constructed to be a valid eéBPF (operation A1) so as to be able to pass verification by the kernel
verifier (not shown). Operation A2 depicts how the helper function definitions (the grammar) enable user grammar-
based fuzzing. Operation A3 depicts how the specialized driver code (here, component 502) enables triggering of
the eBPF code. The additional operation A4 depicts diagnostic functions that are enabled by the approach. In
particular, operation A4 depicts the eBPF code recording arguments as they are passed to the helper function.
Diagnostics may also examine stack traces or other code behavior data. Operation A5 depicts the eBPF code
checking a Process IDentifier (PID) of the driver code to confirm that the driver code caused the specific kernel
event that calls the eBPF. In this regard, and according to the approach herein, preferably the PID of the driver
code functions as a key in the eBPF filter to ensure that the system only reacts to events and activity caused by the

driver code. The user space code also passes the PID of the fuzzing process to the kernel.
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[0044]  According to afurther agpect, operations A4 and A5 such as depicted in FIG. 5 leverage data structures
that are shared by the user space code 501 and the eBPF code 505. These data structures are sometimes

referred to herein as a memory map. The eBPF map as depicted in FIG. 3 may be utilized for this purpose.

[0045] FIG. 6 depicts an end-to-end process flow describing the development and runtime phases. At step
600, a configuration is created. As has been described, the configuration specifies the kernel interface under test
including, without limitation, the argument types passed to the interface, the interface (symbol) names, and the
return type of the interface. At step 602, the kernel interface configuration is passed, along with the user-space
fuzzing program template, the eBPF program template, and the header file specifying the kernel data structures, to
an LLVM generation pass. At step 604, the LLVM generation pass creates a valid eBPF filter that will call the
specified kernel interface with the appropriate eBPF program type. At step 606, the LLVM generation pass also
creates user space code that, upon execution, opens, loads, and attaches the eBPF filter. At step 608, the user
space code interfaces with a fuzzing library to handle input generation. As noted, eBPF code is event-driven, and
step 608 generates the one or more events. At step 610, the user space code passes a Process ID (PID) of the
fuzzing process to the kernel. At step 612, the user space code transforms the inputs from the fuzzing library to
the appropriate types according to the grammar that defines the kernel interface. At step 614, the user space
code passes those arguments to the eBPF code through shared data structures (a memory map, such as the eBPF
map previously described). At step 616, the user space code triggers a kernel event that causes the eBPF code to
run. At step 618, the eBPF code - having been verified, JIT-compiled and hooked, records any arguments that
were sent to the kernel through the interface and passes them back to user space code through the shared data

structures. This completes the processing.

[0046]  Thus, and according to this disclosure, valid eéBPF programs that utilize a specific kernel interface under
test are constructed so that the program passes the verifier's ingpections. To this end, the strict definitions defined
by the interface are examined and are used as a grammar that informs the fuzzing decisions. After the eBPF filter
is loaded, specialized driver code is used to cause the specific kernel events that trigger the eBPF filter loaded into
the kernel. As the kernel executes, arguments to the kernel interface are recorded as they are passed in so that,
even if the kernel crashes, the inputs that caused the crash can be recovered. In operation, and as noted above,
preferably the Process ID (PID) of the driver code functions as a key in the eBPF filter to ensure that the system

only reacts to events caused by the driver code for the particular kernel interface.

[0047]  The technique provides significant advantages. The approach enables the construction of valid eBPF
programs that utilize the specific kernel interface under test so that verifier inspections are passed. Fuzzing of the
eBPF kernel interface is facilitated by including additional user space code that knows how to transform inputs from
the fuzzing engine according to the grammar that defines the engine. This enables grammar-based fuzzing

decisions to be made, even though coverage-based fuzzing is not available for use. Further, the use of the in-
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memory map (the data structure shared by the eBPF code and the user space code) ensures that the testing only
reacts to events caused by the user space code. Another general advantage is that the approach enables testing

of the kernel while still obeying domain specific constraints imposed by the eBPF runtime environment.

[0048]  Generalizing, the method according to this disclosure may be implemented as a standalone approach,
e.g., a software-based function executed by a processor, or it may be available as a managed service (including as
a web service via a SOAP/XML interface). The particular hardware and software implementation details described

herein are merely for illustrative purposes are not meant to limit the scope of the described subject matter.

[0049]  More generally, computing devices within the context of the disclosed invention are each a data
processing system (such as shown in FIG. 2) comprising hardware and software, and these entities communicate
with one another over a network, such as the Internet, an intranet, an extranet, a private network, or any other
communications medium or link. The applications on the data processing system provide native support for Web
and other known services and protocols including, without limitation, support for HTTP, FTP, SMTP, SOAP, XML,
WSDL, UDDI, and WSFL, among others. Information regarding SOAP, WSDL, UDDI and WSFL is available from
the World Wide Web Consortium (W3C), which is responsible for developing and maintaining these standards;
further information regarding HTTP, FTP, SMTP and XML is available from Internet Engineering Task Force (IETF).

Familiarity with these known standards and protocols is presumed.

[0050] The scheme described herein may be implemented in or in conjunction with various server-side
architectures including simple n-tier architectures, web portals, federated systems, and the like. The techniques
herein may also be practiced in whole or in part in a loosely-coupled server (including a “cloud’-based)
environment. The eBPF and user space code generation and/or the kernel interface testing may be hosted in the

cloud.

[0051]  Still more generally, the subject matter described herein can take the form of an entirely hardware
embodiment, an entirely software embodiment or an embodiment containing both hardware and software elements.
In a preferred embodiment, the function is implemented in software, which includes but is not limited to firmware,
resident software, microcode, and the like. Furthermore, as noted above, the analytics engine functionality can take
the form of a computer program product accessible from a computer-usable or computer-readable medium
providing program code for use by or in connection with a computer or any instruction execution system. For the
purposes of this description, a computer-usable or computer readable medium can be any apparatus that can
contain or store the program for use by or in connection with the instruction execution system, apparatus, or device.
The medium can be an electronic, magnetic, optical, electromagnetic, infrared, or a semiconductor system (or
apparatus or device). Examples of a computer-readable medium include a semiconductor or solid state memory,

magnetic tape, a removable computer diskette, a random access memory (RAM), a read-only memory (ROM), a
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rigid magnetic disk and an optical disk. Current examples of optical disks include compact disk — read only memory
(CD-ROM), compact disk — read/write (CD-R/W) and DVD. The computer-readable medium is a tangible item.

[0052] In arepresentative embodiment, the eBPF and user space code generation and kernel interface testing
are implemented in a special purpose computer, preferably in software executed by one or more processors. The
software is maintained in one or more data stores or memories associated with the one or more processors, and
the software may be implemented as one or more computer programs. Collectively, this special-purpose hardware

and software comprises the system described above.

[0053]  While the above describes a particular order of operations performed by certain embodiments of the
disclosed subject matter, it should be understood that such order is exemplary, as alternative embodiments may
perform the operations in a different order, combine certain operations, overlap certain operations, or the like.
References in the specification to a given embodiment indicate that the embodiment described may include a
particular feature, structure, or characteristic, but every embodiment may not necessarily include the particular

feature, structure, or characteristic.

[0054]  Finally, while given components of the system have been described separately, one of ordinary skill will
appreciate that some of the functions may be combined or shared in given instructions, program sequences, code

portions, and the like.

[0055]  As already mentioned, the techniques disclosed herein are not limited to any particular processing
environment, but this will be a typical implementation. As noted, the above-described function may be used in any
system, device, portal, site, or the like wherein request query syntax may be changed, modified, updated or

otherwise altered.

[0056]  The techniques herein provide for improvements to another technology or technical field, namely,
automated testing systems, as well as improvements to the operational capabilities of such systems when used in

the manner described.
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CLAIMS

1. A method of testing an operating system (OS) kernel interface, the kernel interface having a grammar
that defines the kernel interface, comprising:

receiving extended Berkeley Packet Filter (6BPF) code that has been configured to invoke and test the OS
kernel interface using a fuzzing engine;

receiving user space code that has been configured to generate at least one kernel event that triggers the
eBPF code to run, and to transform inputs from the fuzzing engine according to the grammar that defines the kernel
interface;

after loading the eBPF code into the OS kernel, generating the at least one kernel event; and

responsive to generating the at least one kernel event, and as the fuzzing engine executes, recording
arguments sent to the OS kernel through the kernel interface, wherein the arguments are passed through a data

structure shared by the eBPF code and the user space code.

2. The method as described in claim 1 wherein the OS kernel interface is a helper function.

3. The method as described in claim 1 further including associating a process identifier of the user space

code with the eBPF code so that only arguments caused by the user space code are recorded by the eBPF code.

4, The method as described in claim 1 wherein the data structure is an in-memory map.

5. The method as described in claim 1 further including generating the eBPF code by:

receiving a configuration file that specifies one or more argument types passed to the kernel interface, one
or more interface symbol hames, and one or more return types of the kernel interface; and

processing the configuration file together with a file specifying kernel data structures through one or more

passes of a compiler.

6. The method as described in claim 1 wherein the user space code is also configured to open, load and
attach the eBPF code.
7. The method as described in claim 1 further including using the recorded arguments to identify the inputs

upon a given occurrence.

8. An apparatus configured as an intermediary device, comprising:

a Processor,
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computer memory holding computer program instructions executed by the processor to test an operating

system (OS) kernel interface, the kernel interface having a grammar that defines the kernel interface, the computer
program instructions comprising program code configured to:

receive extended Berkeley Packet Filter (6BPF) code that has been configured to invoke and test the OS
kernel interface using a fuzzing engine;

receive user space code that has been configured to generate at least one kernel event that triggers the
eBPF code to run, and to transform inputs from the fuzzing engine according to the grammar that defines the kernel
interface;

after loading the eBPF code into the OS kernel, generate the at least one kernel event; and

responsive to generating the at least one kernel event, and as the fuzzing engine executes, record
arguments sent to the OS kernel through the kernel interface, wherein the arguments are passed through a data

structure shared by the eBPF code and the user space code.

9. The apparatus as described in claim 8 wherein the OS kernel interface is a helper function.

10. The apparatus as described in claim 8 wherein the computer program instructions further include
program code configured to associate a process identifier of the user space code with the eBPF code so that only

arguments caused by the user space code are recorded by the eBPF code.

1. The apparatus as described in claim 8 wherein the data structure is an in-memory map.

12. The apparatus as described in claim 8 wherein the computer program instructions also include program
code configured to generate the eBPF code by:

receiving a configuration file that specifies one or more argument types passed to the kernel interface, one
or more interface symbol hames, and one or more return types of the kernel interface; and

processing the configuration file together with a file specifying kernel data structures through one or more

passes of a compiler.

13. The apparatus as described in claim 8 wherein the user space code is also configured to open, load and
attach the eBPF code.
14, The apparatus as described in claim 8 wherein the computer program instructions also include program

code configured to use the recorded arguments to identify the inputs upon a given occurrence.

15. A computer program product in a non-transitory computer readable medium, the computer program

product holding computer program instructions executed by a processor in a host processing system configured to
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test an operating system (OS) kernel interface, the kernel interface having a grammar that defines the kernel
interface, the computer program instructions comprising program code configured to:

receive extended Berkeley Packet Filter (6BPF) code that has been configured to invoke and test the OS
kernel interface using a fuzzing engine;

receive user space code that has been configured to generate at least one kernel event that triggers the
eBPF code to run, and to transform inputs from the fuzzing engine according to the grammar that defines the kernel
interface;

after loading the eBPF code into the OS kernel, generate the at least one kernel event; and

responsive to generating the at least one kernel event, and as the fuzzing engine executes, record
arguments sent to the OS kernel through the kernel interface, wherein the arguments are passed through a data

structure shared by the eBPF code and the user space code.

16. The computer program product as described in claim 15 wherein the OS kernel interface is a helper
function.
17. The computer program product as described in claim 15 wherein the computer program instructions

further include program code configured to associate a process identifier of the user space code with the eBPF

code so that only arguments caused by the user space code are recorded by the eBPF code.

18. The computer program product as described in claim 15 wherein the data structure is an in-memory
map.
19. The computer program product as described in claim 15 wherein the computer program instructions also

include program code configured to generate the eBPF code by:

receiving a configuration file that specifies one or more argument types passed to the kernel interface, one
or more interface symbol hames, and one or more return types of the kernel interface; and

processing the configuration file together with a file specifying kernel data structures through one or more

passes of a compiler.

20. The computer program product as described in claim 15 wherein the user space code is also configured

to open, load and attach the eBPF code.
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