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puting device which may receive a product build order for 
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recognition algorithms and one or more pieces of product 
artwork . The computing device may generate one or more 
build steps for product assembly and display a build step to 
a first user via a user interface on a mixed reality device . The 
computing device may analyze progress of the build step via 
the mixed reality device and generate a product build status 
update based on the progress of the build step . The com 
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PRODUCT BUILD ASSISTANCE AND 
VERIFICATION 

[ 0008 ] FIG . 4 illustrates a cloud computing environment , 
in accordance with an embodiment of the invention . 

[ 0009 ] FIG . 5 illustrates a set of functional abstraction 
layers provided by the cloud computing environment of 
FIG . 4 , in accordance with an embodiment of the invention . 

BACKGROUND 

a 

DETAILED DESCRIPTION 

[ 0001 ] The present invention relates generally to 
method , system , and computer program for product build 
assistance and verification . More particularly , the present 
invention relates to a method , system , and computer pro 
gram for product build assistance and verification using a 
mixed reality device . 
[ 0002 ] The manufacture and assembly of products , espe 
cially highly configurable products , requires a high degree 
of skill and training on the part of the people manufacturing 
and assembling the product . Often , people must go through 
intense training in order to learn how to manufacture and 
assemble just a single product , such as a car , requiring the 
retention of a lot of information . 

BRIEF SUMMARY 

[ 0003 ] An embodiment of the invention may include a 
method , computer program product and computer system 
for product build assistance and verification . The method , 
computer program product and computer system may 
include computing device which may receive a product 
build order for a product and match the product build order 
to one or more recognition algorithms and one or more 
pieces of product artwork . The computing device may 
generate one or more build steps for product assembly and 
display a build step to a first user via a user interface on a 
mixed reality device . The computing device may analyze 
progress of the build step via the mixed reality device and 
generate a product build status update based on the progress 
of the build step . The product build status update may 
include progression analytics . The computing device may 
display the status update to a second user on a second 
computing device . The computing device may receive a user 
request from the first user for assistance with the build step , 
the user request being generated via audio input to the mixed 
reality device and analyze the user request for assistance 
utilizing voice recognition . The computing device may 
display build step assembly guidance to the first user via the 
user interface on the mixed reality device . The computing 
device may verify the product is correctly assembled accord 
ing to the build step and in response to verifying the product 
is not correctly assembled according to the build step , the 
computing device may generate a notification to the first 
user . The notification may indicate the build step was 
completed incorrectly . 

[ 0010 ] Embodiments of the present invention will now be 
described in detail with reference to the accompanying 
Figures . 
[ 0011 ] The following description with reference to the 
accompanying drawings is provided to assist in a compre 
hensive understanding of exemplary embodiments of the 
invention as defined by the claims and their equivalents . It 
includes various specific details to assist in that understand 
ing but these are to be regarded as merely exemplary . 
Accordingly , those of ordinary skill in the art will recognize 
that various changes and modifications of the embodiments 
described herein can be made without departing from the 
scope and spirit of the invention . In addition , descriptions of 
well - known functions and constructions may be omitted for 
clarity and conciseness . 
[ 0012 ] The terms and words used in the following descrip 
tion and claims are not limited to the bibliographical mean 
ings , but , are merely used to enable a clear and consistent 
understanding of the invention . Accordingly , it should be 
apparent to those skilled in the art that the following 
description of exemplary embodiments of the present inven 
tion is provided for illustration purpose only and not for the 
purpose of limiting the invention as defined by the appended 
claims and their equivalents . 
[ 0013 ] It is to be understood that the singular forms “ a , " 
“ an , ” and “ the ” include plural referents unless the context 
clearly dictates otherwise . Thus , for example , reference to “ a 
component surface ” includes reference to one or more of 
such surfaces unless the context clearly dictates otherwise . 
[ 0014 ] Embodiments of the present invention provide a 
method , computer program , and computer system for prod 
uct build assistance and verification . More particularly , 
embodiments of the present invention may receive a product 
build order and then generate product build steps associated 
with recognition algorithms and product assembly artwork . 
Further , embodiments of the present invention may display 
the product build steps to a user and monitor the user's 
progress via a mixed reality device , such as , but not limited 
to , mixed reality glasses ( also referred to as augmented 
reality glasses ) . Thus , embodiments of the present invention 
provide hands - free product build instructions and supervi 
sion , so users do not need to use hand gestures or physically 
interact with the system to view or determine which build 
step they are in . Embodiments of the invention may also 
provide real - time assistance to the users and image process 
ing to monitor and verify the product build steps . For 
example , if a user is not sure about something during the 
product build process , the inventive embodiments allow the 
user to contact an expert for help or access more detailed 
product build instructions using the mixed reality device . 
Also , embodiments of the present invention may generate 
product build status updates based on the image processing 
to track product build progress . Current technology relating 
to the product manufacture of do not provide a hand - free 
solution for generating and displaying product build steps 
using mixed reality technology . Current technology mostly 
relies upon human training and information retention . Thus , 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0004 ] FIG . la illustrates a system for product build 
assistance and verification , in accordance with an embodi 
ment of the invention . 
[ 0005 ] FIG . 1b illustrates example operating modules of 
the product build assistance and verification program of 
FIG . la . 

[ 0006 ] FIG . 2 is a flowchart illustrating an example 
method of product build assistance and verification in accor 
dance with an embodiment of the invention . 

[ 0007 ] FIG . 3 is a block diagram depicting the hardware 
components of the product build assistance and verification 
system of FIG . 1 , in accordance with an embodiment of the 
invention . 
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current product manufacture and assembly processes are 
vulnerable to human errors causing quality issues and pro 
duction delays . Therefore , advantages of the present inven 
tion include hands - free product build assistance utilizing 
mixed reality ( also referred to as augmented reality ) tech 
nology for product build technology support and assistance . 
Further advantages of the present invention include image 
processing via mixed reality technology to monitor and 
verify a product build process . 
[ 0015 ] Reference will now be made in detail to the 
embodiments of the present invention , examples of which 
are illustrated in the accompanying drawings , wherein like 
reference numerals refer to like elements throughout . 
Embodiments of the invention are generally directed to a 
system for image classification and masking . 
[ 0016 ] FIG . 1 illustrates a product build assistance and 
verification system 100 , in accordance with an embodiment 
of the invention . In an example embodiment , product build 
assistance and verification system 100 includes a client 
computing device 110 , a server 120 , a mixed reality device 
130 , and a user device 140 , interconnected via a network 
150 . 

[ 0017 ] In the example embodiment , the network 150 is the 
Internet , representing a worldwide collection of networks 
and gateways to support communications between devices 
connected to the Internet . The network 150 may include , for 
example , wired , wireless or fiber optic connections . In other 
embodiments , the network 150 may be implemented as an 
intranet , a local area network ( LAN ) , or a wide area network 
( WAN ) , or a wired or wireless personal area network ( PAN ) . 
In general , the network 150 can be any combination of 
connections and protocols that will support communications 
between the client computing device 110 , the server 120 , the 
mixed reality device 130 , and the user device 140 . 
[ 0018 ] The client computing device 110 may include the 
client datastore 112. In the example embodiment , the client 
computing device 110 may be a desktop computer , a note 
book , a laptop computer , a tablet computer , a thin client , or 
any other electronic device or computing system capable of 
storing , compiling , and organizing audio , visual , or textual 
content and receiving and sending that content to and from 
other computing devices , such as the server 120 , the mixed 
reality device 130 , and the user device 140 via network 150 . 
While only a single client computing device 110 is depicted , 
it can be appreciated that any number of client computing 
devices 110 may be part of the product build assistance and 
verification system 100. In some embodiments , the client 
computing device 110 includes a collection of devices , or 
data sources , in order to store , compile , and organize the 
client data 114. The client computing device 110 is described 
in more detail with reference to FIG . 3 . 

[ 0019 ] The client datastore 112 may store the client data 
114. The client datastore 112 may be any storage media 
capable of storing data , such as , but not limited to , storage 
media resident in the client computing device 110 and / or 
removeable storage media . For example , the client datastore 
112 may be , but is not limited to , a hard drive , a solid stated 
drive , a USB drive , or a memory card , etc. In various 
embodiments , all or part of the client datastore 112 may 
installed and run on the client computing device 110. The 
client datastore 112 is described in more detail with refer 
ence to FIG . 3 . 

[ 0020 ] The client data 114 may be a collection of audio 
visual content including , but not limited to , audio , visual , 

and textual content . The client data 114 may be , for example , 
product information , product order data , and product assem 
bly data . Product information may include , but is not limited 
to , product name , product inventory data , product serial 
number , product certifications , and product licenses , etc. 
Product order data may include , but is not limited to , order 
number , product manufacturer , and product quantity , prod 
uct urgency , product assembly deadline , etc. Product assem 
bly data may include , but it not limited to , product features 
list , product component list , product assembly artwork , 
product assembly instructions , and product assembly algo 
rithms , etc. The client data 114 is located on the client 
computing device 110 and may be accessed via the network 
150. In accordance with an embodiment of the invention , the 
client data 114 may be located on one or a plurality of client 
computing devices 110 . 
[ 0021 ] The server 120 may include the program datastore 
122 and the product build assistance and verification pro 
gram 126. In the example embodiment , the server 120 may 
be a desktop computer , a notebook , a laptop computer , a 
tablet computer , a thin client , or any other electronic device 
or computing system capable of storing , compiling , and 
organizing audio , visual , or textual content and receiving 
and sending that content to and from other computing 
devices , such as the client computing device 110 , the mixed 
reality device 130 , and the user device 140 via network 150 . 
In some embodiments , the server 120 includes a collection 
of devices , or data sources , in order to store , compile , and 
organize the program data 124. The server 120 is described 
in more detail with reference to FIG . 3 . 

[ 0022 ] The program datastore 122 may store the program 
data 124. The program datastore 122 may be any storage 
media capable of storing data , such as , but not limited to , 
storage media resident in the server 120 and / or removeable 
storage media . For example , the program datastore 122 may 
be , but is not limited to , a hard drive , a solid stated drive , a 
USB drive , or a memory card , etc. In various embodiments , 
all or part of the program datastore 122 may be installed and 
run on the server 120. The program datastore 122 is 
described in more detail above and with reference to FIG . 3 . 

[ 0023 ] The program data 124 may be a collection of 
audiovisual content including , but not limited to , audio , 
visual , and textual content . The program data 124 may 
include , for example , the client data 114 received and / or 
collected from the client computing device 110. Further , the 
program data 124 may include product assembly status data , 
image and / or video data captured by the mixed reality 
device 130 , audio data captured by the mixed reality device 
130 , and user data , etc. Product Assembly status data may 
include , but is not limited to , percentage completion for 
individual product build steps , percentage completion for 
complete product build , time taken for each product build 
step , time take for complete product build , percentage 
overall order completion status , and time take for overall 
order completion status , etc. User data may include but is not 
limited to , user productivity metrics , e.g. product assembly 
status data per worker . The program data 124 is located on 
the server 120 and may be accessed via the network 150. In 
accordance with an embodiment of the invention , the pro 
gram data 124 may be located on one or a plurality of servers 
120 . 

[ 0024 ] The product build assistance and verification pro 
gram 126 is a program capable of receiving a product order , 
i.e. the client data 114 , from the client computing device 110 

be 
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and generating build steps and instructions for client product 
assembly . The product build assistance and verification 
program 126 may display the generated build steps and 
instructions for client product assembly to a user on the 
mixed reality device 130. Embodiments of the product build 
assistance and verification program 126 may monitor the 
status of the product assembly steps and overall product 
order and transmit the status information to a supervisor on 
another device such as the user device 140. Embodiments of 

the product build assistance and verification program 126 
may receive user requests for product build step assistance 
via the mixed reality device 130 and provide detailed build 
step assembly instructions to the user via the mixed reality 
device 130. Further , embodiments of the product build 
assistance and verification program 126 may verify the 
correct assembly of the product at each product build step 
and overall correct product assembly . The product build 
assistance and verification program 126 is described in more 
detail below with reference to FIG . 1b . 

data 114 and the program data 124 , and receiving and 
sending that content to and from other computing devices , 
such as the client computing device 110 , the server device 
120 , and the mixed reality device 130 via the network 150 . 
While only a single user device 140 is depicted , it can be 
appreciated that any number of user devices 140 may be part 
of the product build assistance and verification system 100 . 
In some embodiments , the user device 140 may include a 
collection of devices or data sources . While the user device 
140 is depicted as separate from the server 120 , it can be 
appreciated that the user device 140 and the server 120 may 
be the same device . The user device 140 is described in more 
detail with reference to FIG . 3 . 

[ 0028 ] The supervisory user interface 142 includes com 
ponents used to receive input from a user on the user device 
140 and transmit the input to the product build assistance 
and verification program 126 residing on the server 120 , or 
conversely to receive information from the product build 
assistance and verification program 126 and display the 
information to the user on user device 140. In an example 
embodiment , the supervisory user interface 142 uses a 
combination of technologies and devices , such as device 
drivers , to provide a platform to enable users of the user 
device 140 to interact with the product build assistance and 
verification program 126. In the example embodiment , the 
supervisory user interface 142 receives input , such as but not 
limited to , textual , visual , or audio input received from a 
physical input device , such as but not limited to , a keypad , 
a mouse , a touchscreen , and / or a microphone . 
[ 0029 ] FIG . 1b illustrates example modules of the product 
build assistance and verification program 126. In an example 
embodiment , the product build assistance and verification 
program 136 may include eight modules : product build 
instruction module 151 algorithm and artwork matching 
module 152 , build step generation module 154 , build step 
display module 156 , product build status module 158 , prod 
uct build assistance module 160 , build step verification 
module 162 , and build step feedback module 164 . 
[ 0030 ] The product build instruction module 151 receives 

product build order . The product build order may be 
contained within the client data 114 and may be received by 
the product build instruction module 151 from the client 
computing device 110 via the network 150. In other embodi 
ments of the invention , the product build order may be 
received by the product build instruction module 151 for 
example , but not limited to , via manual input into the 
product build assistance and verification program 126. Once 
the product build order is received by the product build 
instruction module , the product build order may be stored on 
the server 120 as part of the program data 124. The product 
build order may contain product order information includ 
ing , but not limited to , order number , product manufacturer , 
and product quantity , product urgency , product assembly 
deadline , product features list , product component list , prod 
uct assembly artwork , product assembly instructions , and 
product assembly recognition algorithms , etc. It will be 
appreciated that a " product " may be any physical item 
having at least two components and that requires assembly . 
It is not required that the physical item being assembled is 
done so for subsequent sale . 
[ 0031 ] The algorithm and artwork matching module 152 
matches the product build order to recognition algorithms 
and artwork . The recognition algorithms and artwork may 
stored on the server 120 as part of the program data 124. For 

[ 0025 ] The mixed reality device 130 may include the user 
interface 132. In some embodiments , the mixed reality 
device 130 may be a wearable device . In the example 
embodiment , the mixed reality device 130 may be mixed ( or 
augmented ) reality glasses , a mixed reality headset , a mixed 
reality projector , a notebook , a laptop computer , a tablet 
computer , a thin client , or any other electronic device or 
computing system capable of mixed reality display . The 
mixed reality device 130 may be capable of storing , com 
piling , organizing , and / or displaying audio , visual , or textual 
content and receiving and sending that content to and from 
other computing devices , such as the client computing 
device 110 , the server 120 , and the user device 140 via 
network 150. In some embodiments , the mixed reality 
device 130 includes a collection of devices , or data sources , 
in order to store , compile , organize , and / or display the 
program data 124. While only a single mixed reality device 
130 is depicted , it can be appreciated that any number of 
mixed reality devices 130 may be part of the product build 
assistance and verification system 100 
[ 0026 ] The user interface 132 includes components used 
to receive input from a user on the mixed reality device 130 
and transmit the input to the product build assistance and 
verification program 126 residing on the server 120 , or 
conversely to receive information from the product build 
assistance and verification program 126 and display the 
information to the user on mixed reality device 130. In an 
example embodiment , the user interface 132 uses a combi 
nation of technologies and devices , such as device drivers , 
to provide a platform to enable users of the mixed reality 
device 130 to interact with the product build assistance and 
verification program 126. In the example embodiment , the 
user interface 132 receives input , such as but not limited to , 
textual , visual , or audio input received from a physical input 
device , such as but not limited to , a camera , and / or a 
microphone . In various embodiments , multiple mixed real 
ity devices 130 may be provided for each one of a corre 
sponding number of multiple users . 
[ 0027 ] The user device 140 may include the supervisory 
user interface 142. In the example embodiment , the user 
device 140 may be a mixed reality device , cellphone , 
desktop computer , a notebook , a laptop computer , a tablet 
computer , a thin client , or any other electronic device or 
computing system capable of storing , compiling , and orga 
nizing audio , visual , or textual content , such as the client 

a 
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example , the product may be a product that has been 
previously built using the product build assistance and 
verification program 126. Alternatively , the recognition 
algorithms and artwork may be transmitted to the server 120 
as part of the product build order , e.g. the client data 114 . 
The algorithm and artwork matching module 152 matches 
the product build order to recognition algorithms and art 
work for each component of the product to be built . The 
artwork may be assembly illustrations of each of the com 
ponents of the product and may be for example , but not 
limited to , 3 - dimensional , or 2 - dimensional illustrations . 
Further , the artwork may be assembly illustrations capable 
of being displayed by the product build assistance and 
verification program 126 to a worker via the mixed reality 
device 130. For example , the product may have five different 
components and the algorithm and artwork matching mod 
ule 152 may match each of the five components to a piece 
of artwork which illustrates how that component is 
assembled . The recognition algorithms may be any image 
recognition technology such as , but not limited to , deep 
learning algorithms , and / or a deep neural network , e.g. a 
deep convolutional neural network . Deep convolutional 
neural networks are a class of deep , feed - forward artificial 
neural networks consisting of an input layer , an output layer , 
and multiple hidden layers used to analyze images . An 
example image recognition technology utilized by the algo 
rithm and artwork matching module 152 may be , but is not 
limited to , the IBM WatsonTM Visual Recognition Service 
which uses deep learning algorithms to analyze images for 
scenes , objects , and other content . Further , the recognition 
algorithms may be refined utilizing images from previous 
product builds of the same product . For example , a client 
may place multiple product orders over a period of time to 
a single manufacturer and any images captured from the first 
product build may be used to further train or enhance the 
recognition algorithms associated with that product . 

[ 0033 ] The build step display module 156 displays each 
build step to a worker on the mixed reality device 130 via the 
user interface 132. The build step display module 156 may 
display the artwork and instructions associated with the 
build step being displayed to the worker on the mixed reality 
device 130 via the user interface 132. For example , but not 
limited to , the mixed reality device 130 may be mixed reality 
glasses worn by a worker and the build step display module 
156 may display the build step such that the worker may 
view the build step artwork and instructions in an augmented 
reality environment without obstructing the worker's view 
of their workspace . For example , the build step artwork and 
instructions may be displayed on the mixed reality device 
130 such that the artwork appears in the worker's right 
periphery vision and the instructions appear in the worker's 
left periphery vision . Thus , the worker's center field of 
vision is left clear for the worker to view the worker's 
workspace . As stated above , the build step display module 
156 displays each build step to the worker such that the 
worker may view each step without needing to use their 
hands to interact with the system ; therefore , allowing hands 
free product build instruction . Further , it can be appreciated 
that the product may be built in an assembly line and the 
build step display module 156 may display each build step 
from the generated list of build steps to a different worker 
using a different mixed reality device 130. Continuing with 
the example of the chair above , each of the build steps may 
be sent to a different worker such that a first mixed reality 
device 130 displays the build step of attaching the legs to the 
chair seat to a first worker , a second mixed reality device 130 
displays the build step of attaching the back to the chair seat 
to a second worker , a third mixed reality device 130 displays 
the build step of attaching the arms to the chair seat to a third 
worker , and a fourth mixed reality device 130 displays the 
build step of upholstering the chair to a fourth worker . 

[ 0032 ] The build step generation module 154 generates a 
list of build steps for the product . Each build step may be 
associated with the artwork and recognition algorithm for 
the component being built at each step . Further the build 
steps may include assembly instructions for the component 
being built . For example , the product being built may be a 
chair and the build step generation module 154 may generate 
a list of build steps such as , but not limited to , attaching the 
legs to the chair seat , attaching the back to the chair seat , 
attaching the arms to the chair seat , and upholstering the 
chair . Continuing with the above example , for the first build 
step of attaching the legs to the chair seat , the build step 
generation module 154 may include artwork depicting the 
how the legs are attached , a recognition algorithm so the 
product build assistance and verification program 126 may 
analyze the build step , and instructions for how to attach the 
legs to the chair such as which tools are required , how many 
fasteners to use , what type of fasteners to use , where to place 
the fasteners , and how to secure the fasteners , etc. In an 
exemplary embodiment of the invention , the build steps 
generated by the build step generation module 154 are 
formatted for display on the mixed reality device 130. Thus , 
the build step generation module 154 generates build steps 
that will be displayed to a user and not require the user to use 
their hands to interact with the build steps , like the user 
would if they were using a manual or another physical 
device such as a computer or tablet to view the build steps . 

[ 0034 ] The product build status module 158 analyzes the 
build step progress and generates a status update of the 
product build . The product build status module 158 analyzes 
the build step progress via the mixed reality device 130 
utilizing image recognition technology such as , but not 
limited to , recognition algorithms , e.g. IBM WatsonTM 
Visual Recognition Service . The image recognition technol 
ogy allows the mixed reality device 130 to collect images 
and / or video of the product build and compare those images 
and / or video to the product artwork of the build step . Thus , 
the build status module 158 may generate a product build 
status that includes , but is not limited to , percentage comple 
tion for individual product build steps , percentage comple 
tion for complete product build , time taken for each product 
build step , time taken for complete product build , percentage 
overall order completion status , and time take for overall 
order completion status , worker identification , worker build 
step assignment , and individual worker productivity metrics , 
etc. The product build status may include a graph , a chart , or 
any other visual representation of the product build status 
information . In an embodiment of the invention , the status 
update generation may be initiated by the user device 140 . 
For example , a supervisor utilizing mixed reality glasses , 
e.g. the user device 140 , may look around a factory floor and 
as the supervisor focuses on an individual worker , the build 
status module 158 may analyze the build step progress via 
the mixed reality device 130 associated with the worker in 
focus and generate a status update associated with the 
worker in focus . The product build status module 158 may 
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then display the status update on the user device 140 via the 
supervisory user interface 142. In an embodiment of the 
invention , the user device 140 may be mixed reality glasses 
worn by a supervisor and the build status module 158 may 
display the status update via the supervisory user interface 
142. In an embodiment of the invention , the product build 
status module 158 may display the status on the user device 
140 based on the focus of the user device 140. For example , 
a supervisor utilizing mixed reality glasses , e.g. the user 
device 140 , may look around a factory floor and as the 
supervisor focuses on an individual worker , the build status 
module 158 may display the status update associated with 
the worker in focus . 

[ 0035 ] The product build assistance module 160 receives 
a user request for assistance with a build step via the mixed 
reality device 130. The product build assistance module 160 
may receive the user request for assistance from the mixed 
reality device 130 via the user interface 132. In an example 
embodiment , the user request may be an audio request which 
may be detected by the mixed reality device 130 via an input 
device such as , but not limited to , a microphone . The user 
request may be voice command phrases such as but not 
limited to , “ Substitutes available for Item X ” , “ Suspend 
installation for break ” , “ How to install x component X ” , etc. 
The product build assistance module 160 may process the 
received user request utilizing a voice recognition applica 
tion program interface ( API ) such as , but not limited to , IBM 
WatsonTM Virtual Agent . The product build assistance mod 
ule 160 analyzes the user request for assistance with a build 
step and displays build step assembly guidance to the user of 
the mixed reality device 130 via the user interface 132. The 
build step assembly guidance may include , but is not limited 
to , a virtual connection to an expert who may provide voice 
instruction to the user , detailed animated instructions of how 
to complete the build step , video of how to complete the 
build step , and / or detailed written instructions on how to 
complete the build step , etc. Thus , the product build assis 
tance module 160 provides hands free interaction with the 
product build assistance and verification program 126 . 
[ 0036 ] The build step verification module 162 verifies the 
product is assembled according to the build step via the 
mixed reality device 130. The build step verification module 
162 may capture an image of the product being assembled 
via the mixed reality device 130 and compare that image to 
the artwork for the build step to determine if the product has 
been assembled correctly . The build step verification module 
162 may verify the product is assembled according to the 
build step using image recognition technology as discussed 
above with reference to the algorithm and artwork matching 
module 152. As discussed above , the image recognition 
technology may be , but is not limited to , recognition algo 
rithms , deep learning algorithms , and / or a deep neural 
network , e.g. a deep convolutional neural network . Deep 
convolutional neural networks are a class of deep , feed 
forward artificial neural networks consisting of an input 
layer , an output layer , and multiple hidden layers used to 
analyze images . An example image recognition technology 
utilized by the build step verification module 162 may be , 
but is not limited to , the IBM WatsonTM Visual Recognition 
Service which uses deep learning algorithms to analyze 
images for scenes , objects , and other content . In embodi 
ments of the invention , the build step verification module 
162 may , for example , but not limited to , run constantly in 
the background throughout the product assembly , or run at 

pre - defined intervals to capture images of the product 
assembly . For example , the build step verification module 
162 may capture images of the product assembly every 30 
seconds , every minute , or every 5 minutes , etc. Therefore , 
the build step verification module 162 is capable of verifying 
the correct installation and placement of the components of 
the product . In other embodiments of the invention , the build 
step verification module 162 may be voice - activated by a 
user of the mixed reality device 130. For example , a user 
may say “ Check installation of component " and the build 
step verification module 162 would verify the component 
installation using the image recognition technology . Further , 
the build step verification module 162 may verify that the 
product components being used to build the product con 
form to the artwork , e.g. the components contain no defects , 
using image recognition technology as discussed above with 
reference to the algorithm and artwork matching module 
152. For example , the build step verification module 162 
may capture an image of the product being assembled via the 
mixed reality device 130 and compare that image to the 
artwork for the build step to determine if the product 
components conform to the components illustrated in the 
artwork . 
[ 0037 ] The build step feedback module 164 generates a 
notification to the user if the build step has been completed 
incorrectly . The build step feedback module 164 may dis 
play the notification to the user via the user interface 132 on 
the mixed reality device 130. In embodiments of the inven 
tion the build step feedback module 164 may include an 
explanation of how the build step was completed incorrectly . 
For example , a worker executing a build step of installing 
legs on a chair seat may mistakenly place the back legs on 
the front of the seat and the build step verification module 
162 may detect the mistake and the build step feedback 
module 164 may generate a notification to the worker which 
states “ back legs installed incorrectly as front legs . ” Further , 
the notification may include the artwork for the build step 
and the artwork may be augmented to show the worker error . 
Continuing with the previous example , the build step feed 
back module 164 may include the artwork associated with 
installing the legs on the chair seat and may for example , but 
not limited to , color , highlight , or otherwise indicate the 
correct placement of the legs on the artwork . Further , the 
build step feedback module 164 may generate a notification 
to the user if the build step verification module 162 detects 
a product component is non - conforming to the product 
artwork . For example , a worker executing a build step of 
installing legs may attempt to install a back leg which has 
been bent , e.g. is defective , and the build step verification 
module 162 may detect the non - conforming component and 
the build step feedback module 164 may generate a notifi 
cation to the worker which states “ back leg defective , do not 
use . 

[ 0038 ] Referring to FIG . 2 , a method 200 for product build 
assistance and verification is depicted , in accordance with an 
embodiment of the present invention . 
[ 0039 ] Referring to block 210 , the product build assistance 
and verification program 126 receives a product build order . 
Receipt of a product build order is described in more detail 
above with reference to the product build instruction module 
151 of FIG . 1b . 

[ 0040 ] Referring to block 212 , the product build assistance 
and verification program 126 matches the product build 
order to recognition algorithms and artwork . Algorithm and 
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artwork matching is described in more detail above with 
reference to the algorithm and artwork matching module 152 
of FIG . 1b . 
[ 0041 ] Referring to block 214 , the product build assistance 
and verification program 126 generates a list of build steps 
for the product . Generation of product build steps is 
described in more detail above with reference to the build 
step generation module 154 of FIG . 1b . 
[ 0042 ] Referring to block 216 , the product build assistance 
and verification program 126 displays each build step to a 
first user on the mixed reality device 130 via the user 
interface 132. Build step display is described in more detail 
above with reference to the build step display module 156 of 
FIG . 1b . 

[ 0043 ] Referring to block 218 , the product build assistance 
and verification program 126 analyzes the build step prog 
ress . Build step progress analysis is described in more detail 
above with reference to the product build status module 158 
of FIG . 1b . 
[ 0044 ] Referring to block 220 , the product build assistance 
and verification program 126 generates a status update of the 
product build . Status update generation is described in more 
detail above with reference to the product build status 
module 158 of FIG . 1b . 

[ 0045 ] Referring to block 222 , the product build assistance 
and verification program 126 displays the status update on 
the user device 140 via the supervisory user interface 142 . 
Status update display is described in more detail above with 
reference to the product build status module 158 of FIG . 16 . 
[ 004 ] Referring to block 224 , the product build assistance 
and verification program 126 receives a user request for 
assistance with a build step via the mixed reality device 130 . 
Receipt of a user request for assistance is described in more 
detail above with reference to the product build assistance 
module 160 of FIG . 1b . 

[ 0047 ] Referring to block 226 , the product build assistance 
and verification program 126 analyzes the user request for 
assistance with a build step . Analysis of a user request for 
assistance is described in more detail above with reference 
to the product build assistance module 160 of FIG . 1b . 
[ 0048 ] Referring to block 228 , the product build assistance 
and verification program 126 displays build step assembly 
guidance to the user of the mixed reality device 130 via the 
user interface 132. Display of build step assembly guidance 
in response to a user request for assistance is described in 
more detail above with reference to the product build 
assistance module 160 of FIG . 1b . 

( 0049 ] Referring to block 230 , the product build assistance 
and verification program 126 verifies the product is 
assembled according to the build step via the mixed reality 
device 130. Product assembly verification is described in 
more detail above with reference to the build step verifica 
tion module 162 of FIG . 16. If the product build assistance 
and verification program 126 verifiers that the build step was 
completed correctly at block 232 , the product build assis 
tance and verification program 126 may terminate . If the 
product build assistance and verification program 126 deter 
mines that the build step was completed incorrectly at block 
232 , the product build assistance and verification program 
126 may proceed to generate a notification to the user that 
the build step has been completed incorrectly at block 234 . 
Notification generation is described in more detail above 
with reference to the build step feedback module 164 of FIG . 
1b . 

[ 0050 ] Referring to block 236 , the product build assistance 
and verification program 126 displays the notification to the 
user via the user interface 132 on the mixed reality device 
130. Notification display is described in more detail above 
with reference to the build step feedback module 164 of FIG . 
1b . 

[ 0051 ] While the method 200 illustrates the process for a 
single build step , it can be appreciated that a product 
assembly may comprise more than one build steps . Thus , the 
product build assistance and verification program 126 may 
repeat blocks 216-236 for as many build steps that are 
generated at block 214 for the product assembly . Further , 
each build step in a multiple build step product assembly 
may be completed by a unique user or a single user may 
complete two or more of the build steps . 
[ 0052 ] Referring to FIG . 3 , a system 1000 includes a 
computer system or computer 1010 shown in the form of a 
generic computing device . The method 200 for example , 
may be embodied in a program ( s ) 1060 ( FIG . 3 ) embodied 
on a computer readable storage device , for example , gener 
ally referred to as memory 1030 and more specifically , 
computer readable storage medium 1050 as shown in FIG . 
3. For example , memory 1030 can include storage media 
1034 such as RAM ( Random Access Memory ) or ROM 
( Read Only Memory ) , and cache memory 1038. The pro 
gram 1060 is executable by the processing unit or processor 
1020 of the computer system 1010 ( to execute program 
steps , code , or program code ) . Additional data storage may 
also be embodied as a database 1110 which can include data 
1114. The computer system 1010 and the program 1060 
shown in FIG . 3 are generic representations of a computer 
and program that may be local to a user , or provided as a 
remote service ( for example , as a cloud based service ) , and 
may be provided in further examples , using a website 
accessible using the communications network 1200 ( e.g. , 
interacting with a network , the Internet , or cloud services ) . 
It is understood that the computer system 1010 also generi 
cally represents herein a computer device or a computer 
included in a device , such as a laptop or desktop computer , 
etc. , or one or more servers , alone or as part of a datacenter . 
The computer system can include a network adapter / inter 
face 1026 , and an input / output ( 1/0 ) interface ( s ) 1022. The 
I / O interface 1022 allows for input and output of data with 
an external device 1074 that may be connected to the 
computer system . The network adapter / interface 1026 may 
provide communications between the computer system a 
network generically shown as the communications network 
1200 . 

[ 0053 ] The computer 1010 may be described in the gen 
eral context of computer system - executable instructions , 
such as program modules , being executed by a computer 
system . Generally , program modules may include routines , 
programs , objects , components , logic , data structures , and so 
on that perform particular tasks or implement particular 
abstract data types . The method steps and system compo 
nents and techniques may be embodied in modules of the 
program 1060 for performing the tasks of each of the steps 
of the method and system . The modules are generically 
represented in FIG . 3 as program modules 1064. The pro 
gram 1060 and program modules 1064 can execute specific 
steps , routines , sub - routines , instructions or code , of the 
program . 

[ 0054 ] The method of the present disclosure can be run 
locally on a device such as a mobile device , or can be run 
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a service , for instance , on the server 1100 which may be 
remote and can be accessed using the communications 
network 1200. The program or executable instructions may 
also be offered as a service by a provider . The computer 
1010 may be practiced in a distributed cloud computing 
environment where tasks are performed by remote process 
ing devices that are linked through a communications net 
work 1200. In a distributed cloud computing environment , 
program modules may be located in both local and remote 
computer system storage media including memory storage 
devices . 

[ 0055 ] More specifically , as shown in FIG . 3 , the system 
1000 includes the computer system 1010 shown in the form 
of a general - purpose computing device with illustrative 
periphery devices . The components of the computer system 
1010 may include , but are not limited to , one or more 
processors or processing units 1020 , a system memory 1030 , 
and a bus 1014 that couples various system components 
including system memory 1030 to processor 1020 . 

[ 0056 ] The bus 1014 represents one or more of any of 
several types of bus structures , including a memory bus or 
memory controller , a peripheral bus , an accelerated graphics 
port , and a processor or local bus using any of a variety of 
bus architectures . By way of example , and not limitation , 
such architectures include Industry Standard Architecture 
( ISA ) bus , Micro Channel Architecture ( MCA ) bus , 
Enhanced ISA ( EISA ) bus , Video Electronics Standards 
Association ( VESA ) local bus , and Peripheral Component 
Interconnects ( PCI ) bus . 
[ 0057 ] The computer 1010 can include a variety of com 
puter readable media . Such media may be any available 
media that is accessible by the computer 1010 ( e.g. , com 
puter system , or server ) , and can include both volatile and 
non - volatile media , as well as , removable and non - remov 
able media . Computer memory 1030 can include additional 
computer readable media 1034 in the form of volatile 
memory , such as random access memory ( RAM ) , and / or 
cache memory 1038. The computer 1010 may further 
include other removable / non - removable , volatile / non - vola 
tile computer storage media , in one example , portable com 
puter readable storage media 1072. In one embodiment , the 
computer readable storage medium 1050 can be provided for 
reading from and writing to a non - removable , non - volatile 
magnetic media . The computer readable storage medium 
1050 can be embodied , for example , as a hard drive . 
Additional memory and data storage can be provided , for 
example , as the storage system 1110 ( e.g. , a database ) for 
storing data 1114 and communicating with the processing 
unit 1020. The database can be stored on or be part of a 
server 1100. Although not shown , a magnetic disk drive for 
reading from and writing to a removable , non - volatile mag 
netic disk ( e.g. , a “ floppy disk ” ) , and an optical disk drive for 
reading from or writing to a removable , non - volatile optical 
disk such as a CD - ROM , DVD - ROM or other optical media 
can be provided . In such instances , each can be connected to 
bus 1014 by one or more data media interfaces . As will be 
further depicted and described below , memory 1030 may 
include at least one program product which can include one 
or more program modules that are configured to carry out the 
functions of embodiments of the present invention . As such , 
the computing device in FIG . 3 becomes specifically con 
figured to implement mechanisms of the illustrative embodi 
ments and specifically configured to perform the operations 

and generated the outputs of described herein for determin 
ing a route based on a user's preferred environmental 
experiences . 
[ 0058 ] The method 200 ( FIG . 2 ) , for example , may be 
embodied in one or more computer programs , generically 
referred to as a program ( s ) 1060 and can be stored in 
memory 1030 in the computer readable storage medium 
1050. The program 1060 can include program modules 
1064. The program modules 1064 can generally carry out 
functions and / or methodologies of embodiments of the 
invention as described herein . For example , the program 
modules 1064 can include the modules 151-164 described 
above with reference to FIG . 1b . The one or more programs 
1060 are stored in memory 1030 and are executable by the 
processing unit 1020. By way of example , the memory 1030 
may store an operating system 1052 , one or more application 
programs 1054 , other program modules , and program data 
on the computer readable storage medium 1050. It is under 
stood that the program 1060 , and the operating system 1052 
and the application program ( s ) 1054 stored on the computer 
readable storage medium 1050 are similarly executable by 
the processing unit 1020 . 
[ 0059 ] The computer 1010 may also communicate with 
one or more external devices 1074 such as a keyboard , a 
pointing device , a display 1080 , etc .; one or more devices 
that enable a user to interact with the computer 1010 ; and / or 
any devices ( e.g. , network card , modem , etc. ) that enables 
the computer 1010 to communicate with one or more other 
computing devices . Such communication can occur via the 
Input / Output ( I / O ) interfaces 1022. Still yet , the computer 
1010 can communicate with one or more networks 1200 
such as a local area network ( LAN ) , a general wide area 
network ( WAN ) , and / or a public network ( e.g. , the Internet ) 
via network adapter / interface 1026. As depicted , network 
adapter 1026 communicates with the other components of 
the computer 1010 via bus 1014. It should be understood 
that although not shown , other hardware and / or software 
components could be used in conjunction with the computer 
1010. Examples , include , but are not limited to : microcode , 
device drivers 1024 , redundant processing units , external 
disk drive arrays , RAID systems , tape drives , and data 
archival storage systems , etc. 
[ 0060 ] It is understood that a computer or a program 
running on the computer 1010 may communicate with a 
server , embodied as the server 1100 , via one or more 
communications networks , embodied as the communica 
tions network 1200. The communications network 1200 
may include transmission media and network links which 
include , for example , wireless , wired , or optical fiber , and 
routers , firewalls , switches , and gateway computers . The 
communications network may include connections , such as 
wire , wireless communication links , or fiber optic cables . A 
communications network may represent a worldwide col 
lection of networks and gateways , such as the Internet , that 
use various protocols to communicate with one another , 
such as Lightweight Directory Access Protocol ( LDAP ) , 
Transport Control Protocol / Internet Protocol ( TCP / IP ) , 
Hypertext Transport Protocol ( HTTP ) , Wireless Application 
Protocol ( WAP ) , etc. A network may also include a number 
of different types of networks , such as , for example , an 
intranet , a local area network ( LAN ) , or a wide area network 
( WAN ) . 
[ 0061 ] In one example , a computer can use a network 
which may access a website on the Web ( World Wide Web ) 
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using the Internet . In one embodiment , a computer 1010 , 
including a mobile device , can use a communications sys 
tem or network 1200 which can include the Internet , or a 
public switched telephone network ( PSTN ) for example , a 
cellular network . The PSTN may include telephone lines , 
fiber optic cables , microwave transmission links , cellular 
networks , and communications satellites . The Internet may 
facilitate numerous searching and texting techniques , for 
example , using a cell phone or laptop computer to send 
queries to search engines via text messages ( SMS ) , Multi 
media Messaging Service ( MMS ) ( related to SMS ) , email , 
or a web browser . The search engine can retrieve search 
results , that is , links to websites , documents , or other down 
loadable data that correspond to the query , and similarly , 
provide the search results to the user via the device as , for 
example , a web page of search results . 
[ 0062 ] It is to be understood that although this disclosure 
includes a detailed description on cloud computing , imple 
mentation of the teachings recited herein are not limited to 
a cloud computing environment . Rather , embodiments of the 
present invention are capable of being implemented in 
conjunction with any other type of computing environment 
now known or later developed . 
[ 0063 ] Cloud computing is a model of service delivery for 
enabling convenient , on - demand network access to a shared 
pool of configurable computing resources ( e.g. , networks , 
network bandwidth , servers , processing , memory , storage , 
applications , virtual machines , and services ) that can be 
rapidly provisioned and released with minimal management 
effort or interaction with a provider of the service . This cloud 
model may include at least five characteristics , at least three 
service models , and at least four deployment models . 
[ 0064 ] Characteristics are as follows : 
[ 0065 ] On - demand self - service : a cloud consumer can 
unilaterally provision computing capabilities , such as server 
time and network storage , as needed automatically without 
requiring human interaction with the service's provider . 
[ 0066 ] Broad network access : capabilities are available 
over a network and accessed through standard mechanisms 
that promote use by heterogeneous thin or thick client 
platforms ( e.g. , mobile phones , laptops , and PDAs ) . 
[ 0067 ] Resource pooling : the provider's computing 
resources are pooled to serve multiple consumers using a 
multi - tenant model , with different physical and virtual 
resources dynamically assigned and reassigned according to 
demand . There is a sense of location independence in that 
the consumer generally has no control or knowledge over 
the exact location of the provided resources but may be able 
to specify location at a higher level of abstraction ( e.g. , 
country , state , or datacenter ) . 
[ 0068 ] Rapid elasticity : capabilities can be rapidly and 
elastically provisioned , in some cases automatically , to 
quickly scale out and rapidly released to quickly scale in . To 
the consumer , the capabilities available for provisioning 
often appear to be unlimited and can be purchased in any 
quantity at any time . 
[ 0069 ] Measured service : cloud systems automatically 
control and optimize resource use by leveraging a metering 
capability at some level of abstraction appropriate to the 
type of service ( e.g. , storage , processing , bandwidth , and 
active user accounts ) . Resource usage can be monitored , 
controlled , and reported , providing transparency for both the 
provider and consumer of the utilized service . 

[ 0070 ] Service Models are as follows : 
[ 0071 ] Software as a Service ( SaaS ) : the capability pro 
vided to the consumer is to use the provider's applications 
running on a cloud infrastructure . The applications are 
accessible from various client devices through a thin client 
interface such as a web browser ( e.g. , web - based e - mail ) . 
The consumer does not manage or control the underlying 
cloud infrastructure including network , servers , operating 
systems , storage , or even individual application capabilities , 
with the possible exception of limited user - specific applica 
tion configuration settings . 
[ 0072 ] Platform as a Service ( PaaS ) : the capability pro 
vided to the consumer is to deploy onto the cloud infra 
structure consumer - created or acquired applications created 
using programming languages and tools supported by the 
provider . The consumer does not manage or control the 
underlying cloud infrastructure including networks , servers , 
operating systems , or storage , but has control over the 
deployed applications and possibly application hosting envi 
ronment configurations . 
[ 0073 ] Infrastructure as a Service ( IaaS ) : the capability 
provided to the consumer is to provision processing , storage , 
networks , and other fundamental computing resources 
where the consumer is able to deploy and run arbitrary 
software , which can include operating systems and applica 
tions . The consumer does not manage or control the under 
lying cloud infrastructure but has control over operating 
systems , storage , deployed applications , and possibly lim 
ited control of select networking components ( e.g. , host 
firewalls ) . 
[ 0074 ] Deployment Models are as follows : 
[ 0075 ] Private cloud : the cloud infrastructure is operated 
solely for an organization . It may be managed by the 
organization or a third party and may exist on - premises or 
off - premises . 
[ 0076 ] Community cloud : the cloud infrastructure is 
shared by several organizations and supports a specific 
community that has shared concerns ( e.g. , mission , security 
requirements , policy , and compliance considerations ) . It 
may be managed by the organizations or a third party and 
may exist on - premises or off - premises . 
[ 0077 ] Public cloud : the cloud infrastructure is made 
available to the general public or a large industry group and 
is owned by an organization selling cloud services . 
[ 0078 ] Hybrid cloud : the cloud infrastructure is a compo 
sition of two or more clouds ( private , community , or public ) 
that remain unique entities but are bound together by stan 
dardized or proprietary technology that enables data and 
application portability ( e.g. , cloud bursting for load balanc 
ing between clouds ) . 
[ 0079 ] A cloud computing environment is service oriented 
with a focus on statelessness , low coupling , modularity , and 
semantic interoperability . At the heart of cloud computing is 
an infrastructure that includes a network of interconnected 
nodes . 
[ 0080 ] Referring now to FIG . 4 , illustrative cloud com 
puting environment 50 is depicted . As shown , cloud com 
puting environment 50 includes one or more cloud comput 
ing nodes 10 with which local computing devices used by 
cloud consumers , such as , for example , personal digital 
assistant ( PDA ) or cellular telephone 54A , desktop com 
puter 54B , laptop computer 54C , and / or automobile com 
puter system 54N may communicate . Nodes 10 may com 
municate with one another . They may be grouped ( not 
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shown ) physically or virtually , in one or more networks , 
such as Private , Community , Public , or Hybrid clouds as 
described hereinabove , or a combination thereof . This 
allows cloud computing environment 50 to offer infrastruc 
ture , platforms and / or software as services for which a cloud 
consumer does not need to maintain resources on a local 

computing device . It is understood that the types of com 
puting devices 54A - N shown in FIG . 4 are intended to be 
illustrative only and that computing nodes 10 and cloud 
computing environment 50 can communicate with any type 
of computerized device over any type of network and / or 
network addressable connection ( e.g. , using a web browser ) . 
[ 0081 ] Referring now to FIG . 5 , a set of functional 
abstraction layers provided by cloud computing environ 
ment 50 ( FIG . 4 ) is shown . It should be understood in 
advance that the components , layers , and functions shown in 
FIG . 5 are intended to be illustrative only and embodiments 
of the invention are not limited thereto . As depicted , the 
following layers and corresponding functions are provided : 
[ 0082 ] Hardware and software layer 60 includes hardware 
and software components . Examples of hardware compo 
nents include : mainframes 61 ; RISC ( Reduced Instruction 
Set Computer ) architecture based servers 62 ; servers 63 ; 
blade servers 64 ; storage devices 65 ; and networks and 
networking components 66. In some embodiments , software 
components include network application server software 67 
and database software 68 . 

[ 0083 ] Virtualization layer 70 provides an abstraction 
layer from which the following examples of virtual entities 
may be provided : virtual servers 71 ; virtual storage 72 ; 
virtual networks 73 , including virtual private networks ; 
virtual applications and operating systems 74 ; and virtual 
clients 75 . 
[ 0084 ] In one example , management layer 80 may provide 
the functions described below . Resource provisioning 81 
provides dynamic procurement of computing resources and 
other resources that are utilized to perform tasks within the 
cloud computing environment . Metering and Pricing 82 
provide cost tracking as resources are utilized within the 
cloud computing environment , and billing or invoicing for 
consumption of these resources . In one example , these 
resources may include application software licenses . Secu 
rity provides identity verification for cloud consumers and 
tasks , as well as protection for data and other resources . User 
portal 83 provides access to the cloud computing environ 
ment for consumers and system administrators . Service level 
management 84 provides cloud computing resource alloca 
tion and management such that required service levels are 
met . Service Level Agreement ( SLA ) planning and fulfill 
ment 85 provide pre - arrangement for , and procurement of , 
cloud computing resources for which a future requirement is 
anticipated in accordance with an SLA . 
[ 0085 ] Workloads layer 90 provides examples of function 
ality for which the cloud computing environment may be 
utilized . Examples of workloads and functions which may 
be provided from this layer include : mapping and navigation 
91 ; software development and lifecycle management 92 ; 
virtual classroom education delivery 93 ; data analytics pro 
cessing 94 ; transaction processing 95 ; and product build 
assistance and verification 96 . 

[ 0086 ] The programs described herein are identified based 
upon the application for which they are implemented in a 
specific embodiment of the invention . However , it should be 
appreciated that any particular program nomenclature herein 

is used merely for convenience , and thus the invention 
should not be limited to use solely in any specific application 
identified and / or implied by such nomenclature . 
[ 0087 ] The present invention may be a system , a method , 
and / or a computer program product at any possible technical 
detail level of integration . The computer program product 
may include a computer readable storage medium ( or media ) 
having computer readable program instructions thereon for 
causing a processor to carry out aspects of the present 
invention . 

[ 0088 ] The computer readable storage medium can be a 
tangible device that can retain and store instructions for use 
by an instruction execution device . The computer readable 
storage medium may be , for example , but is not limited to , 
an electronic storage device , a magnetic storage device , an 
optical storage device , an electromagnetic storage device , a 
semiconductor storage device , or any suitable combination 
of the foregoing . A non - exhaustive list of more specific 
examples of the computer readable storage medium includes 
the following : a portable computer diskette , a hard disk , a 
random access memory ( RAM ) , a read - only memory 
( ROM ) , an erasable programmable read - only memory 
( EPROM or Flash memory ) , a static random access memory 
( SRAM ) , a portable compact disc read - only memory ( CD 
ROM ) , a digital versatile disk ( DVD ) , a memory stick , a 
floppy disk , a mechanically encoded device such as punch 
cards or raised structures in a groove having instructions 
recorded thereon , and any suitable combination of the fore 
going . A computer readable storage medium , as used herein , 
is not to be construed as being transitory signals per se , such 
as radio waves or other freely propagating electromagnetic 
waves , electromagnetic waves propagating through a wave 
guide or other transmission media ( e.g. , light pulses passing 
through a fiber - optic cable ) , or electrical signals transmitted 
through a wire . 
[ 0089 ] Computer readable program instructions described 
herein can be downloaded to respective computing process 
ing devices from a computer readable storage medium or to 
an external computer or external storage device via a net 
work , for example , the Internet , a local area network , a wide 
area network and / or a wireless network . The network may 
comprise copper transmission cables , optical transmission 
fibers , wireless transmission , routers , firewalls , switches , 
gateway computers and / or edge servers . A network adapter 
card or network interface in each computing processing 
device receives computer readable program instructions 
from the network and forwards the computer readable 
program instructions for storage in a computer readable 
storage medium within the respective computing / processing 
device . 

[ 0090 ) Computer readable program instructions for carry 
ing out operations of the present invention may be assembler 
instructions , instruction - set - architecture ( ISA ) instructions , 
machine instructions , machine dependent instructions , 
microcode , firmware instructions , state - setting data , con 
figuration data for integrated circuitry , or either source code 
or object code written in any combination of one or more 
programming languages , including an object oriented pro 
gramming language such as Smalltalk , C ++ , or the like , and 
procedural programming languages , such as the " C " pro 
gramming language or similar programming languages . The 
computer readable program instructions may execute 
entirely on the user's computer , partly on the user's com 
puter , as a stand - alone software package , partly on the user's 
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computer and partly on a remote computer or entirely on the 
remote computer or server . In the latter scenario , the remote 
computer may be connected to the user's computer through 
any type of network , including a local area network ( LAN ) 
or a wide area network ( WAN ) , or the connection may be 
made to an external computer ( for example , through the 
Internet using an Internet Service Provider ) . In some 
embodiments , electronic circuitry including , for example , 
programmable logic circuitry , field - programmable gate 
arrays ( FPGA ) , or programmable logic arrays ( PLA ) may 
execute the computer readable program instructions by 
utilizing state information of the computer readable program 
instructions to personalize the electronic circuitry , in order to 
perform aspects of the present invention . 
[ 0091 ] Aspects of the present invention are described 
herein with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) , and computer 
program products according to embodiments of the inven 
tion . It will be understood that each block of the flowchart 
illustrations and / or block diagrams , and combinations of 
blocks in the flowchart illustrations and / or block diagrams , 
can be implemented by computer readable program instruc 
tions . 

[ 0092 ] These computer readable program instructions may 
be provided to a processor of a general purpose computer , 
special purpose computer , or other programmable data pro 
cessing apparatus to produce a machine , such that the 
instructions , which execute via the processor of the com 
puter or other programmable data processing apparatus , 
create means for implementing the functions / acts specified 
in the flowchart and / or block diagram block or blocks . These 
computer readable program instructions may also be stored 
in a computer readable storage medium that can direct a 
computer , a programmable data processing apparatus , and / 
or other devices to function in a particular manner , such that 
the computer readable storage medium having instructions 
stored therein comprises an article of manufacture including 
instructions which implement aspects of the function / act 
specified in the flowchart and / or block diagram block or 
blocks . 

[ 0093 ] The computer readable program instructions may 
also be loaded onto a computer , other programmable data 
processing apparatus , or other device to cause a series of 
operational steps to be performed on the computer , other 
programmable apparatus or other device to produce a com 
puter implemented process , such that the instructions which 
execute on the computer , other programmable apparatus , or 
other device implement the functions / acts specified in the 
flowchart and / or block diagram block or blocks . 
[ 0094 ] The flowchart and block diagrams in the Figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods , and com 
puter program products according to various embodiments 
of the present invention . In this regard , each block in the 
flowchart or block diagrams may represent a module , seg 
ment , or portion of instructions , which comprises one or 
more executable instructions for implementing the specified 
logical function ( s ) . In some alternative implementations , the 
functions noted in the blocks may occur out of the order 
noted in the Figures . For example , two blocks shown in 
succession may , in fact , be executed substantially concur 
rently , or the blocks may sometimes be executed in the 
reverse order , depending upon the functionality involved . It 
will also be noted that each block of the block diagrams 

and / or flowchart illustration , and combinations of blocks in 
the block diagrams and / or flowchart illustration , can be 
implemented by special purpose hardware - based systems 
that perform the specified functions or acts or carry out 
combinations of special purpose hardware and computer 
instructions . 

[ 0095 ] While steps of the disclosed method and compo 
nents of the disclosed systems and environments have been 
sequentially or serially identified using numbers and letters , 
such numbering or lettering is not an indication that such 
steps must be performed in the order recited , and is merely 
provided to facilitate clear referencing of the method's steps . 
Furthermore , steps of the method may be performed in 
parallel to perform their described functionality . 

1. A method for image product build assistance and 
verification , the method comprising : 

receiving , by a first computing device , a product build 
order for a product ; 

matching , by the first computing device , the product build 
order to one or more recognition algorithms and one or 
more pieces of product artwork ; 

generating , by the first computing device , one or more 
build steps for product assembly ; 

displaying , by the first computing device , a build step to 
a first user via a user interface on a mixed reality 
device ; 

analyzing , by the first computing device , progress of the 
build step via the mixed reality device ; 

generating , by the first computing device , a product build 
status update based on the progress of the build step , 
the product build status update including progression 
analytics , wherein the product build status update also 
includes an identification of the first user and the build 
step assigned to the first user ; and 

displaying , by the first computing device , the status 
update to a second user on a second computing device . 

2. A method as in claim 1 , further comprising : 
receiving , by the first computing device , a user request 

from the first user for assistance with the build step , the 
user request being generated via audio input to the 
mixed reality device ; 

analyzing , by the first computing device , the user request 
for assistance utilizing voice recognition ; and 

displaying , by the first computing device , build step 
assembly guidance to the first user via the user interface 
on the mixed reality device . 

3. The method as in claim 1 , further comprising : 
verifying , by the first computing device , the product is 

correctly assembled according to the build step ; 
in response to verifying the product is not correctly 

assembled according to the build step , generating , by 
the first computing device , a notification to the first 
user , the notification indicating the build step was 
completed incorrectly . 

4. The method as in claim 1 , wherein the mixed reality 
device is mixed reality glasses worn by the first user . 

5. The method as in claim 1 , wherein the product build 
status update including progression analytics further com 
prises at least one of the group consisting of : 

percentage completion for the one or more product build 
steps , percentage completion for the product build 
order , time taken for each product build step , time taken 
for complete product order build , percentage overall 
product order completion status , and time take for 
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overall product order completion status , and individual 
worker productivity metrics . 

6. The method as in claim 1 , wherein analyzing , by the 
first computing device , progress of the build step via the 
mixed reality device , further comprises : 

capturing , by the mixed reality device , one or more 
images of the product being built , and 

comparing , by the first computing device , the captured 
one or more images to the one or more pieces of 
product artwork utilizing the one or more recognition 
algorithms . 

7. The method as in claim 2 , wherein the build step 
assembly guidance comprises at least one of the group 
consisting of : a virtual connection to an expert , detailed 
animated instructions of how to complete the build step , a 
video of how to complete the build step , and detailed written 
instructions on how to complete the build step . 

8. The method as in claim 3 , wherein verifying , by the first 
computing device , the product is correctly assembled 
according to the build step , further comprises : 

capturing , by the mixed reality glasses , one or more 
images of the product being built , and 

comparing , by the first computing device , the captured 
one or more images to the one or more pieces of 
product artwork utilizing the one or more recognition 
algorithms . 

9. The method as in claim 8 , wherein the one or more 
images are captured continuously by the mixed reality 
device . 

10. A computer program product for product build assis 
tance and verification , the computer program product com 
prising : 

a computer - readable storage medium having program 
instructions embodied therewith , wherein the computer 
readable storage medium is not a transitory signal per 
se , the program instructions comprising : 

program instructions to receive , by a first computing 
device , a product build order for a product ; 

program instructions to match , by the first computing 
device , the product build order to one or more recog 
nition algorithms and one or more pieces of product 
artwork ; 

program instructions to generate , by the first computing 
device , one or more build steps for product assembly ; 

program instructions to display , by the first computing 
device , a build step to a first user via a user interface on 
a mixed reality device ; 

program instructions to analyze , by the first computing 
device , progress of the build step via the mixed reality 
device ; 

program instructions to generate , by the first computing 
device , a product build status update based on the 
progress of the build step , the product build status 
update including progression analytics , wherein the 
product build status update also includes an identifica 
tion of the first user and the build step assigned to the 
first user ; and 

program instructions to display , by the first computing 
device , the status update to a second user on a second 
computing device . 

11. A computer program product as in claim 10 , further 
comprising : 

program instructions to receive , by the first computing 
device , a user request from the first user for assistance 

with the build step , the user request being generated via 
audio input to the mixed reality device ; 

program instructions to analyze , by the first computing 
device , the user request for assistance utilizing voice 
recognition ; and 

program instructions to display , by the first computing 
device , build step asse ssembly guidance to the first user 
via the user interface on the mixed reality device . 

12. The computer program product as in claim 10 , further 
comprising : 

program instructions to verifying , by the first computing 
device , the product is correctly assembled according to 
the build step ; 

in response to verifying the product is not correctly 
assembled according to the build step , program instruc 
tions to generate , by the first computing device , a 
notification to the first user , the notification indicating 
the build step was completed incorrectly . 

13. The computer program product as in claim 10 , 
wherein the program instructions to analyze , by the first 
computing device , progress of the build step via the mixed 
reality device , further comprises : 

program instructions to capture , by the mixed reality 
device , one or more images of the product being built , 
and 

program instructions to compare , by the first computing 
device , the captured one or more images to the one or 
more pieces of product artwork utilizing the one or 
more recognition algorithms . 

14. The computer program product as in claim 11 , 
wherein the build step assembly guidance comprises at least 
one of the group consisting of : a virtual connection to an 
expert , detailed animated instructions of how to complete 
the build step , a video of how to complete the build step , and 
detailed written instructions on how to complete the build 
step . 

15. A computer system for product build assistance and 
verification , the system comprising : 

one or more computer processors , one or more computer 
readable storage media , and program instructions 
stored on one or more of the computer - readable storage 
media for execution by at least one of the one or more 
processors , the program instructions comprising : 

program instructions to receive , by a first computing 
device , a product build order for a product ; 

program instructions to match , by the first computing 
device , the product build order to one or more recog 
nition algorithms and one or more pieces of product 
artwork ; 

program instructions to generate , by the first computing 
device , one or more build steps for product assembly ; 

program instructions to display , by the first computing 
device , a build step to a first user via a user interface on 
a mixed reality device ; 

program instructions to analyze , by the first computing 
device , progress of the build step via the mixed reality 
device ; 

program instructions to generate , by the first computing 
device , a product build status update based on the 
progress of the build step , the product build status 
update including progression analytics , wherein the 
product build status update also includes an identifica 
tion of the first user and the build step assigned to the 
first user ; and 
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program instructions to display , by the first computing 
device , the status update to a second user on a second 
computing device . 

16. A computer system as in claim 15 , further comprising : 
program instructions to receive , by the first computing 

device , a user request from the first user for assistance 
with the build step , the user request being generated via 
audio input to the mixed reality device ; 

program instructions to analyze , by the first computing 
device , the user request for assistance utilizing voice 
recognition ; and 

program instructions to display , by the first computing 
device , build step assembly guidance to the first user 
via the user interface on the mixed reality device . 

17. The computer system as in claim 15 , further compris 
ing : 

program instructions to verifying , by the first computing 
device , the product is correctly assembled according to 
the build step ; 

in response to verifying the product is not correctly 
assembled according to the build step , program instruc 
tions to generate , by the first computing device , a 

notification to the first user , the notification indicating 
the build step was completed incorrectly . 

18. The computer system as in claim 15 , wherein the 
mixed reality device is mixed reality glasses worn by the 
first user . 

19. The computer system as in claim 15 , wherein the 
program instructions to analyze , by the first computing 
device , progress of the build step via the mixed reality 
device , further comprises : 
program instructions to capture , by the mixed reality 

device , one or more images of the product being built , 
and 

program instructions to compare , by the first computing 
device , the captured one or more images to the one or 
more pieces of product artwork utilizing the one or 
more recognition algorithms . 

20. The computer system as in claim 16 , wherein the build 
step assembly guidance comprises at least one of the group 
consisting of : a virtual connection to an expert , detailed 
animated instructions of how to complete the build step , a 
video of how to complete the build step , and detailed written 
instructions on how to complete the build step . 


