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(57) Abstract: A computer-implemented technique is described
herein for customizing user experience on a per-user basis. In
some implementations, the technique involves: collecting feedback
information from a user pertaining to the user's interaction with a
program feature; determining a modification to be made to the pro-
gram feature based on the feedback information; making the modi-
fication; notifying the user of the modification; and receiving the
user's post-modification assessment of the modification. The tech-
nique enables a program provider to quickly modify program fea-
tures in an automated manner, with no (or reduced) etfort by hu-
man developers, and at consequent reduced cost. In addition, the
technique improves the users' experience with the program features
since the program modifications are tailored to each user's prefer-
ences.
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CUSTOMIZING PROGRAM FEATURES ON A PER-USER BASIS

BACKGROUND
[0001] A software developer typically updates its software products on a periodic
and/or event driven basis. The developer may produce an update by first manually
identifying existing problems with a software product. The developer may then manually
develop one or more fixes for the identified problems, optionally together with one or
more new program features. Finally, the developer pushes the same fixes and features out

to all users who are qualified to receive the update.

SUMMARY
[0002] A computer-implemented technique is described herein for customizing a user
experience for each user. The technique involves receiving feedback information from the
user. The feedback information provides an assessment by the user of a program feature.
That assessment may be expressed, at least in part, by at least one comment by the user.
The technique then stores the feedback information in a user feedback profile associated
with the user.
[0003] Next, the technique determines a modification to be made to the program
feature based on the user feedback profile associated with the user. In one
implementation, the determining operation can include automatically interpreting the
user’s comment(s) based on the linguistic content of those comment(s). Next, the
technique makes the identified modification to the program feature, to produce a modified
program feature. The modified program feature produces a modified user experience
when the user interacts with the modified program feature.
[0004] In some implementations, the technique also notifies the user of the
modification that has been (or will be) made to the program feature. In some
implementations, the technique presents the notification in the context of the user’s
interaction with the program feature that has been changed.
[0005] In some implementations, the technique also entails receiving post-
modification assessment information from the user. The post-modification assessment
information provides the user’s assessment of the modified program feature.
[0006] As will be elaborated on herein, the technique enables a software provider to
quickly modify program features in an automated manner, with no (or reduced) effort by

human developers. This expedites the delivery of program features and reduces the cost of
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doing so. In addition, the technique modifies the program features on a per-user basis,
which overall improves the users’ level of satisfaction with the program features.

[0007] The above technique can be manifested in various types of systems, devices,
components, methods, computer-readable storage media, data structures, graphical user
interface presentations, articles of manufacture, and so on.

[0008] This Summary is provided to introduce a selection of concepts in a simplified
form; these concepts are further described below in the Detailed Description. This
Summary is not intended to identify key features or essential features of the claimed
subject matter, nor is it intended to be used to limit the scope of the claimed subject

matter.

BRIEF DESCRIPTION OF THE DRAWINGS
[0009] Fig. 1 shows an overview of an environment for modifying program features
on a per-user basis based on feedback information provided by the users.
[0010] Fig. 2 shows an example of a user feedback profile maintained by the
environment of Fig. 1 for a particular hypothetical user.
[0011] Fig. 3 shows one illustrative flow of operations that are performed in the
environment of Fig. 1.
[0012] Figs. 4 and 5 show a series of user interface presentations that may be
presented by the environment of Fig. 1.
[0013] Fig. 6 shows one implementation of a modification determination component,
which is a part of the environment of Fig. 1.
[0014] Fig. 7 shows an example of one type of rule that can be applied by a rules-
based implementation of the modification determination component of Fig. 6.
[0015] Fig. 8 shows a computing system which provides a shared forum pertaining to
program features.
[0016] Fig. 9 shows two other rules that can be applied by a rules-based
implementation of the modification determination component of Fig. 6. These rules
leverage information maintained by the computing system of Fig. 8.
[0017] Fig. 10 shows an implementation of the modification determination component
of Fig. 6 that uses a machine-learned model.
[0018] Fig. 11 shows another implementation of the modification determination
component of Fig. 6. This implementation determines a modification to be made to a

program feature in two or more stages of analysis.
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[0019] Fig. 12 shows one implementation of a modification component, which is
another part of the environment of Fig. 1.

[0020] Fig. 13 shows a process that represents one manner of operation of the
environment of Fig. 1, from the standpoint of a feature modification system (FMS).

[0021] Fig. 14 shows a process that represents one manner of operation of the
environment of Fig. 1, from the standpoint of a user computing device.

[0022] Fig. 15 shows illustrative computing functionality that can be used to
implement any aspect of the features shown in the foregoing drawings.

[0023] The same numbers are used throughout the disclosure and figures to reference
like components and features. Series 100 numbers refer to features originally found in
Fig. 1, series 200 numbers refer to features originally found in Fig. 2, series 300 numbers

refer to features originally found in Fig. 3, and so on.

DETAILED DESCRIPTION

[0024] This disclosure is organized as follows. Section A describes a computer-
implemented system for customizing program features on a per-user basis based on
feedback information provided by the users. Section B sets forth illustrative methods
which explain the operation of the system of Section A. And Section C describes
illustrative computing functionality that can be used to implement any aspect of the
features described in Sections A and B.

[0025] As a preliminary matter, some of the figures describe concepts in the context of
one or more structural components, also referred to as functionality, modules, features,
elements, etc. The various components shown in the figures can be implemented, for
instance, by software running on computer equipment, hardware (e.g., chip-implemented
logic functionality), etc., or any combination thereof. In one case, the illustrated
separation of various components in the figures into distinct units may reflect the use of
corresponding distinct physical and tangible components in an actual implementation.
Alternatively, or in addition, any single component illustrated in the figures may be
implemented by plural actual physical components. Alternatively, or in addition, the
depiction of any two or more separate components in the figures may reflect different
functions performed by a single actual physical component. Section C provides additional
details regarding one illustrative physical implementation of the functions shown in the

figures.
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[0026] Other figures describe the concepts in flowchart form. In this form, certain
operations are described as constituting distinct blocks performed in a certain order. Such
implementations are illustrative and non-limiting. Certain blocks described herein can be
grouped together and performed in a single operation, certain blocks can be broken apart
into plural component blocks, and certain blocks can be performed in an order that differs
from that which is illustrated herein (including a parallel manner of performing the
blocks). The blocks shown in the flowcharts can be implemented, for instance, by
software running on computer equipment, hardware (e.g., chip-implemented logic
functionality), etc., or any combination thereof.

[0027] As to terminology, the phrase “configured to” encompasses various ways that
physical and tangible functionality can be constructed to perform an identified operation.
The functionality can be configured to perform an operation using, for instance, software
running on computer equipment, hardware (e.g., chip-implemented logic functionality),
etc., or any combination thereof.

[0028] The term “logic” encompasses various physical and tangible functionality for
performing a task. For instance, each operation illustrated in the flowcharts corresponds to
a logic component for performing that operation. An operation can be performed using,
for instance, software running on computer equipment, hardware (e.g., chip-implemented
logic functionality), etc., or any combination thereof. When implemented by computing
equipment, a logic component represents an electrical component that is a physical part of
the computing system, in whatever manner implemented.

[0029] Any of the storage resources described herein, or any combination of the
storage resources, may be regarded as a computer-readable medium. In many cases, a
computer-readable medium represents some form of physical and tangible entity. The
term computer-readable medium also encompasses propagated signals, e.g., transmitted or
received via a physical conduit and/or air or other wireless medium, etc. However, the
specific terms “computer-readable storage medium” and “computer-readable storage
medium device” expressly exclude propagated signals per se, while including all other
forms of computer-readable media.

[0030] The following explanation may identify one or more features as “optional.”
This type of statement is not to be interpreted as an exhaustive indication of features that
may be considered optional; that is, other features can be considered as optional, although
not explicitly identified in the text. Further, any description of a single entity is not

intended to preclude the use of plural such entities; similarly, a description of plural
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entities is not intended to preclude the use of a single entity. Further, while the description
may explain certain features as alternative ways of carrying out identified functions or
implementing identified mechanisms, the features can also be combined together in any
combination. Finally, the terms “exemplary” or “illustrative” refer to one implementation
among potentially many implementations.

A. Tllustrative System

A.1. Overview
[0031] Fig. 1 shows an environment 102 for customizing program features on a per-
user basis based on feedback information provided by the respective users.  To simplify
the explanation, Fig. 1 only shows a single user who interacts with the program features.
But the environment 102 may include any number of users.
[0032] A program feature corresponds to some aspect of the operation of a program
component. A program component, in turn, corresponds to any computer-implemented
mechanism that performs one or more functions. For example, one type of program
component corresponds to an Email application that is dedicated to creating, sending,
receiving, and organizing electronic mail messages (Email). One program feature of the
Email application corresponds to its sign-out experience. The sign-out experience
corresponds to the experience that is provided to the user when he or she signs out of the
Email application.
[0033] In some cases, a program component may correspond to a software program
that performs one or more functions. The software program corresponds to a collection of
machine-readable instructions stored in a machine-readable storage medium. A
computing device performs one or more functions associated with the software program
when a hardware processor executes the machine-readable instructions. In other cases, the
program component corresponds to one or more functions implemented by hardware
logic, such as one or more Field-Programmable Gate Array (FPGA) devices, and so on. In
still other cases, the program component corresponds to some combination of machine-
readable instructions and discrete hardware logic.
[0034] In some cases, a program feature corresponds to a feature that is unique to a
particular program component. For example, a program feature may provide a particular
file-picking experience that is found in only one kind of program component. In other
cases, a program feature corresponds to a feature that is found in two or more program
components. For example, a program feature may provide a sign-out experience that is

found in a family of program components that is produced by a software developer. The
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program components in the family may perform different respective functions.
Alternatively, or in addition, the family of program components may include different
versions of the same program functionality. For example, one version may correspond to
a client-side program component that is designed to run on a first kind of operating
system, while another version may correspond to a client-side program component that is
designed to operate on an operating system of another type.

[0035] The representative user shown in Fig. 1 may interact with program components
via one or more user computing devices 104. For instance, Fig. 1 shows that the user may
interact with a client-side program component 106 which is locally provided by a user
computing device 108. For instance, the client-side program component 106 may
correspond to a local application which the user has downloaded from an online
marketplace.  Generally, the user computing devices 104 may correspond to any
computing mechanisms, such as, without limitation, any of: a desktop personal computing
device; a laptop computing device; a set-top box device, a game console device; a tablet-
type computing device; a smartphone or other type of wireless telephone; a wearable
computing device, and so on.

[0036] In addition, the user, via the user computing device 108, may interact with
program components provided by one or more remote computing systems 110. For
instance, Fig. 1 shows that the user may interact with a server-side program component
112 which is remotely provided by a computing system 114. For instance, the program
component 112 may correspond to a remote service (e.g., a cloud computing service), a
web application, etc. The computing system 114 may be implemented by one or more
server computing devices, in optional conjunction with other computing equipment (e.g.,
load balancers, routers, etc.).

[0037] In still other cases, the user may interact, via the user computing device 108,
with a program component that is implemented in a distributed fashion. For example, the
user may interact with a program component that is implemented in distributed fashion by
the user computing device 108 and the computing system 114. Yet other implementations
of program components are possible.

[0038] One or more computer networks 116 (referred to, for convenience, in the
singular below) couple all of the separate devices in the environment 102 together. The
computer network 116 can include a wide area network (e.g., the Internet), a local area
network, one or more point-to-point communication links, and so on, or any combination

thereof.
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[0039] A feature modification system (FMS) 118 represents a central engine which
receives and analyzes the user’s feedback, and which makes changes to at least one
program feature based on the user’s feedback. In one implementation, the FMS 118 is
implemented by one or more server computing devices (and other computing equipment,
such as load balancers, routers, etc.). In other cases, the environment 102 may distribute
the functions of the FMS 118 over two or more components in the environment 102. For
example, one or more functions of the FMS 118 can be performed in local fashion by each
user computing device.

[0040] The FMS 118 includes a set of components that perform different respective
tasks. To begin with, an information collection component 120 collects user-related
information that pertains to the user’s interaction with different program components. In
some cases, the information collection component 120 can use a push technique to receive
the user-related information. In this technique, the agent which provides the user-related
information forwards that information without being requested to do so by the information
collection component 120. In other cases, the information collection component 120 can
use a pull technique to receive the user-related information. In that technique, the agent
which provides the user-related information provides the information upon the instruction
of the information collection component 120. As clarified in Section C, the environment
102 allows users to choose when to participate in the data collection provisions of the
FMS 118, and then when to cease participating in the data collection provisions. The FMS
118 also maintains appropriate safeguards to protect any user-related information that it
collects, such as encryption mechanisms, etc.

[0041] The user-related information may include user data, feedback information,
telemetry information, and so on. The user data may describe characteristics of each user
who interacts with the program components. For instance, the user data may describe the
demographic characteristics of each user. In one case, the information collection
component 120 can receive the user data via one or more pre-existing accounts associated
with the user. One or more data stores provided anywhere in the environment 102 provide
the pre-existing user accounts. In another case, the user may explicitly provide the user
data to the information collection component 120, e.g., in a setup procedure or the like.
[0042] The feedback information expresses a user’s assessment of a program feature.
In some cases, the user may provide the feedback information by making one or more
linguistic comments that express the user’s opinion of the program feature. Often, the

comments constitute complaints, although they may sometimes include praise. For
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example, consider a user who is unhappy with an Email application because it provides a
review pane which reveals a text-bearing snippet of each Email message that has been
received. The user may be upset with this program feature because the user believes that it
compromises his or her privacy, e.g., based on the concern that passersby in his or her
work environment can see the review pane and the messages presented therein. The user
may therefore register a linguistic complaint such as, “I hate this Email reveal feature
because it compromises my privacy.”

[0043] The user may express a linguistic-based complaint in any form using any input
device of combination of input devices. For example, the user can generate a text-based
complaint by using any input device(s) to type it into a free-form text input box provided
by a user interface presentation. In addition, or alternatively, the user may create a text-
based complaint by using any input device(s) to select a complaint from a menu of pre-
generated complaints and/or by interacting with any other graphical control feature (e.g.,
radio buttons, slider bars, etc.). In addition, or alternatively, the user may create a
linguistic complaint by speaking it. A voice recognition component can detect the user’s
vocalized complaint and convert it to text using known speech recognition technology.
[0044] In yet other cases, the user may provide feedback information in some form
other than words or symbols. For example, the user may perform a gesture that is
associated with exasperation. In addition, the user may make a facial expression or eye
movement that is associated with displeasure, confusion, etc. A video camera and
associated video recognition technology can detect these events. For example, the video
recognition technology can compare the user’s facial expression to one or more patterns
associated with displeasure to determine if the user is expressing a complaint while
interacting with a program component.

[0045] In other cases, the environment 102 may include various physiological capture
devices to detect conditions that may indirectly have a bearing on user’s state of mind. The
physiological capture devices include haptic input devices (e.g., which capture electro-
dermal input signals), breathing rate detection devices, blood pressure monitoring devices,
heart rate monitoring devices, brain activity monitoring devices (e.g., an
electroencephalogram), and so on.

[0046] The above examples of feedback information are cited by way of illustration,
not limitation; other implementations of the information collection component 120 can
collect and store other instances of feedback information. To facilitate explanation, the

remainder of this disclosure will emphasize the case in which the user’s feedback
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information constitutes a linguistic (e.g., a text-based) complaint. Again, however, the
user can express his or her complaint in many different forms.

[0047] Fig. 1 shows that the information collection component 120 receives feedback
information from one or more feedback-providing points (FPPs), e.g., on a push basis, pull
basis, or combination thereof. As the terms are used herein, a feedback-providing point
(FPP) refers to a particular source of feedback information, while a feedback-providing
component (FPC) corresponds to the functional agent which collects the feedback
information from the FFP. In some cases, a feedback-providing component may be
located at the same site as the FFP with which it interacts; in other cases, a feedback-
providing component may be located at a different site from the FFP with which it
interacts.

[0048] Feedback-providing components can be implemented in different ways and can
operate in different ways. For instance, Fig. 1 shows that the client-side program
component 106 incorporates a feedback-providing component 122 that collects
information from the client-side program component 106, which constitutes a FFP. In one
implementation, the feedback-providing component 122 may correspond to a part of the
program component 106 itself. That is, this feedback-providing component 122 can
correspond to a body of machine-readable instructions associated with the program
component 106 that, when executed, performs a complaint-collection function.

[0049] In one manner of operation, a user may activate the feedback-providing
component 122 in the course of interacting with the program component 106, assuming
that the feed-providing component 122 is not already activated. For instance, the user may
activate the feedback-providing component 122 when he or she encounters a program
feature with which he or she is dissatisfied. The user may activate the feedback-
component 122 through any activation mechanism, e.g., by clicking on a command feature
provided by a user interface presentation, speaking an activation command, and so on.
Once the feedback-providing component 122 is activated, the user may then supply his or
her feedback information through whatever interface mechanism is provided by the
feedback-providing component 122 (e.g., via a free-form text input box or the like). The
feedback-providing component 122 can then forward the user’s feedback information to
the information collection component 120.

[0050] Similarly, Fig. 1 shows that the server-side program component 112
incorporates a feedback-providing component 124. That feedback-providing component

124 may represent a part of the server-side program component 112, and may operate in a
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manner that is similar to the client-side feedback-providing component 122 described
above.

[0051] Fig. 1 also shows other feedback-providing components 126 that are not
directly integrated with any program component. For example, a feedback-providing
component 128 may constitute a computer-implemented survey service or comment
service. In one manner of operation, the survey service detects (based on telemetry
information) when the user is interacting with a particular program component. Or the
survey service may operate in a more fine-grained manner by detecting (based on
telemetry information) when the user is interacting with a particular program feature
associated with a program component. In response to this detection, the survey service
can invite the user to respond to a product satisfaction survey or the like. Or the survey
service can issue an open-ended invitation to the user to comment on a particular product
feature or a product component as a whole. The survey service may collect the user’s
response to the survey and forward it to the information collection component 120.

[0052] In another case, a feedback-providing point can correspond to a computing
system which hosts any shared forum in which users air grievances (and praise) with
respect to one or more program features associated with one or more program
components. For instance, the shared forum may take the form of a blog, social network
service, product review site, product manufacture site, etc. In operation, the user may
independently access such a site to make a comment regarding a computing program
under consideration. For example, the user may visit a computing system which hosts a
blog pertaining to an Email application. The user may then enter a comment that
expresses his or her frustration with a particular feature of this program component. Or
the user may contribute to a preexisting comment that already expresses some complaint
with a program feature. More specifically, the user may contribute to a preexisting
comment by providing his or her own text-based comment that is directed to the
preexisting comment. In addition, or alternatively, the user may vote on another user’s
preexisting comment, indicating whether the user agrees or disagrees with that comment.
[0053] A feedback-providing component can interact with the above-described shared
forum to extract any or all such comments logged there. In some implementations, the
feedback-providing component may correspond to an agent associated with the shared
forum itself. In that case, the feedback-providing component can forward the feedback
information to the information collection component 120. In other cases, the feedback-

providing component may be associated with the information collection component 120 or

10
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some other external agent (with respect to the shared forum). In that case, the feedback-
providing component can interact with the shared forum through any access mechanism,
such as an Application Programming Interface (API) provided by the shared forum for this
purpose.

[0054] The above explanation has set forth examples of feedback-providing points and
associated feedback-providing components in the spirit of illustration, not limitation.
Other implementations can incorporate additional mechanisms for collecting feedback
information and forwarding it to the information collection component 120.

[0055] The telemetry information describes any characteristic of the environment
which impacts the user’s ability to interact with a program component under
consideration. For example, the telemetry information may describe the ways in which
each user is able to interact with a program component. For instance, consider the case in
which the program component under consideration is an Email application. The telemetry
information may identify the versions of the Email application with which the user
interacts (e.g., a locally stored version, a web application version, etc.). In addition, or
alternatively, the telemetry information may describe the program features that are
available to the user. For example, the user may interact with the Email application via a
subscription of a certain type; that subscription may grant the user access to certain
program features, but not others. In addition, or alternatively, the telemetry information
may describe the manner in which the Email application has been configured by the user.
[0056] In addition, or alternatively, the telemetry information may describe the
devices that the user uses to interact with a program component under consideration. For
instance, the telemetry information may indicate that the user interacts with an Email
application using a particular type of device (e.g., a tablet-type computing device), and
that device uses a particular kind of operating system. In addition, or alternatively, the
telemetry information may describe factors in the environment 102 which affect the user’s
ability to interact with a program component under consideration. For example, the
telemetry information may describe the type of connection that the user is using to interact
with the Internet.

[0057] In addition, or alternatively, the telemetry information can provide
performance-related information pertaining to the environment 102 or some part(s)
thereof. For example, the telemetry information may indicate whether the computer
network 116 (or some part thereof) is currently experiencing congestion or some other

degradation in performance that will likely affect the user’s interaction with a program
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component under consideration. Alternatively, or in addition, the telemetry information
may describe the performance of the program component under consideration. For
example, the telemetry information may indicate whether the above-described Email
application is malfunctioning, and how it is malfunctioning.

[0058] In addition, or alternatively, the telemetry information can describe the manner
in which the user typically interacts with the program component under consideration. For
example, the telemetry information can describe the frequencies at which the user interacts
with certain program features of the program component. In addition, or alternatively, the
telemetry information can describe the sequences of operations that the user typically
performs when engaging the program component, and so on.

[0059] The above examples of telemetry information are cited by way of illustration,
not limitation; other implementations can collect and store other instances of telemetry
information.

[0060] Although not shown in Fig. 1, the environment 102 can provide the telemetry
information through any telemetry-providing components (TPCs), associated with
respective telemetry-providing points (TPPs). For example, the information collection
component 120 can collect telemetry information by actively polling user computing
devices and program components associated with the user, accounts maintained by the
user, and so on. Through this mechanism, the information collection component 120 can
determine the devices associated with the user, the program components and service
options available to the user, the program configurations set by the user, and so on. The
information collection component 120 can also actively poll other components in the
environment 102, such as routers, etc. Through this mechanism, the information
collection component 120 can determine the presence of network congestion, etc. In
addition, or alternatively, any telemetry-providing components can independently forward
telemetry information to the information collection component 120.

[0061] The information collection component 120 stores all of the user-related
information that it collects for a user in a data store 130. More specifically, the
information collection component 120 can store the user-related information for a
particular person in a user feedback profile associated with that person. Collectively, the
data store 130 provides a plurality user feedback profiles 132 associated with a plurality of
respective users. Each user feedback profile corresponds to a data structure that captures a

complete snapshot of the user’s relationship to one or more program components and the
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program features associated therewith, including the user’s assessment of those program
features.

[0062] Jumping ahead in the sequence of figures, Fig. 2 show a user feedback profile
202 associated with a hypothetical user, John B. Smith. The user feedback profile 202
stores user-related information pertaining to this user’s engagement with difterent program
components. For each such component, the user feedback profile 202 can provide
feedback information and telemetry information (and/or any other type of information that
has been collected). The user feedback profile 202 can also provide user data that
describes one or more characteristics pertaining to the user himself.

[0063] More specifically, in some cases, an instance of feedback information and/or
telemetry information pertains to only a single program component. In that case, the
information collection component 120 can store that information in a section of the user
feedback profile that is associated with the particular program component. In other cases,
the feedback information and/or telemetry information pertains to two or more program
components. In that case, the information collection component 120 can store the
information in those sections of the user feedback profile to which it pertains.

[0064] Returning to Fig. 1, the FMS 118 includes a modification determination
component 134 for determining a modification to be made to a program feature for a user
under consideration, such as the hypothetical John B. Smith of Fig. 2. The explanation
below will set forth different ways in which the modification determination component
134 can determine the modification to be made. By way of introduction, in one
implementation, the modification determination component 134 can determine at least one
rule to be applied based on at least keyword information that appears in the user feedback
profile associated with the user. The modification determination component 134 can also
make its decision based on other information that has been collected, such as telemetry
information. Each rule specifies a program modification to be made upon its invocation.
In another implementation, the modification determination component 134 uses a
machine-trained model to map the linguistic (and/or telemetry information) in the user
feedback profile to an indication of a modification to be made. Generally, a data store 136
may provide rules and/or model parameters that enable the modification determination
component 134 to perform the above operations.

[0065] A modification component 138 executes whatever modification(s) have been
selected by the modification determination component 134. More specifically, the

modification component 138 performs at least two functions. First, the modification
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component 138 deploys the modification that has been selected by the modification
determination component 134, for a particular user. Second, the modification component
138 notifies the user that the modification has been made. However, in other
implementation, the modification component 138 can notify the user of the modification
before it is actually made.

[0066] The modification component 138 can make a modification in different ways.
In one case, the modification component 138 changes one or more parameter values that
control the operation of a program component under consideration. For example, the
parameter value(s) may have the effect of turning certain already-existing program
features on or off. The modification component 138 can change these parameter values
wherever they happen to be stored. For example, in some cases, a central store provides
parameter values for each user, with respect to each program component with which the
user interacts. The modification component 138 can then change the appropriate values
within that central store. Alternatively, or in addition, a local data store may maintain the
parameter values that control its operation with respect to a particular user, and with
respect to a particular program component. Here, the modification component 138 can
change the appropriate values provided in that local store.

[0067] In yet other cases, the modification component 138 can send code updates to
the program component (wherever it happens to be implemented). In some cases, a code
update may change the operation of a preexisting program feature. In other cases, a code
update may introduce a new program feature that did not previously exist in the program
component.

[0068] A data store 140 stores program components, setting values, etc. which enables
the modification component 138 to operate in the manner described above. For example,
to execute a modification that involves adding a new program feature, the modification
component 138 may retrieve associated program code and/or setting values in the data
store 140 that implement (or at least turn on) the new program feature.

[0069] Fig. 1 also shows that one or more contributors 142 may interact with the FMS
118 to govern its operation. For example, an application developer, program manager,
security engineer, etc. may add one or more new rules and/or models to the data store 136.
The rules and models may affect the behavior of the modification determination
component 134. Further, an application developer, program manager, security engineer,
etc. may add program code, setting values, etc. to the data store 140. The program code

and setting values affect the behavior of the modification component 138.
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[0070] A post-modification feedback component 144 invites the user to enter his or
her assessment of a modification that has been made to a program feature. The
information collection component 120 may then receive new feedback information, which
reflects the user’s response to the post-modification feedback component’s inquiry. The
post-modification feedback component 144 can then take appropriate action based on the
user’s response. For example, if the user complains about the change (e.g., by giving it
low score value), then the post-modification feedback component 144 can instruct the
modification component 138 to remove the modification that has been made. This
removal may constitute turning on or off a program feature (e.g.,, by changing an
appropriate setting value), and/or sending new code to the affected program component.
[0071] Finally, one or more marketing-related components 146 (referred to in the
singular below) can leverage the operation of the FMS 118 in various ways. For example,
the marketing-related component 146 can detect the user’s complaint, as well as the
modification determination component’s analysis of that complaint. In response, the
marketing-related component 146 can invite the user to upgrade a program component
under consideration to overcome whatever negative issue the user is experiencing. Doing
so will improve the experience of the user and increase the revenue of whatever entity
administers the FMS 118. In other words, the marketing-related component 146 can
leverage the user’s feedback information as an upsell opportunity.

[0072] Another marketing-related component 146 can detect the user’s assessment of
a modification that has been made by the modification component 138. If the user’s level
of satisfaction is considered high (based on some environment-specific threshold value),
then the marketing-related program 146 can invite the user to post his or her comment to
some shared forum, such as a social network site, a blog, a marketplace site, and so on.
By virtue of this provision, the marketing-related component 146 can propagate the
positive feedback of satisfied users, and, in so doing, potentially increase the sales of the
program component under consideration.

[0073] Advancing to Fig. 3, this figure shows one flow of operations that may be
performed by the environment 102 of Fig. 1. This flow is described by way of example,
not limitation. Other implementations can vary the described flow in one or more
respects.

[0074] In operation (1), a user provides feedback information in any manner. For
example, the user may type a text-based complaint into an input box provided by a user

interface presentation in the course of interacting with a particular program feature. In
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operation (2), a feedback-providing component sends the user’s feedback information to
the information collection component 120 of the FMS 118. In operation (3), the
information collection component 120 stores the feedback information in the data store
130, in a user feedback profile associated with the user. Fig. 3 does not describe the
collection of telemetry information; however, the information collection component 120
can provide telemetry information to the FMS 118 in a similar manner to that described
above.

[0075] In operation (4), the modification determination component 134 determines
one or more modifications to be made based on the user feedback information (in optional
conjunction with telemetry information). In operation (5), the modification component
138 makes the indicated modification(s). In operation (6), the modification component
138 notifies the user of the modification(s) that have been made. In other
implementations, operation (6) may precede operation (5), or occur at the same time as
operation (5).

[0076] In operation (7), the post-modification feedback component 144 invites the
user to provide his or her assessment of the modification(s) that have been made. In
operation (8), the user enters post-modification feedback information. In operation (9), a
feedback-providing component sends the feedback information to the information
collection component 120. In operation (10), the post-modification feedback component
144, in conjunction with the modification component 138, may optionally remove or
change a program modification with which the user has expressed displeasure.

[0077] Figs. 4 and 5 show a series of user interface presentations (or more generally,
user interface mechanisms) that the environment 102 can present to a user in the course of
the above-described operational flow. Assume, in this case, that the program component
under consideration is an Email application, either implemented as a client application
provided by the user computing device 108, or as a web application by the computing
system 114 (with which the user interacts via a browser program that runs on the user
computing device 108), etc., or some combination thereof. Regardless of where (and how)
the code of the Email application runs, the user computing device 108 can be said to
provide instances of logic for producing each of the features of the user interface
mechanisms shown in Figs. 4 and 5.

[0078] In a first user interface presentation 402 of Fig. 4, the Email application
displays a portal 404 through which the user may create new Email messages, receive

Email messages, organize Email messages, and so on. A comment service, once
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activated, displays a comment panel 406 which integrates with the user interface
presentation 402. In one implementation, the comment service may correspond to a
feedback-providing component that is an integral part of the Email application. In another
implementation, the comment service may correspond to a feedback-providing component
that is separate from the Email application. In the latter case, the comment service can
detect the manner in which the user is interacting with the Email application, and then
provide appropriate user interface features which integrate with the user interface
presentation 402.

[0079] In the particular scenario of Fig. 4, the user specifies a comment through the
comment panel 406 that reads, “I don’t like being redirected to MSN when I sign out of
Mail App. It is irritating because that is not where I want to go.” In other words, the user
is unhappy with the sign-out experience provided by the Email application. The Email
application launches the user into a certain site (MSN) upon signing out of the Email
application, but the user would prefer that the Email application would direct him or her to
another site.

[0080] The information collection component 120 receives the user’s complaint
through any feedback channel described above. The modification determination
component 134 analyzes the complaint, in optional conjunction with the telemetry
information, to determine that a modification is warranted to the program feature which
controls the sign-out experience. More specifically, the modification determination
component 134 decides that it is appropriate to change the sign-out behavior of the Email
application so that that the user is directed to his or her homepage, rather than the MSN
site. The modification determination component 134 has knowledge of the user’s
homepage based on the telemetry information that has been collected.

[0081] Other telemetry information may indicate the version of the Email application
with which the user is currently interacting, and whether the user interacts with the Email
application through any other versions. The telemetry information can also indicate the
device(s) and operating system(s) through which the user interacts with the Email
application.

[0082] With respect to the bottom half of Fig. 4, now assume that the Email
application provides a user interface presentation 408 to the user at some time after the
above-described modification has been made. Further assume that, at this particular
juncture, the user is in the process of signing out from the Email application. More

specifically, the user has activated a control panel 410 and activated a sign-out option

17



10

15

20

25

30

WO 2017/066030 PCT/US2016/055237

within that control panel 410. In response, the modification component 138 sends a
notification message 412 to the user which notifies the user of the modification that has
been made to the sign-out feature. In this case, the modification component 138 provides
the notification message 412 via pop-up notification panel or the like. But the
modification component 138 can use any other technique to provide the notification
message 412, such as by sending an audio message, etc.

[0083] The notification message 412 reads, “On Friday the 23 you provided the
following feedback (your comment). We heard your opinion and have customized the
experience just for you. When you sign out, you will be directed to the main Search page
(find out why).” There are several aspects to note about this notification message 412.
First, the modification component 138 presents the notification message 412 at the time at
which the user engages the program feature that has been changed (namely, the sign-out
feature of the Email application). The modification component 138 may also present the
notification message 412 in spatial proximity to the program feature that has been
changed, such as by presenting the notification message 412 near the control panel 410.
In other words, the modification component 138 displays the notification message 412 at
an appropriate temporal and spatial context. By doing so, the modification component 138
can help the user understand the change that has been made. Further, by presenting the
notification message 412 in a context-sensitive manner, the modification component 138
reduces the risk that the user will be bombarded with many notification messages at the
same time. Indeed, in those cases in which a user never interacts with a program feature
that has been modified, the modification component 138 may potentially never need to
alert the user that the program feature has been changed.

[0084] Second, the modification component 138 reveals information in the notification
message 412 that allows the user to understand why the modification was made. For
example, the notification message 412 provides a link to the user’s complaint (or
complaints) that initiated the modification. Further, the notification message 412 provides
an explanation of why the user’s homepage was chosen as a redirection site.

[0085] Fig. 5 shows a user interface presentation 502 that the user computing device
108 displays when the user finally signs out of the Email application. As indicated in the
notification message 412 (of Fig. 4), the Email application has launched the user into the
user’s homepage, which, here, happens to be the introductory page of a search-related
program. At this juncture, the post-modification feedback component 144 can present a

message 504 that invites the user to evaluate how pleased or displeased the user is with the
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modification that has been made. In this case, the message 504 asks the user to rank the
desirability of the change on a scale from 1 to 10. However, the post-modification
feedback component 144 can solicit the user’s feedback in any way. For example,
alternatively, or in addition, the post-modification feedback component 144 can provide
another message 506 which invites the user to enter his or her evaluation in the form of
free-form text.

[0086] In another implementation, the post-modification feedback component 144 can
invite the user to enter feedback information at the same time that it notifies the user of the
change that has been made. For example, the post-modification feedback component 144
can present the message 504 shown in Fig. 5 beneath the notification message 412 shown
in Fig. 4 (or anywhere else within that user interface presentation 408).

[0087] Assume that the user is satisfied with the change that has been made, and
therefore provides relatively favorable feedback information (e.g., by ranking the change
as “9” out of “10.”). The marketing-related component 146 may detect this event. In
response, in user interface presentation 508, the marketing-related component 146 can
provide a message 510 which asks the user whether he or she wishes to post a positive
comment to some shared forum. For example, the marketing-related component 146 can
ask the user to post his or her commentary to a marketplace site which sells the Email
application that has been modified. In another implementation, the marketing-related
component 146 can optionally offer the user a reward for posting the commentary, such as
a discount on an upgrade to the Email application.

[0088] In conclusion to Subsection A.l1, the environment 102 offers one or more
advantages. For example, the environment 102 can modify program components on a per-
user basis. Each modification is customized for each respective user because it is based on
feedback information provided by that user. This provision improves overall user
satisfaction with a program component (e.g., an Email application) because each
instantiation of the program component is configured to suit the needs and preferences of
an individual user who interacts with it.

[0089] In addition, the environment 102 can produce the program modifications in an
automated manner or at least a partially automated manner. As such, the environment 102
can eliminate or reduce the use of human personnel, including individuals who might
otherwise be employed to collect feedback information, analyze feedback information,
develop modifications that address the feedback information, and so on. By eliminating

(or reducing) the human involvement, the environment 102 can expedite the release of
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modifications, increase the frequency at which modifications can be made, increase the
accuracy and reliability of the modifications, and reduce the financial expenditure that is
required to produce these modifications. The above potential advantages are cited by way
of example, not limitation; other implementations may confer other benefits.

A.2. The Modification Determination Component
[0090] Fig. 6 shows one implementation of the modification determination component
134. As set forth above, the modification determination component 134 determines what
modifications are to be made to at least one program component under consideration on a
per-user basis, based on the user feedback profile associated with each user.
[0091] In one implementation, the modification determination component 134
includes a comment interpretation component 602 for interpreting at least one comment
made by a particular user. The comment interpretation component 602 can perform
analysis with respect to plural users in serial fashion, parallel fashion, or some
combination thereof.
[0092] The comment interpretation component 602 receives user-related information
pertaining to a user’s interaction with at least one program component, as expressed in that
user’s user feedback profile. The user-related information for a particular user can include
linguistic feedback information (e.g., free-form text-based feedback information), other
feedback information (e.g., gesture-based feedback information, facial expression
feedback information, etc.), telemetry information, and so on. Based on the collected
user-related information, the comment interpretation component 602 determines one or
more modifications to be made to at least one program feature, for that particular user and
for at least one program component. In making this decision, the comment interpretation
component 602 relies on a set of rules and/or model parameter values provided in the data
store 136. The comment interpretation component 606 can perform its analysis in
different ways, examples of which are provided below.
[0093] The comment interpretation component 602 stores its results in a data store
604. The results may constitute a set of entries that summarize the modifications to be
made. Each entry, in turn, may identify the user associated with the modification to be
made, together with the modification to be made. The modification to be made may be
directed to a particular program feature associated with a particular program component.
For example, one such modification may be directed to a sign-out feature of an Email
program. Or the modification to be made may correspond to a program feature that is a

common feature to two or more program components.
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[0094] An optional grouping component 606 can sort the modifications to be made (as
indicated in the data store 604) into different groups. Each group corresponds to a single
modification to be made; its membership includes all those users who will be the
recipients of that same modification. For example, the grouping component 606 can
establish a group that identifies all of the users who will receive the same change to the
sign-out behavior of an Email application. These users will receive the same modification
because they have previously provided feedback information that expressed the same
general complaint about this program feature. The grouping component 606 stores the
identified groups in a data store 608.

[0095] Fig. 7 shows an example of one manner of operation of the comment
interpretation component 602 of Fig. 6. In this case, assume that the data store 136
provides a set of rules. Each rule is associated with one or more sets of keywords, in
optional conjunction with one or more other specified matching conditions. Each rule is
also associated with a particular modification to be made to a program feature, upon
determining that the rule is to be invoked. The comment interpretation component 602
operates by matching the user feedback profile (or parts thereof) against each rule to
determine zero, one, or more rules that match the user feedback profile. The comment
interpretation component 602 then stores an indication of the modification(s) to be made,
as identified by the matching rule(s).

[0096] For example, assume that the user feedback profile under consideration
contains a single text-based comment 702 that reads, “I don’t like being redirected to MSN
when I sign out of my Mail App. It is irritating because that is not where I want to go.”
This comment 702 contains clues to the user’s intent. First, the comment 702 contains
words that indicate that it is directed to a certain program component, namely, “Mail

29

App.” Second, the comment 702 contains words that indicate that it is directed to the
sign-out feature of the Mail App (such as the phrase “redirected to MSN when I sign out”).
Third, the comment 702 contains words to indicate that the user is dissatisfied with the
identified program feature (such as the phrases, “I don’t like” and “irritating”).

[0097] The user feedback profile also provides telemetry information 704. The
telemetry information confirms that the user is currently interacting with Mail App. The
telemetry information also clarifies that the user is interacting with the web version of the

Mail App. The telemetry information also indicates that the user’s homepage is a

hypothetical XYZ-Search site, and so on.
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[0098] The comment interpretation component 602 determines that the keywords in
the comment match at least a Rule R1. More specifically, the Rule R1 specifies that it is
to be invoked when any individual comment contains any keyword contained in a first set
of keywords, together with any keyword contained in a second set of keywords. The first
set of keywords is intended to capture the user’s disapproval; for instance, it may contain
keywords such as “don’t like,” “irritating,” etc. The second set of keywords is intended to
capture the particular program feature being complained about; for instance, it may
contain keywords such as “redirected,” “sign out,” etc.

[0099] Rule R1 specifies a modification that entails changing the redirection
experience upon sign-out, so that the user is henceforth directed to his or her homepage.
To carry out this rule, the modification component 138 extracts an indication of the user’s
homepage from the collected telemetry information, if provided.

[00100] Although not shown in Fig. 7, the Rule R1 may have an application scope that
determines how widely it is to be applied. In some cases, the Rule R1 may make a change
to only a specific version of the program component that the user complained about. In
other cases, the Rule R1 may apply to two or more versions of the program component. In
other cases, the Rule R1 may apply across a family of applications that have the same
program feature that is being changed, even though the applications on a whole may
perform different functions, and so on.

[00101] Rule R1 is merely illustrative. More generally, a contributor who is authorized
to create rules can create rules that specify any matching conditions of any variation and
complexity. For example, some rules can operate by considering each comment as a self-
contained focus of inquiry (that is, by not taking into consideration the corpus of user
comments as a whole). Other rules can operate by analyzing the linguistic content of two
or more comments. For example, other rules can consider a corpus of the user’s
comments as a single linguistic source to be mined for keyword information. The corpus
may be restricted to contain comments directed to the single program component under
consideration, or may provide comments directed to two or more (or all) program
components. In addition, a rule may specify a matching condition based on the frequency
at which certain keywords appear in the corpus of the user’s comments.

[00102] Further, some rules can also specify matching conditions associated with the
telemetry information, in addition to the matching conditions associated with the keyword
information. For example, this kind of rule may indicate that it applies only if the user is

using a particular version of a program component, and/or only if the user has subscribed
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to a particular service, and/or only if the user has configured the program component in a
particular manner, and/or only if the program component is currently exhibiting a
particular type of performance, and so on.

[00103] The above-described rule constraints are described by way of example, not
limitation. Other implementations can adopt rules that specify yet other kinds of matching
conditions.

[00104] Advancing to Fig. 8, this figure shows a computing system 802 that maintains a
shared forum of any nature, such as a blog, a social network site, a marketplace site, etc.
The computing system 802 allows a user to enter comments regarding program
components. The computing system 802 also allows a user to make comments regarding
someone else’s preexisting comment. The feedback blog system also allows a user to vote
on someone else’s preexisting comment. The vote expresses an extent to which the user
agrees with that comment.

[00105] The computing system 802 stores the comments in a data store 804. As shown
there, each initial comment regarding a particular program feature constitutes an anchor
“idea.” Or the computing system 802 may seed the shared forum with an initial set of
anchor ideas, e.g., by presenting category headings associated with different ideas. For
example, one anchor idea may be devoted to expressing complaints regarding the sign-out
experience of an Email application. The data store 804 groups all supplemental comments
and votes pertaining to an idea with the idea itself.

[00106] The computing system 802 constitutes a feedback-providing point. The
information collection component 120 can collects the comments from this FPP on a push
basis, a pull basis, or some combination thereof. In some cases, for example, the
computing system 802 also incorporates a feedback-providing component which actively
forwards comments to the information collection component 120. In other cases, the
information collection component 120 may implement a feedback-providing component
which scrapes the comments from the data store 804.

[00107] Fig. 9 shows two rules that can leverage the type of information provided in the
data store 804 shown in Fig. 8. For instance, assume that the hypothetical Idea No. 34508
pertains to a forum for registering complaints about the sign-out experience associated
with an Email application. Rule R2 specifies that it is to be invoked whenever a user’s
user feedback profile indicates that he or she has expressed a positive vote for Idea No.
34508, or expressed agreement with that idea through some other mechanism. If such a

condition is satisfied, Rule R2 specifies that the Email application should be changed such
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that, upon signing out of the Email application, the user will be directed to his or her
homepage, rather than the MSN site.

[00108] Rule R3 specifies that it is to be invoked whenever one or more comments
made by the user (as expressed in the user’s user feedback profile) match keyword
information associated with other people’s comments associated with a particular idea
(e.g., associated with Idea No. 34508). If such a condition is satisfied, Rule R2 specifies
that the Email application should be changed such that, upon signing out of the Email
application, the user will be directed to his or her homepage, rather than the MSN site. In
other words, the Rule R3 does not internally dictate matching keyword information, as
does Rule R1. Rather, the Rule R3 specifies that it applies when the user’s comments
resemble other people’s comments, where it is pre-established that those other comments
pertain to an unfavorable response to the sign-out behavior of an Email application. The
Rule R3 can specify any environment-specific ranking condition to define what degree of
agreement between the user’s comments and other people’s comments is considered
sufficient to constitute a match.

[00109] Fig. 10 shows another implementation of the comment interpretation
component 602 of Fig. 6. Here, the comment interpretation component 602 corresponds
to a classifier component that uses a machine-trained model 1002. The machine-trained
model 1002 provides a set of iteratively-computed parameter values. The comment
interpretation component 602 operates by using the model 1002 to map the information
provided by a user feedback profile (e.g., feedback information, telemetry information,
etc.) to an indication of an action to be taken. In operation, the comment interpretation
component 602 can first convert the information in the user feedback profile to one or
more input vectors of numeric values, e.g., using a bag-of-words representation. The
comment interpretation component 602 can then use the model 1002 to map the input
vector(s) to an output value (or output vector). That output value (or vector) identifies a
modification to be made to one or more program components.

[00110] A machine-learning component 1004 can produce the model 1002 by operating
on a corpus of training examples in a data store 1006. The machine-learning component
1004 can use any machine-learning technique to produce any corresponding machine-
learned model, such as by applying, without limitation, any of: a regression technique
(such as a logistic regression technique); a support vector machine technique; a nearest
neighbor technique; a decision tree technique; a clustering technique; a neural network

technique (such as a deep-structured neural network technique); a Bayesian network
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technique; and so on. For example, a deep-structured neural network model, produced by
a neural network training technique, maps a representation of a linguistic comment into an
embedding (e.g., an output vector) in a low-dimensional semantic space. The comment
interpretation component 602 can determine a modification to be made based on at least
the embedding.

[00111] The training corpus can include an empirical (historical) data set that can be
used to produce the model 1002. For example, each training example may represent a
pairing of information extracted from a user feedback profile (such as keyword
information extracted from a user feedback profile) with an indication of a modification to
be made on the basis of that extracted information. The training example can also provide
a label that indicates whether the modification is considered appropriate or not
appropriate. For example, a human evaluator can add those labels and/or an automated
tool can produce those labels. For instance, a recipient-user of a modification may provide
rating information that may serve as a label associated with the modification. A pairing
for which the modification is considered appropriate constitutes a positive training
example. A pairing for which the modification is not considered appropriate is considered
a negative example. The machine-learning component 1004 automatically learns the
inherent logic associated with the positive and negative examples in producing the model
1002.

[00112] Fig. 11 shows another implementation of the comment interpretation
component 602 of Fig. 6. In this implementation, the comment interpretation component
602 includes a staged analysis of the user feedback profile, including any number of
stages. Here, there are two stages. In a first stage, a tagging component 1102 can apply
tags to the words in a user’s comment. The tags classify the semantic roles of the
respective words in the comment. For example, the tagging component 1102 can tag
words with the labels <expression of approval/disapproval>, <expression of product
feature>, <expression of undesirable behavior>, etc. The <expression of
approval/disapproval> tag indicates that a word or phrase is likely to express the user’s
approval or disapproval of a program feature. The <expression of product feature> tag
indicates that a word or phrase is describing a particular program feature. The <expression
of undesirable behavior> tag indicates that a word or phrase is describing a particular
behavior being complained about, and so on. An action-selection component 1104 can
then analyze the tagged words and phrases (in objection conjunction with telemetry

information) to determine a modification to be made to one or more program features. In
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other words, the tags provided by the tagging component 1102 constitute additional
feature values which are fed to the action-selection component 1104,
[00113] In one implementation, the tagging component 1102 uses a machine-trained
model 1106 to perform its task. For example, the machine-trained model 1106 may
constitute a Conditional Random Fields (CRF) model or the like. The action-selection
component 1104 can likewise use a machine-trained model. In another implementation,
the tagging component 1102 and/or the action-selection component 1104 can be
implemented as a rules-based system.
[00114] In another multi-stage approach (not shown), an initial intent-determination
component can use a machine-learned model to determine the intent associated with a
user’s comment (or plural comments). A machine-learned tagging component can then
use the intent information as guidance in tagging the individual words and phrases in the
user’s comment (or comments).
[00115]  Other variations can provide different architectures of the modification
determination component 134 as a whole. For example, in another implementation, the
modification determination component 134 can use the grouping component 606 to first
group the users’ comments into different categories prior to the analysis performed by the
comment interpretation component 602. For example, the grouping component 606 can
group all comments (produced by different users) that appear to be directed to the sign-out
experience of an Email application. The comment interpretation component 602 can then
operate on the group of comments as a whole to determine what modification (if any) is
appropriate for that group. The modification component 138 can then apply the identified
modification, as an integrated batch task, to all users that are associated with the identified
group.
[00116] In one implementation, the grouping component 606 can perform grouping
analysis by using a deep-structured neural network to map each comment into an
embedding in a low-dimensional semantic space. Then the grouping component 606 can
form clusters of similar embeddings. Some of these clusters pertain to complaints about
specific respective program features. Other clusters may not necessarily pertain to
complaints.

A.3. The Modification Component
[00117] Fig. 12 shows one implementation of the modification component 138. The
purpose of the modification component 138 is to carry out the modification identified by

the modification determination component 134.
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[00118] More specifically, a deployment component 1202 performs the actual operation
of modifying a program feature of a program component. In the present case, Fig. 12
shows that the deployment component 1202 modifies a program component 1204. The
program component 1204 may represent program code provided at a user computing
device, a remote computing system, etc., or any combination thereof. A program-specific
data store 1206 may store at least some of the code and/or setting values associated with
the program component 1204. Alternatively, or in addition, a central store 1208 may store
at least some of the code and/or setting values associated with the program component
1204. More specifically, the central store 1208 may store code and/or setting values
pertaining to plural program components associated with the user.

[00119] As mentioned in Subsection A.1, the deployment component 1202 can deploy a
modification in different ways. In one approach, the deployment component 1202 can
provide instructions which have the effect of changing one or more setting values in the
data store 1206 and/or the central store 1208. The changed setting values have the effect
of turning one or more program features on or off. In another approach, the deployment
component 1202 can send new program code to the data store 1206 and/or the central store
1208. The new program code has the effect of changing the behavior of an existing
program feature, completely removing an existing program feature, and/or introducing a
new program feature.

[00120] For example, assume, in the example of Fig. 12, that the user who is the target
of the modification has previously expressed a complaint that his “inbox was way too
cluttered.” In response, the modification determination component 134 determines that it
is appropriate to add a new folder to the user’s list of folders. That new folder is named
“clutter.” The deployment component 1202 can add new code to the data store 1206
and/or central store 1208 which generates the desired behavior, when executed. Following
the modification, the user will be confronted with a user interface presentation 1210. That
user interface presentation 1210 includes a new folder 1212, labeled “clutter.”

[00121] The deployment component 1202 can also optionally deploy the same
modification to a group of users. For instance, the comment interpretation component 602
(of Fig. 6) may determine that several people have made the same basic complaint about
the amount of clutter in their inboxes. The comment interpretation component 602 may
also determine that a particular rule is the remedy for that complaint. The grouping

component 606 (of Fig. 6) may then identify the group of users who are to receive the
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indicated program fix. The deployment component 1202 may then deploy this fix for the
designated users at the same time, or otherwise as an integrated batch task.

[00122] A notification component 1214 notifies the user of the modification that has
been made. For example, the notification component 1214 can provide a notification
message 1216 when the user first engages the user interface presentation 1210 in which
the new folder 1212 appears. The notification component 1214 can also fashion the
notification message 1216 so that it: (a) specifies why the modification has been made;
and (b) directs the user’s attention to the feature that has been changed. The notification
component 1214 may optionally construct the notification message 1216 based on
predetermined message templates provided in a data store 1218.

[00123] The notification component 1214 may also rely on one or more notification
presentation rules (e.g., as provided in the data store 1218) in determining: (a) the timing
at which to present a notification message; and/or (b) the method to use in presenting the
notification message. For example, one notification presentation rule can have the effect
of throttling the number of notifications that the notification component 1214 presents
within a prescribed span of time, and/or with respect to other limits. For instance, one
notification presentation rule can instruct the notification component 1214 to present no
more than one notification pertaining to a program component within each user
application session. This notification presentation rule may be advantageous to avoid
bombarding the user with too many notifications within a short span of time.

[00124] In addition, each notification may have a priority value associated therewith,
corresponding to an assessed importance of notifying the user of a modification that has
been made (or will be made). One notification presentation rule may instruct the
notification component 1214 that, if there are two or more pending notifications, it is to
present the notification that has the highest priority value. The notification presentation
rule may furthermore instruct the notification component 1214 to increase an unsent
notification’s priority level value as a function of elapsed time, such that, if it is passed
over in favor of one or more other notifications, its importance will progressively increase;
this characteristic, in turn, makes it more likely that a passed-over notification will
eventually be presented to the user.

[00125] Fig. 12 shows the case in which the notification component 1214 displays the
notification message 1216 in spatial proximity to the program feature that has been added.
This contextual presentation is useful because, as described above, it facilitates the user’s

understanding of the modification that has been made. But in other cases, a notification
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presentation rule may instruct the notification component 1214 to display a notification
when the user first signs into a program component, or signs out of the program
component, and/or at some other juncture.

B. Illustrative Processes
[00126] Figs. 13 and 14 show processes (1302, 1402) that explain one manner of
operation of the environment 102 of Section A in flowchart form. Since the principles
underlying the operation of the environment 102 have already been described in Section
A, certain operations will be addressed in summary fashion in this section. As noted in the
prefatory part of the Detailed Description, each flowchart is expressed as a series of
operations performed in a particular order. But the order of these operations is merely
representative, and can be varied in any manner.
[00127] Fig. 13 describes the operation of the environment 102 from the standpoint of
the feature modification system (FMS) 118. In block 1304, the feature modification
system (FMS) 118 receives user-related information associated with a user from at least
one feedback-providing point. The user-related information includes at least feedback
information that provides an assessment by the user of a program feature. The feedback
information, in turn, includes at least one comment made by the user regarding the
program feature. The user-related information may optionally also include telemetry
information that describes one or more aspects of an operation of the program feature, as
the operation affects the user. In block 1306, the FMS 118 stores the user-related
information in a user feedback profile associated with the user, in a data store.
[00128] In block 1308, the FMS 118 determines a modification to make to the program
feature based on the user feedback profile associated with the user. Block 1308 includes
automatically interpreting the comment(s) made by the user based on a linguistic content
of the comment(s), in optional conjunction with the telemetry information. In block 1310,
the FMS 118 makes the modification to the program feature, to produce a modified
program feature. The modified program feature produces a modified user experience
when the user interacts with the modified program feature.
In block 1312, the FMS 118 optionally notifies the user of the modification to the program
feature. In block 1314, the FMS 118 optionally receives post-modification assessment
information from the user regarding the user’s assessment of the modified program
feature.
[00129] Fig. 14 describes the operation of the environment 102 from the standpoint of
the user computing device 108, with which the user interacts with the FMS 118. In block
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1404, the user computing device 108 (or some other computing device operated by the
user) receives feedback information that has been input by the user using at least one input
device. The feedback information provides an assessment by the user of a program feature
associated with a program component. Further, the assessment is expressed, at least in
part, by at least one linguistic comment made by the user that pertains to the program
feature. In block 1406, the user computing device 108 provides a customized user
experience to the user in a course of interaction, by the user, with the program component.
The customized user experience is produced by modifying the program feature of the
program component, to produce a modified program feature. More specifically, the
modified program feature is produced by automatically interpreting the linguistic
comment(s) made by the user. In block 1408, the user computing device 108 provides a
notification to the user that notifies the user of a modification that has been made to the
program feature to produce the modified program feature.
C. Representative Computing Functionality

[00130] Fig. 15 shows computing functionality 1502 that can be used to implement any
aspect of the environment 102 set forth in the above-described figures. For instance, the
type of computing functionality 1502 shown in Fig. 15 can be used to implement any
aspect of the feature modification system (FMS) 118, any aspect of the user computing
devices 104, any aspect of the computing systems 110, any aspect of the feedback-
providing components, and so on. In all cases, the computing functionality 1502
represents one or more physical and tangible processing mechanisms.

[00131] The computing functionality 1502 can include one or more hardware
processors 1504, such as one or more central processing units (CPUs), and/or one or more
graphical processing units (GPUs), and so on. The computing functionality 1502 can also
include any storage resources (also referred to as computer-readable storage media or
computer-readable storage medium devices) 1506 for storing any kind of information,
such as machine-readable instructions, settings, data, etc. Without limitation, for instance,
the storage resources 1506 may include any of RAM of any type(s), ROM of any type(s),
flash devices, hard disks, optical disks, and so on. More generally, any storage resource
can use any technology for storing information. Further, any storage resource may
provide volatile or non-volatile retention of information. Further, any storage resource
may represent a fixed or removable component of the computing functionality 1502. The
computing functionality 1502 may perform any of the functions described above when the

hardware processor(s) 1504 carry out computer-readable instructions stored in any storage
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resource or combination of storage resources. The computing functionality 1502 also
includes one or more drive mechanisms 1508 for interacting with any storage resource,
such as a hard disk drive mechanism, an optical disk drive mechanism, and so on.

[00132] The computing functionality 1502 also includes an input/output component
1510 for receiving various inputs (via input devices 1512), and for providing various
outputs (via output devices 1514). Illustrative input devices include a keyboard device, a
mouse input device, a touchscreen input device, a digitizing pad, one or more video
cameras, one or more depth cameras, a free space gesture recognition mechanism, one or
more microphones, a voice recognition mechanism, any movement detection mechanisms
(e.g., accelerometers, gyroscopes, etc.), and so on. One particular output mechanism may
include a presentation device 1516 and an associated graphical user interface presentation
(GUI) 1518. The presentation device 1516 may correspond to a physical monitor (e.g., a
charge-coupled display device, a cathode ray tube device, a projection mechanism, etc.).
Other output devices include a printer, a model-generating mechanism, a tactile output
mechanism, an archival mechanism (for storing output information), and so on. The
computing functionality 1502 can also include one or more network interfaces 1520 for
exchanging data with other devices via one or more communication conduits 1522, One
or more communication buses 1524 communicatively couple the above-described
components together.

[00133] The communication conduit(s) 1522 can be implemented in any manner, e.g.,
by a local area computer network, a wide area computer network (e.g., the Internet), point-
to-point connections, etc., or any combination thereof. The communication conduit(s)
1522 can include any combination of hardwired links, wireless links, routers, gateway
functionality, name servers, etc., governed by any protocol or combination of protocols.
[00134] Alternatively, or in addition, any of the functions described in the preceding
sections can be performed, at least in part, by one or more hardware logic components.
For example, without limitation, the computing functionality 1502 (and its hardware
processor) can be implemented using one or more of: Field-Programmable Gate Arrays
(FPGAs); Application-specific Integrated Circuits (ASICs); Application-specific Standard
Products (ASSPs); System-on-a-chip systems (SOCs); Complex Programmable Logic
Devices (CPLDs), etc. In this case, the machine-executable instructions are embodied in
the hardware logic itself.

[00135] The following summary provides a non-exhaustive list of illustrative aspects of

the technology set forth herein.
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[00136] According to a first aspect, a method is described, performed by one or more
computing devices, for providing a customized experience to at least one user. The
method includes receiving, by an information collection component, feedback information
associated with a user from at least one feedback-providing point;, the feedback
information provides an assessment by the user of a program feature, the assessment being
expressed, at least in part, by at least one comment made by the user. The method then
entails storing, by the information collection component, the feedback information in a
user feedback profile associated with the user, in a data store. The method then entails
determining, by a modification determination component, a modification to be made to the
program feature based on the user feedback profile associated with the user. This
determining operation includes automatically interpreting the comment(s) made by the
user based on a linguistic content of the comment(s). Finally, the method includes
making, by a modification component, the modification to the program feature to produce
a modified program feature. The modified program feature produces a modified user
experience when the user interacts with the modified program feature using a user
computing device.

[00137] According to a second aspect, the above-referenced receiving feedback
information includes receiving feedback information from the user in a course of
interaction by the user with the program feature.

[00138] According to a third aspect, the above-referenced receiving feedback
information includes receiving feedback information from a network-accessible
computing system, the computing system maintaining a shared forum for receiving,
storing, and presenting comments by users pertaining to program features.

[00139] According to a fourth aspect, the program feature pertains to a particular
program component. Further, the above-referenced storing operates to store the feedback
information in a section of the user feedback profile that is dedicated to the program
component.

[00140] According to a fifth aspect, the above-referenced receiving further includes
receiving telemetry information that describes one or more aspects of an operation of the
program feature, as the operation affects the user. Further, the above-referenced storing
also stores the telemetry information in the user feedback profile. Further, the above-
referenced determining of the modification to be made is based on the linguistic content of

the comment(s) in conjunction with the telemetry information.
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[00141] According to a sixth aspect, the above-referenced automatically interpreting
entails identifying at least one rule that matches keyword information in the comment(s)
made by the user, each rule specifying an identified modification to be made to the
program feature. The above-referenced making includes making each modification
identified by each rule.

[00142] According to a seventh aspect, a network-accessible computing system
maintains a shared forum for receiving, storing, and presenting comments by users
pertaining to program features, the comments being organized into a plurality of idea
categories. The above-referenced automatically interpreting entails identifying at least one
idea category that is associated with the comment(s) made by the user. Further, the above-
referenced making includes applying at least one rule that is associated with the above-
referenced at least one idea category.

[00143] According to an eighth aspect, the above-referenced determining a
modification to be made incudes using at least one machine-trained model to map the
comment(s) to an indication of the modification to be made. The above-referenced
making entails making the modification associated with the indication.

[00144] According to a ninth aspect, the above-referenced receiving feedback
information includes receiving feedback information from a plurality of users regarding
one or more program features. The above-referenced determining a modification to be
made further includes identifying at least one user group, each user group being associated
with a same modification to be made to a program feature for a benefit of two or more
users in the user group. Further, the above-referenced making includes, as an integrated
batch task, making a modification associated with each user group for all users that are
associated with that user group.

[00145] According to a tenth aspect, the method further includes notifying the user of
the modification to the program feature.

[00146] According to an eleventh aspect, the above-referenced notifying includes
alerting the user to the modification to the program feature in a context of interaction by
the user with the program feature that has been changed.

[00147] According to a twelfth aspect, the above-referenced notifying includes
choosing a timing at which to present a notification to the user, and/or a method with
which to present the notification to the user, based on at least one notification presentation

rule.
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[00148] According to a thirteenth aspect, the above-referenced notifying includes
alerting the user to a nexus between the modification to the program feature and the
feedback information provided by the user.

[00149] According to a fourteenth aspect, the method further includes receiving post-
modification assessment information from the user regarding an assessment by the user of
the modified program feature.

[00150] According to a fifteenth aspect, the method further includes determining
whether the post-modification assessment information satisfies a user satisfaction
threshold value. The method further includes, if the post-modification assessment
information satisfies the user satisfaction threshold value, inviting the user to post the
assessment of the modified program feature to at least one shared forum.

[00151] According to a sixteenth aspect, a system is described, implemented by or more
computing devices, for providing a customized experience to at least one user. The
system includes an information collection component that is configured to receive
feedback information associated with a user from at least one feedback-providing point;
the feedback information provides an assessment by the user of a program feature. The
assessment is expressed, at least in part, by at least one comment made by the user. The
information collection component stores the feedback information in a user feedback
profile associated with the user, in a data store. The system further includes a
modification determination component that is configured to determine a modification to be
made to the program feature based on the user feedback profile associated with the user.
The modification determination component determines the modification to be made by, at
least in part, automatically interpreting the comment(s) by the user based on a linguistic
content of the comment(s). The system further includes a modification component that is
configured to: make the modification to the program feature to produce a modified
program feature, the modified program feature producing a modified user experience
when the user interacts with the modified program feature; and notify the user of the
modification to the program feature. The system further includes a post-modification
feedback component configured to receive post-modification assessment information from
the user regarding an assessment, by the user, of the modified program feature.

[00152] According to a seventeenth aspect, the information collection component is
further configured to: receive telemetry information that describes one or more aspects of
an operation of the program feature, as the operation affects the user, and store the

telemetry information in the user feedback profile. The modification determination
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component is further configured to determine the modification to be made based on the
linguistic content of the comment(s) in conjunction with the telemetry information.
[00153] According to an eighteenth aspect, the modification determination component
is configured perform the above-referenced automatically interpreting by identifying at
least one rule that matches keyword information in the comment(s), each rule specifying
an identified modification to be made to the program feature.

[00154] According to a nineteenth aspect, the modification determination component is
configured use at least one machine-trained model to map the comment(s) to an indication
of the modification to be made.

[00155] According to a twentieth aspect, a computer-readable storage medium is
described for storing computer-readable instructions, the computer-readable instructions,
when executed by one or more hardware processor devices, performing a method. The
method includes: receiving user-related information associated with a user from at least
one feedback-providing point. The user-related information includes at least: feedback
information that provides an assessment by the user of a program feature, the feedback
information, in turn, including at least one comment made by the user regarding the
program feature; and telemetry information that describes one or more aspects of an
operation of the program feature, as the operation affects the user. The method further
includes storing the user-related information in a user feedback profile associated with the
user, in a data store. The method further includes determining a modification to be made
to the program feature based on the user feedback profile associated with the user, the
above-referenced determining including automatically interpreting the comment(s) by the
user based on a linguistic content of the comment(s), in conjunction with the telemetry
information. The method further includes making the modification to the program feature
to produce a modified program feature, the modified program feature producing a
modified user experience when the user interacts with the modified program feature. The
method further includes notifying the user of the modification to the program feature.
Finally, the method includes receiving post-modification assessment information from the
user regarding an assessment, by the user, of the modified program feature.

[00156] According to a twenty-first aspect, a method is described for providing a
customized experience to a user. The method includes receiving feedback information
that has been input by the user using at least one input device. The feedback information
provides an assessment by the user of a program feature associated with a program

component. The assessment is expressed, at least in part, by at least one linguistic
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comment made by the user that pertains to the program feature. The method further
includes providing a customized user experience to the user in a course of interaction, by
the user, with the program component via a user computing device. The customized user
experience is produced by modifying the program feature of the program component, to
produce a modified program feature. More specifically, the modified program feature is
produced by automatically interpreting the linguistic comment(s) made by the user. The
method further includes providing a notification to the user via the user computing device
that notifies the user of a modification that has been made to the program feature to
produce the modified program feature.

[00157] According to a twenty-second aspect, a user computing device is described for
providing a customized experience to a user. The user computing device includes logic
configured to receive feedback information that has been input by the user using at least
one input device. The feedback information provides an assessment by the user of a
program feature associated with a program component. The assessment is expressed, at
least in part, by at least one linguistic comment made by the user that pertains to the
program feature. The user computing device further includes logic configured to provide
a customized user experience to the user via one or more user interface mechanisms, in a
course of interaction, by the user, with the program component. The customized user
experience is produced by modifying the program feature of the program component, to
produce a modified program feature. More specifically, the modified program feature is
produced by automatically interpreting the linguistic comment(s) made by the user. The
user computing device further includes logic configured to provide, via one or more user
interface mechanisms, a notification to the user that notifies the user of a modification that
has been made to the program feature to produce the modified program feature.

[00158] A twenty-third aspect corresponds to any combination (e.g., any permutation or
subset) of the above-referenced first through twenty-second aspects.

[00159] A twenty-fourth aspect corresponds to any method counterpart, device
counterpart, system counterpart, means-plus-function counterpart, computer-readable
storage medium counterpart, data structure counterpart, article of manufacture counterpart,
graphical user interface presentation counterpart, etc. associated with the first through
twenty-third aspects.

[00160] In closing, the functionality described herein can employ various mechanisms
to ensure that any user data is handled in a manner that conforms to applicable laws, social

norms, and the expectations and preferences of individual users. For example, the
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functionality can allow a user to expressly opt in to (and then expressly opt out of) the
provisions of the functionality. The functionality can also provide suitable security
mechanisms to ensure the privacy of the user data (such as data-sanitizing mechanisms,
encryption mechanisms, password-protection mechanisms, etc.).

[00161] Although the subject matter has been described in language specific to
structural features and/or methodological acts, it is to be understood that the subject matter
defined in the appended claims is not necessarily limited to the specific features or acts
described above. Rather, the specific features and acts described above are disclosed as

example forms of implementing the claims.
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CLAIMS

1. A system, implemented by or more computing devices, for providing a
customized experience to at least one user, comprising;

an information collection component configured to:

receive feedback information associated with a user from at least
one feedback-providing point, the feedback information providing an
assessment by the user of a program feature, the assessment being
expressed, at least in part, by at least one comment made by the user; and

store the feedback information in a user feedback profile associated
with the user, in a data store;

a modification determination component configured to determine a modification to
be made to the program feature based on the user feedback profile associated with the
user, the modification determination component determining the modification to be made
by, at least in part, automatically interpreting said at least one comment by the user based
on a linguistic content of said at least one comment;

a modification component configured to:

make the modification to the program feature to produce a modified
program feature, the modified program feature producing a modified user
experience when the user interacts with the modified program feature; and

notify the user of the modification to the program feature; and

a post-modification feedback component configured to receive post-modification
assessment information from the user regarding an assessment, by the user, of the

modified program feature.

2. A method, performed by one or more computing devices, for providing a
customized experience to at least one user, comprising;

receiving, by an information collection component, feedback information
associated with a user from at least one feedback-providing point, the feedback
information providing an assessment by the user of a program feature, the assessment
being expressed, at least in part, by at least one comment made by the user;

storing, by the information collection component, the feedback information in a
user feedback profile associated with the user, in a data store;

determining, by a modification determination component, a modification to be

made to the program feature based on the user feedback profile associated with the user,
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said determining including automatically interpreting said at least one comment made by
the user based on a linguistic content of said at least one comment; and

making, by a modification component, the modification to the program feature to
produce a modified program feature, the modified program feature producing a modified
user experience when the user interacts with the modified program feature using a user

computing device.

3. The method of claim 2,

wherein said receiving further comprises receiving telemetry information that
describes one or more aspects of an operation of the program feature, as the operation
affects the user,

wherein said storing also stores the telemetry information in the user feedback
profile, and

wherein said determining the modification to be made is based on the linguistic

content of said at least one comment in conjunction with the telemetry information.

4. The method of claim 2,

wherein said automatically interpreting entails identifying at least one rule that
matches keyword information in said at least one comment made by the user, each rule
specifying an identified modification to be made to the program feature, and

wherein said making includes making each modification identified by each rule.

5. The method of claim 2,

wherein said determining a modification to be made incudes using at least one
machine-trained model to map said at least one comment to an indication of the
modification to be made, and

wherein said making entails making the modification associated with the

indication.

6. The method of claim 2, further comprising notifying the user of the modification

to the program feature.
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7. The method of claim 6, wherein said notifying comprises alerting the user to the
modification to the program feature in a context of interaction by the user with the

program feature that has been changed.

8. The method of claim 6, wherein said notifying comprises alerting the user to a
nexus between the modification to the program feature and the feedback information

provided by the user.

9. The method of claim 2, further comprising:

receiving post-modification assessment information from the user regarding an
assessment by the user of the modified program feature;

determining whether the post-modification assessment information satisfies a user
satisfaction threshold value; and

if the post-modification assessment information satisfies the user satisfaction
threshold value, inviting the user to post the assessment of the modified program feature to

at least one shared forum.

10. A computer-readable storage medium for storing computer-readable
instructions, the computer-readable instructions, when executed by one or more hardware
processor devices, performing a method that comprises:

receiving user-related information associated with a user from at least one
feedback-providing point,

the user-related information including at least:

feedback information that provides an assessment by the user of a
program feature, the feedback information, in turn, including at least one
comment made by the user regarding the program feature; and

telemetry information that describes one or more aspects of an
operation of the program feature, as the operation affects the user;

storing the user-related information in a user feedback profile associated with the
user, in a data store;

determining a modification to be made to the program feature based on the user
feedback profile associated with the user, said determining including automatically
interpreting said at least one comment by the user based on a linguistic content of said at

least one comment, in conjunction with the telemetry information;
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making the modification to the program feature to produce a modified program
feature, the modified program feature producing a modified user experience when the user
interacts with the modified program feature;

notifying the user of the modification to the program feature; and

receiving post-modification assessment information from the user regarding an

assessment, by the user, of the modified program feature.

11. The system of claim 1,
wherein the information collection component is further configured to:
receive telemetry information that describes one or more aspects of
an operation of the program feature, as the operation affects the user; and
store the telemetry information in the user feedback profile, and
wherein the modification determination component is configured to determine the
modification to be made based on the linguistic content of said at least one comment in

conjunction with the telemetry information.

12. The system of claim 1, wherein the modification determination component is
configured perform said automatically interpreting by identifying at least one rule that
matches keyword information in said at least one comment, each rule specifying an

identified modification to be made to the program feature.

13. The system of claim 1, wherein the modification determination component is
configured use at least one machine-trained model to map said at least one comment to an

indication of the modification to be made.

14. The method of claim 2,

wherein a network-accessible computing system maintains a shared forum for
receiving, storing, and presenting comments by users pertaining to program features, the
comments being organized into a plurality of idea categories,

wherein said automatically interpreting entails identifying at least one idea
category that is associated with said at least one comment made by the user, and

wherein said making includes applying at least one rule that is associated with said

at least one idea category.
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15. The method of claim 2,

wherein said receiving feedback information comprises receiving feedback
information from a plurality of users regarding one or more program features, and

wherein said determining a modification to be made further comprises identifying
at least one user group, each user group being associated with a same modification to be
made to a program feature for a benefit of two or more users in the user group, and

wherein said making includes, as an integrated batch task, making a modification

associated with each user group for all users that are associated with that user group.
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