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ABSTRACT 

The present invention relates to a method for representing objects of a network in a GUI 

with a graph clustering comprising retrieving a base graph comprising all of the objects 

of the network as respective nodes and links between said nodes, grouping two or more 

of the nodes in one or more clusters, initializing the clusters by calculating the cluster 

mass and the cluster radius of each of the clusters, assessing the clusters defining a 

visualization graph which represents the base graph as seen from a predefined distance 

value and positioning the visualization graph in the GUI, wherein the assessing 

comprises creating an empty visualization graph, calculating for each of the clusters the 

distance ratio as ratio between the cluster radius and the predefined distance value, 

evaluating the distance ratio with regard to a predefined distance ratio threshold, 

compressing the cluster when the distance ratio is higher than the predefined distance 

ratio threshold, adding in the visualization graph a single compressed cluster node for 

all child nodes and all child clusters arranged inside the cluster to be compressed, 

expanding the cluster when the distance ratio is lower than the predefined distance ratio 

threshold, adding in the visualization graph a plurality of nodes for all child nodes and 

all child clusters arranged inside the cluster to be expanded and adding in the 

visualization graph a link between the cluster and the node outside the cluster if the link 

was present between a node inside the cluster and the node outside the cluster in the 

base graph and a link between two of the clusters if the link was present between a node 

inside one of the clusters and a node inside the other of the clusters in the base graph, 

wherein every time a link needs to be added between the same of the cluster and of the 

node outside the cluster a count of a link strength is increased of an integer unit and 

wherein every time a link needs to be added between the same of two of the clusters a 

count of a link strength is increased of an integer unit.
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METHOD FOR REPRESENTING OBJECTS OF A NETWORK IN A GUI 

WITH A GRAPH CLUSTERING 

Field of invention 

[0001] The present invention relates to the field of graphic user interface (GUI). In 

particular, the present invention relates to a method for representing objects of a network 

in a GUI with a graph clustering.  

Background art 

[0002] A graphical user interface (GUI) is a form of user interface that allows users to 

interact with electronic devices through graphical icons and indicator instead of text

based user interfaces. Designing the visual composition and temporal behavior of a GUI 

is an important part of software application programming in the area of human-computer 

interaction. Its goal is to enhance the efficiency and ease of use for the underlying logical 

design of a stored program, while the actions in a GUI are usually performed through 

direct manipulation of the graphical elements.  

[0003] In particular, the term GUI usually refers to the visible graphical interface 

features of an application. Users may interact with information by manipulating visual 

widgets that allow for interactions appropriate to the kind of data they hold. The widgets 

of a well-designed interface are selected to support the actions necessary to achieve the 

goals of users.  

[0004] In the field of the management of computer network infrastructures, of great 

importance is the use of GUI to simplify the representation, at user level, of the multitude 

of connections and data exchanges involved. In particular, in order to monitor and 

protect large modem OT/IOT/IT computer networks one fundamental prerequisite is the 

need to ensure a good network visibility, in other words there is the need to have a clear 

visibility of all the computers/devices present in the network and of all the 

communications that happens among them.  

[0005] A kind of GUI employed to ensure a proper network visibility is the network 

graph, wherein each computer or device in the network is represented as a node, and the 

communications among them are represented as links that connects the nodes. In a 

network graph, in order to have a clear visualisation of all components, there is the need 
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to dispose the nodes in such a way as to be well spaced to each other, wherein the nodes 

that are directly connected by a link should be placed closed to each other and if a new 

node or link appears in a new iteration the position of other nodes should not change in 

a substantive way.  

[0006] The visualization of complex network graphs with thousand or millions of nodes 

presents several demanding issues. One is the performances of the visualization system 

that has to be fast enough to make feasible an interactive user experience. The other is 

the usability of the network graph since the graph visualization has to be simple and 

clear enough that the user can effectively take advantage of it.  

[0007] If a very large graphs with millions of nodes is considered, a simple visualization 

with all the nodes shown in the same window will be almost useless since the user has 

no way to orient himself inside the network graph.  

[0008] To solve this issue a common approach is the graph clustering, that consist 

substantially in grouping together several nodes in a single macro-node called cluster 

and visualizing each cluster as a single element. Then when the user explicitly requests 

it, or when zoom-in, the clusters can be expanded to show the nodes that compose it.  

[0009] The implementation of a such as this network graph visualization requires to 

address two main issues. The first one is the cluster calculation usually referred simply 

as clustering that consists, starting from a given network graph, in associating each node 

to a cluster. Several different methods are available for clustering. To ensure scalability 

for large network graph it is also common that clusters can be nested to each other 

arranged in a parent/child tree. Inside a high-level cluster several children sub-clusters 

can be present that can themselves contain other sub-clusters and so on. The cluster that 

contains some other cluster is referred as parent cluster and the contained one(s) are 

referred as child(s). Once that the clustering is available the other issue is the method to 

be used to visualize the clustered network graph and perform the expansion (from a 

situation in which a cluster is visible show the nodes inside the cluster) and contraction 

(from a situation in which the nodes are visible show just the cluster that include them).  

[0010] Several methods are known for drawing clustered graphs.  

[0011] Some methods are referred as "layout adjustment" approaches. They require a 
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preliminary disposition of all the nodes and once that this disposition is available an 

adjustment process is used to extract cluster position and visualize them. For large 

graphs however these approaches do not ensure the required scalability. Consider for 

example a clustered graph with a few high-level clusters and a huge number of sub

clusters and nodes. These approaches require to render all the nodes just to show the few 

high-level clusters with a huge resource and time consumption.  

[0012] Different approaches are based on the usage of spring forces to draw nodes inside 

their clusters, but also in this case the calculation has to be done for all the nodes even 

if just a few high-level clusters are shown.  

[0013] In further different approaches, clustered graphs are used in combination with 

multilevel techniques and force approaches to draw large graphs but in this case the 

focus is on the final rendering of the complete graph and not on a dynamic visualization.  

[0014] It would therefore be desirable to represent objects and connections of a network 

in a way to be comprehensible from a user side. In particular, it would be desirable to 

provide a representation of a network graph GUI which involves a small amount of 

computational resources, while allowing a smooth transition in expansion and 

contraction of clustered graphs.  

Brief description of the invention 

[0015] The object of the present invention is to provide a method for representing 

objects and their network connection capable of minimizing the aforementioned 

drawbacks. In particular, it would be desirable to have a method capable to represent an 

overall network in each iteration using few computational resources by clustered graphs.  

[0016] According to the present invention is described, therefore, a method for 

representing objects of a network in a GUI with a graph clustering as in the enclosing 

claims.  

Description of the figures 

[0017] These and further features and advantages of the present invention will become 

apparent from the disclosure of the preferred embodiments, illustrated by way of a non

limiting example in the accompanying figures, wherein: 

- Figure 1 shows a GUI with a first graph representing a plurality of nodes; 
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- Figure 2 shows the GUI of Figure 1 with a graph clustering according to the present 

invention; 

- Figure 3 shows the GUI of Figure 2, wherein the distance value is reduced; 

- Figure 4 shows the GUI of Figure 3, wherein the distance value is reduced; 

- Figure 5 shows a GUI with a second graph representing a plurality of nodes; 

- Figure 6 shows the GUI of Figure 5 with a graph clustering according to the present 

invention; 

- Figure 7 shows the GUI of Figure 6, wherein the distance value is reduced; 

- Figure 8 shows the GUI of Figure 7, wherein the distance value is reduced; 

- Figure 9 shows the GUI of Figure 8, wherein the visualization window is moved.  

Detailed description of the invention.  

[0018] The present invention relates to method for representing objects of a network in 

a GUI with a graph clustering.  

[0019] The method according to the present invention finds a useful application in any 

kind of physical infrastructures or automation systems connected in a network, in 

particular in industrial automation systems, such as industrial processes for 

manufacturing production, industrial processes for power generation, infrastructures for 

distribution of fluids (water, oil and gas), infrastructures for the generation and/or 

transmission of electric power, infrastructures for transport management. Moreover, it 

finds useful application with all the technology environments, including Information 

Technology (IT), Operation Technology (OT) and Internet of Things (IoT).  

[0020] The term "cluster" relates, in the present invention, to an element that contains 

one or more nodes and or sub-clusters.  

[0021] The term "compressed cluster" relates, in the present invention, to cluster for 

which the internal nodes and sub-clusters are not visible.  

[0022] The term "expanded cluster" relates, in the present invention, to a cluster for 

which the internal nodes and sub-clusters are visible.  

[0023] The term "cluster node" relates, in the present invention, to a node that is used 

to represent in the GUI a compressed cluster.  

[0024] The term "cluster elements" relates, in the present invention, to the nodes or 

4



cluster nodes that are contained in a cluster.  

[0025] The term "child cluster" or "sub-cluster" relates, in the present invention, to a 

cluster contained in a cluster of lower cluster level.  

[0026] The term "parent cluster" relates, in the present invention, to a cluster which 

contains one or more cluster of upper cluster level.  

[0027] The term "cluster level" relates, in the present invention, to a position of a cluster 

with respect to any child cluster or parent cluster. For example, a cluster level is 

identified by an integer number that is 1 if the cluster has no parent cluster, 2 if the 

cluster has a parent cluster that in turn has no parent cluster, 3 if the cluster has a parent 

cluster that in turn has a further parent cluster, and so on. [0028] The term 

"visualization window" relates, in the present invention, to a portion of the two

dimensional space in which the visualization graph is visualized in the GUI.  

[0028] According to the present invention is described, therefore, a method for 

representing objects of a network in a GUI with a graph clustering.  

[0029] The method will be described in the following taking into account two simple 

examples as respectively illustrated in Figures 1 and 5 but, of course, it can be scaled to 

any kind of complexity.  

[0030] Moreover, the method according to the present invention can refer to, and can be 

carried out in connection with, the US Patent Application n.17187821 filed on February, 

2 8 th, 2021, to which reference is made and which is herewith incorporated herein by 

reference, with regard to a method for representing objects of a network in a GUI to 

reduce the complexity of the gravitational forces evaluation. In this regard, the 

aforementioned examples of Figures 1 and 5 correspond to the same simple examples 

of the aforementioned US Patent Application n.17187821.  

[0031] Figure 1 illustrates a first example, to be processed according to the method of 

the present invention, which comprises five nodes numbered from 1 to 5. These nodes 

represent corresponding objects in a network.  

[0032] The method comprises first retrieving a base graph comprising all of the objects 

of the network as respective nodes and links between the nodes. Figure 1 illustrates an 

example of such base graph that will be described in greater details in the following, 
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provided with the aforementioned nodes and links between them. Each of the nodes is 

initialized with a predefined node mass which in the present example is equal to 1 for 

all nodes.  

[0033] The five nodes in the graph of Figure 1 are numbered from 1 to 5, using integer 

values, and the following links are shown: a link from node 1 to node 2, a link from 

node 2 to node 5, a link from node 1 to node 3, a link from node 1 to node 4 and finally 

a link from node 3 to node 4. Such a graph can be represented with the following 

notation: 

Nodes= [{name = "1", mass = 1}, {name= "2", mass = 1}, {name = "'3", mass= 

1}, {name = "4", mass = 1}, {name = "5", mass= 1}] 

Links= [{nodes = "1 - 2", strength = 1}, {nodes = "2 - 5", strength= 1}, 

{nodes = "1 - 3", strength = 1}, {nodes = "1 - 4", strength = 1}, {nodes = "3 - 4", 

strength = 1}].  

[0034] The method further comprises grouping two or more of the nodes in one or more 

clusters, by a computerized data processing unit, wherein each of the clusters comprises 

at least two of the nodes.  

[0035] In particular, the nodes corresponding to the first example of Figure 1 are 

clustered defining a first cluster named Cluster 1 (101 in the Figures), which comprises 

nodes 1, 2 and 5 and no parent cluster, and a second cluster named Cluster 2 (201 in the 

Figures), which comprises nodes 3 and 4 and no parent cluster, summarized as: 

- Cluster 1: comprises nodes 1, 2, 5 - no parent cluster; 

- Cluster 2: comprises nodes 3, 4 - no parent cluster.  

[0036] Subsequently, the method further comprises initializing the clusters, by the 

computerized data processing unit, by calculating the cluster mass and the cluster radius 

of each of the clusters. The cluster mass of each of the clusters is calculated as sum of 

the node masses of all of the nodes arranged inside the cluster and of the child cluster 

masses of all of the child clusters arranged inside of the cluster. Moreover, the cluster 

radius of each of the cluster is calculated as product of the cluster mass with a predefined 

radius constant. Therefore, considering a predefined radius constant named KR and 

equal to 10, Cluster 1 has a mass equal to 3 and a corresponding radius equal to 30, 
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while Cluster 2 has a mass equal to 2 and a corresponding radius equal to 20. Of course, 

it is still possible to make use of predefined radius constants having a different value.  

The operations of calculating the masses and the radiuses are done as preliminary 

operations to initialize. Summarizing: 

- Cluster 1: mass = 3, radius = 30; 

- Cluster 2: mass = 2, radius = 20.  

[0037] Subsequently, as below described in greater detailed, the assessing and the 

positioning are iterated when the predefined distance value is changed.  

[0038] The method further comprises assessing the clusters, by the computerized data 

processing unit, defining a visualization graph which represents the base graph as seen 

from a predefined distance value. In this regard it is assumed that such a distance value 

is first equal to 100 as initial step. Moreover, it is also assumed that the predefined 

distance ratio threshold is equal to 2. Different distance values can be used. In particular, 

the predefined distance value can be selected according to the user preference and can 

be modified, as better described in greater detail in the following.  

[0039] In the following, the assessing will be described in greater detail. The assessing 

first comprises creating an empty visualization graph, the same visualization graph to 

be positioned when completed, as above described.  

[0040] Taking into account the aforementioned distance value, the assessing further 

comprises, for each of the clusters, calculating, by the computerized data processing 

unit, the distance ratio as ratio between the cluster radius and the predefined distance 

value. Therefore, Cluster 1 has a distance ratio equal to 3,22 (defined by the ratio 100/30) 

and the Cluster 2 has a distance ratio equal to 5 (defined by the ratio 100/20).  

Summarizing: 

- Cluster 1: distance ratio = 3,22 (defined by the ratio 100/30); 

- Cluster 2: distance ratio = 5 (defined by the ratio 100/20).  

[0041] Furthermore, the assessing comprises evaluating the distance ratio, by the same 

computerized data processing unit, with regard to the predefined distance ratio 

threshold. In the first example according to the present invention, both Cluster 1 and 

Cluster 2 have a distance ratio greater than said predefined distance ratio which is equal 
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to 2.  

[0042] Moreover, the assessing comprises either compressing, by the computerized data 

processing unit, the cluster when the distance ratio is higher than the predefined distance 

ratio threshold, adding in the visualization graph a single compressed cluster node for 

all child nodes and all child clusters arranged inside the cluster to be compressed, and 

expanding, by the same computerized data processing unit, the cluster when the distance 

ratio is lower than the predefined distance ratio threshold, adding in the visualization 

graph a plurality of nodes for all child nodes and all child clusters arranged inside the 

cluster to be expanded. Moreover, clusters whose positions is outside the visible region 

will always be compressed independently from the radius distance ratio. Furthermore, 

compressed clusters with compressed parents are neglected.  

[0043] Being the distance ratio greater than said predefined distance ratio the clusters 

will be compressed. Therefore, each cluster is added as a cluster node to the visualization 

graph, as illustrated in Figure 2: 

- Cluster 1: compressed - clustered node "Cluster 1" (numbered 101) is added; 

- Cluster 2: compressed - clustered node "Cluster 2 "(numbered 201) is added; 

the elements added to the visualization graphs can therefore be represented with the 

following notation: 

Nodes = [{name = "Cluster 1", mass = 3}, {name = "Cluster 2", mass = 2}].  

[0044] Moreover the assessing evaluates all the links of the base graph (Figure 1) to 

determine the links to be added in the visualization graph. If a link is present in the base 

graph between two nodes belonging to the same compressed cluster the link is not added 

to the visualization graph. If a link is present in the base graph between a visible node 

and a node inside a compressed cluster then a link is added to the visualization graph 

between said node and the cluster node corresponding to said compressed cluster. If a 

link is present in the base graph between two nodes inside two different compressed 

clusters then a link is added in the visualization graph between the cluster nodes 

corresponding to said compressed clusters. Moreover, every time a link needs to be 

added between the same two elements (nodes or cluster nodes) a count of a link strength 

is increased of an integer unit.  
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[0045] Therefore, link from node 1 to node 2 is not added since both nodes are inside 

the same Cluster 1 that is compressed. Link from node 2 to node 5 is not added since 

both nodes are inside the same Cluster 1 that is compressed. Link from node 1 to node 

3 is added since nodes are in two different compressed clusters and the link strength is 

set to 1. Link from node 1 to node 4 should be added since nodes are in two different 

compressed clusters, but a link already exists between said clusters and so the link 

strength is increased from 1 to 2. Link from node 3 to node 4 is not added since both 

nodes are inside the same Cluster 2 that is compressed. The operation can be 

summarized as follow: 

- Link "1-2": Not added (both nodes inside Cluster 1); 

- Link "2-5": Not added (both nodes inside Cluster 1); 

- Link "1-3": Added link Cluster 1 - Cluster 2 (node 1 is inside Cluster 1, node 

3 is inside Cluster 2). Link strength set to 1; 

- Link "1-4": link Cluster 1 - Cluster 2 already present (node 1 is inside Cluster 

1, node 4 is inside Cluster 2). Link strength increased to 2; 

- Link "3-4": Not added (both nodes inside Cluster 1).  

The visualization graph corresponding to the distance equal to 100 is therefore the 

following: 

Nodes= [{name = "Cluster 1", mass = 3}, {name = "Cluster 2", mass = 2}] 

Links= [{nodes = "Cluster 1 - Cluster 2", strength = 2].  

[0046] The method further comprises positioning the visualization graph, such as 

finding the nodes and cluster nodes coordinates and comprises: 

- assigning to all of the nodes and of the cluster nodes an initial position; 

- computing the forces acting on each of the nodes and cluster nodes; 

- defining new position for the nodes and cluster nodes by means of a velocity verlet 

algorithm; 

- storing the new positions; 

- iterating the computing, the defining and the storing until nodes and cluster nodes 

positions becomes stable.  

In particular, stable means, in the present invention, that the positions are subject to 
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small changes between two consecutive iterations.  

[0047] In a further embodiment, the computing the forces acting on each of the nodes 

and cluster nodes comprises computing link forces of the link as: 

FlXb-a = K * S * (xc - xca); Flyb-a = K * S * (yc - yca) 

and 

FlXa-b = K * S * (xca - xcb); Flya-b = K * S * (yca - ycb) 

respectively for the two nodes or cluster nodes "a" and "b" of the link, wherein: 

- K is a predefined elastic constant; 

- S is the count of a link strength for each of the link; 

- Xa, ya are the coordinates of the "a" node; 

- Xb, yb are the coordinates of the "b" node; 

- FlXb-a is the x component of the force that node "b" exerts on node "a"; 

- Flyb-a is the y component of the force that node "b" exerts on node "a"; 

- FlXa- is the x component of the force that node "a" exerts on node "b"; and 

- Flya-b is the y component of the force that node "a" exerts on node "b".  

[0048] In a further embodiment, the computing the forces acting on each of the nodes 

and cluster nodes comprises computing gravitational forces between each couple of the 

nodes and/or cluster nodes identifying the source and the receiver as: 

Fx = G * Ms * Mr * (xs - xr) / d^3; Fy = G * Ms * Mr * (ys - yr) / d^3 

wherein: 

- Ms is the mass of the source; 

- Mr is the mass of the receiver; 

- xs, ys are the coordinates of the source; 

- xr, yr, are the coordinates of the receiver; 

- d is the distance between the source and the receiver positions; 

- G is a predefined gravitational constant; 

- Fx is the x component of the force that the source exerts on the receiver; and 

- Fy is the y component of the force that the source exerts on the receiver.  

[0049] In order to reduce computational costs said evaluation of the gravitational forces 

can be carried out also as described in the US Patent Application n.17187821 filed on 

February, 2 8 th, 2021, to which reference is made and which is herewith incorporated 
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herein by reference.  

[0050] In a further embodiment, the computing the forces acting on each of the nodes 

and cluster nodes comprises computing damping forces for each of the nodes and/or 

cluster nodes as: 

Fdx = D * Vx; Fdy = D * Vy 

wherein: 

- Vx is the velocity of the node along the x axis; 

- Vy is the velocity of the node along the y axis; 

- D is a predefined damping constant; 

- Fdx is the x component of the damping force acting on node or cluster node; and 

- Fdy is the y component of the damping force acting on node or cluster node.  

[0051] In a further embodiment, the computing the forces acting on each of the nodes 

and cluster nodes comprises computing central force for each of the nodes and/or cluster 

nodes as: 

Fcx = C * x + V_ C * level * (x - xci); Fcy = C * y + C * level * (y 

yc) 

wherein: 

- C is a predefined constant; 

- N is the number of clusters at which the node or cluster node recursively belongs; 

- level is the level of the ih cluster at which the node or cluster node belongs; 

- xci is the center coordinate along the x axis ih cluster at which the node or cluster 

node belongs; 

- yci is the center coordinate along the y axis of the ih cluster at which the node or 

cluster node belong; 

- x is the coordinate of the node or cluster node along the x axis; 

- y is the coordinate of the node or cluster node along the y axis; 

- Fcx is the x component of the central force acting on node or cluster node; and 

- Fcy is the y component of the central force acting on node or cluster node.  

It should be noted that the summation from i = 0 to N has to be extended to all the 

clusters that contains the node and all its parents. So, for example, if a node belongs to 

a cluster and this cluster belongs to another parent cluster that has no parent then the 
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summation has to include both the cluster that contain the node and its parent.  

[0052] To proceed with the detailed description assume that the result of the positioning 

is: 

- Cluster 1: x = 2, y = 7.5; 

- Cluster 2: x = 6, y = 1.5.  

Therefore, the positioned visualization graph in Figure 2 can be represented with the 

following notation: 

Nodes = [{name = "Cluster 1", mass = 3, x = 2, y= 7.5}, {name = "Cluster 2", 

mass =2, x=6, y= 1.5}] 

Links = [{nodes = "Cluster 1 - Cluster 2", strength= 2].  

[0053] Considering a transition of the distance value from 100 to 50, corresponding to 

a zoom in of the GUI decreasing the observer distance 

[0054] As already described, the method comprises positioning the visualization graph 

in the GUI according to a selected distance value. In this regard, assuming a distance 

value equal to 50, the assessing comprises creating a new empty visualization graph, 

calculating, by the computerized data processing unit, for each of the clusters the 

distance ratio as ratio between the cluster radius and the predefined distance value.  

Therefore, Cluster 1 has a distance ratio equal to 1,67 (defined by the ratio 50/30) and 

the Cluster 2 has a distance ratio equal to 2,5 (defined by the ratio 50/20). Summarizing: 

- Cluster 1: distance ratio = 1,67 (defined by the ratio 50/30); 

- Cluster 2: distance ratio = 2,5 (defined by the ratio 50/20).  

[0055] Again, the assessing comprises evaluating the distance ratio, by the same 

computerized data processing unit, with regard to the predefined distance ratio 

threshold. In this iteration of the first example according to the present invention, Cluster 

2 maintains a distance ratio greater than said predefined distance ratio threshold which 

is equal to 2, while Cluster 1 has a distance ratio lesser than the same predefined distance 

ratio threshold.  

[0056] Therefore, the assessing comprises expanding Cluster 1, by the same 

computerized data processing unit, since the distance ratio is lower than the predefined 

distance ratio threshold, adding in the visualization graph nodes 1, 2 and 5. On the 
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contrary, Cluster 2 is maintained unchanged and compressed. Summarizing: 

- Cluster 1: expanded - nodes 1,2 and 5 are added; 

- Cluster 2: compressed - clustered node "Cluster 4" is added.  

[0057] The initial visualization graph corresponding to the new distance equal to 50 

include therefore the following nodes and cluster nodes: 

Nodes = [{name = "1", mass = 1, x = 2, y = 7.5}, {name = "2", mass = 1, x = 2, y 

= 7.5}, {name = "5", mass= 1, x = 2, y = 7.5}, {name = "Cluster 2", mass = 2, x = 6, y 

= 1.5}].  

Since nodes 1, 2 and 5 have never been positioned, their position is set to the position 

of the Cluster 1 as calculated above.  

[0058] Assessing proceed considering the links of the base graph (Figure 1) as follow: 

- Link "1-2": Added link "1-2" (both nodes visible); 

- Link "2-5": Added link "2-5" (both nodes visible); 

- Link "1-3": Added link "1 - Cluster 2" (node 1 is visible, node 3 is inside 

Cluster 2). Link strength set to 1; 

- Link "1-4": link "1 - Cluster 2" already present (node 1 is visible, node 4 is 

inside Cluster 2). Link strength increased to 2; and 

- Link "3-4": Not added (both nodes inside Cluster 2).  

The obtained initial visualization graph can then be represented as: 

Nodes = [{name = "1", mass = 1, x = 2, y = 7.5}, {name = "2", mass = 1, x = 2, y 

= 7.5}, {name = "5", mass= 1, x = 2, y = 7.5}, {name = "Cluster 2", mass = 2, x = 6, y 

= 1.5}].  

Links= [{nodes = "1 - 2", strength = 1}, {nodes = "2 - 5", strength = 1}, 

{nodes = "1 - Cluster 2", strength = 2}].  

[0059] The positioning can then be performed with the said method, and the positioned 

visualization graph (Figure 3) can be represented with the following notation: 

Nodes= [{name = "1", mass = 1, x = 1, y = 7}, {name = "2", mass = 1, x = 2, y = 

8.0}, {name ="5", mass = 1, x = 3, y = 8.0}, {name = "Cluster 2", mass = 2, x = 6, y = 

1.5}].  

It is to be noted that nodes 1, 2 and 5 remains close to the original Cluster 1 position due 
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to center force of cluster 1 (numbered 111) that applies to them and attract them towards 

the cluster center.  

[0060] During the positioning the storing is also performed that computes center 

position of cluster 1 as average of the positions of nodes 1, 2 and 5: 

- xci =(1 +2+3)/3=2; and 

- yci = (7.0 + 8.0 + 8.0) / 3 = 7,75.  

[0061] During the positioning the storing is also performed that computes relative 

position of nodes inside cluster 1 in respect of cluster 1 center as difference of the node 

coordinate (x, y) and the center coordinate of cluster 1 (xci, yci) 

- xr=x-xci; and 

- yr=y-yci.  

Using the previously computed cluster coordinates (xci = 2 and yci = 7,75), the 

following relative position of the cluster elements can be obtained: 

- node 1: xri =-1, yri= -0.75; 

- node 2: xr2 = 0, yr2= 0.25; and 

- node 5: xr5 = 1, yr5= 0.25.  

[0062] Considering now a new transition of the distance value from 50 to 100, 

corresponding to a zoom out of the GUI increasing the observer distance which returns 

to the original 

[0063] Assessing proceed as above and the visualization graph corresponding to the 

distance equal to 100 is therefore the same as before: 

Nodes= [{name = "Cluster 1", mass = 3}, {name = "Cluster 2", mass = 2}] 

Links= [{nodes = "Cluster 1 - Cluster 2", strength = 2].  

[0064] Initial positioning of Cluster lis however different since Cluster 1 was expanded 

in the previous step. In this regard, the initial coordinates of cluster node corresponding 

to Cluster 1 is set to the coordinates of cluster 1 center as computed in previously 

executed storing.  

[0065] On the contrary, Cluster 2 remains unchanged, therefore: 

Nodes = [{name = "Cluster 1", mass = 3, x = 2, y = 7.75}, {name = "Cluster 2", 

mass =2, x=6, y= 1.5}].  
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[0066] After the iteration it assumed that the nodes move slightly, according to the 

positioning performed with the above-described method: 

Nodes = [{name = "Cluster 1", mass = 3, x = 2, y= 7.0}, {name = "Cluster 2", 

mass =2, x=6, y= 1.0}] 

Links = [{nodes = "Cluster 1 - Cluster 2", strength= 2].  

[0067] Considering a new transition of the distance value from 100 to 25, corresponding 

to a zoom in of the GUI decreasing the observer distance, Figure 4 illustrates the 

corresponding new visualization graph.  

[0068] In this iteration Cluster 1 is expanded as already described in the iteration above.  

Nodes 1, 2 and 5 are therefore added to the visualization graph but since they were 

already expanded in a previous step, they have stored a relative position in respect of 

cluster center and therefore their initial position will be given by 

xj = xrj + xc yi = yri + yc 

wherein: 

- xri is the coordinate of the ih cluster element relative to the center of the cluster node 

along the x axis, and 

- yri is the coordinate of the ih cluster element relative to the center of the cluster node 

along the y axis.  

Using the relative positions as previously computed this results in: 

- node 1:xi =2- 1,y1 =7-0.75; 

- node2: x2=2+ 0,y2=7+0.25; and 

- node 5:x5=2+ 1,y5=7+0.25.  

[0069] Cluster 2 is also expanded but has never been expanded in the above iterations 

Therefore, its child nodes take the position of the cluster node itself, as in the following: 

- node 3: x3 = 6, y3 = 1; and 

- node 4: x4 = 6, y4 = 1.  

[0070] Assessing proceed by evaluating the links of the base graph as follow: 

- Link "1-2": Added link "1-2" (both nodes visible), strength set to 1; 

- Link "2-5": Added link "2-5" (both nodes visible), strength set to 1; 

- Link "1-3": Added link "1-3" (both nodes visible), strength set to 1; 

15



- Link "1-4": Added link "1-4" (both nodes visible), strength set to 1; and 

- Link "3-4": Added link "3-4" (both nodes visible), strength set to 1.  

The visualization graph becomes therefore: 

Nodes = [{name = "1", mass = 1, x = 1, y = 6.25}, {name = "2", mass = 1, x = 2, 

y = 7.25}, {name = "5", mass = 1, x = 3, y = 7.25}, {name = "3", mass = 1, x = 6, y= 

1}, {name = "4", mass = 1, x = 6, y = 1}] 

Links = [{nodes = "1 - 2", strength = 1}, {nodes = "2 - 5", strength= 1}, 

{nodes = "1 - 3", strength = 1}, {nodes = "1 - 4", strength = 1}, {nodes = "3 - 4", 

strength = 1}].  

[0071] Positioning can then define final node positions (see Figure 4 wherein 211 

represents the center force of cluster 2).  

[0072] Figure 5 illustrates a second example, to be processed according to the method 

of the present invention, which comprises twelve nodes numbered from 1 to 12. These 

nodes represent corresponding objects in a network.  

[0073] As already described, the method comprises first retrieving a base graph 

comprising all of the objects of the network as respective nodes as well as the links that 

connect the nodes. To each of the nodes is assigned a predefined node mass which in 

the present example is again equal to 1 for all nodes, and to each link is assigned a 

unitary strength. The graph with links can be represented with the following notation: 

Nodes = [{name = "1", mass = 1}, {name = "2", mass = 1}, {name = "3", mass= 

1}, {name = "4", mass = 1}, {name = "5", mass= 1}, {name= "6", mass= 1}, {name 

= "7", mass = 1}, {name = "8", mass = 1}, {name= "9", mass= 1}, {name= "10", mass 

= 1}, {name= "11", mass = 1}, {name = "12", mass = 1}] Links = [ {nodes = "1 

11", strength= 1}, {nodes = "11 - 12", strength = 1}, {nodes = "11 - 3", strength = 1 

{nodes = "2 - 3", strength = 1}, {nodes= "3 - 4", strength = 1}, {nodes = "1 - 10", 

strength = 1}, {nodes = "1 - 8", strength= 1}, {nodes = "10 - 6", strength = 1}, {nodes 

= "8 - 9", strength = 1}, {nodes = "8 - 7", strength = 1}, {nodes = "8 - 6", strength= 

1}, {nodes = "5 - 6", strength = 1}].  

[0074] The method further comprises grouping two or more of the nodes in one or more 

clusters, by the computerized data processing unit, wherein each of the clusters 
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comprises at least two of the nodes. In particular, the nodes corresponding to the 

example of Figure 5 are clustered defining the following clusters: 

- Cluster 1: comprises nodes 1, 10 - Cluster 3 is parent cluster; 

- Cluster 2: comprises nodes 11, 12 - Cluster 3 is the parent cluster; 

- Cluster 3: comprises Clusters 1, and Cluster 2 - It has no parent cluster; 

- Cluster 4: comprises nodes 2, 3 and 4 - it has no parent cluster; and 

- Cluster 5: comprises nodes 5, 6, 7, 8 and 9 - it has no parent cluster.  

[0075] In this example It is assumed that the interest is to visualize in the GUI only the 

portion of the graph that stay inside a given visualization window. Initially we will 

assume that the visualization window will be defined by the region with x and y between 

0 and 5 (Figure 5).  

[0076] Subsequently, the method further comprises initializing the clusters, by the 

computerized data processing unit, by calculating the cluster mass and the cluster radius 

of each of the clusters. Therefore, considering again a predefined radius constant named 

KR and equal to 10, summarizing: 

- Cluster 1: mass = 2, radius = 20; 

- Cluster 2: mass = 2, radius = 20; 

- Cluster 3: mass = 4, radius = 40; 

- Cluster 4: mass = 3, radius = 30; and 

- Cluster 5: mass = 5 radius = 50.  

[0077] Subsequently, a new visualization graph is generated when the selected distance 

value is changed, as below described in greater detailed. In particular, the assessing and 

the positioning are iterated when the predefined distance value is changed.  

[0078] The method further comprises assessing the clusters, by the computerized data 

processing unit, defining a visualization graph which represents the base graph as seen 

from a predefined distance value. In this regard it is assumed that such a distance value 

is first equal to 110 as initial step. Moreover, it is also assumed that the predefined 

distance ratio threshold is equal to 2. Different distance values can be used. In particular, 

the predefined distance value can be selected according to the user preference and can 

be modified, as better described in greater detail in the following.  
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[0079] The method comprises therefore positioning the visualization graph in the GUI.  

Said positioning can be carried out as described above and can also use the method 

described in the US Patent Application n.17187821 filed on February, 2 8th 2021,to 

which reference is made and which is herewith incorporated herein by reference.  

[0080] In the following, the assessing will be described in greater detail. The assessing 

first comprises creating an empty visualization graph, the same visualization graph to 

be positioned when completed, as above described.  

[0081] Taking into account the aforementioned distance value, the assessing further 

comprises, for each of the clusters, calculating, by the computerized data processing 

unit, the distance ratio as ratio between the cluster radius and the predefined distance 

value. Cluster with a distance ratio greater than the predefined distance ratio (equal to 2 

in this example) will be compressed. Therefore: 

- Cluster 1: distance ratio = 5,5 (defined by the ratio 110/20) - compressed; 

- Cluster 2: distance ratio = 5,5 (defined by the ratio 110/20) - compressed; 

- Cluster 3: distance ratio = 2,75 (defined by the ratio 110/40) - compressed; 

- Cluster 4: distance ratio = 3,67 (defined by the ratio 110/30) - compressed; and 

- Cluster 5: distance ratio = 2,2 (defined by the ratio 110/50). - compressed.  

[0082] Furthermore, the assessing comprises the creation of an empty visualization 

graph, and successively adding nodes and cluster nodes and links to this visualization 

graph.  

- Cluster 1: compressed with a compressed parent - nothing is added; 

- Cluster 2: compressed with a compressed parent - nothing is added; 

- Cluster 3: compressed and has no parent - clustered node "Cluster 3" is added; 

- Cluster 4: compressed and has no parent - clustered node "Cluster 4" is added; and 

- Cluster 5: compressed and has no parent - clustered node "Cluster 5" is added.  

Clusters 3, 4 and 5 are added to the graph in a position which is random or zero since it 

is first initialization.  

[0083] All the links of the base graph are also evaluated to determine the links to be 

included in the visualization graph as well as their strength. The procedure asses for 

each link the nodes visibility in the visualization graph and from this determines the link 
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to be eventually added. The operation proceeds as follow: 

- Link "1 - 11": nodes are both inside Cluster 3. Link is not added. Note that node 1 is 

actually inside Cluster 1 and node 11 is actually inside Cluster 2, but since Cluster 1 

and Cluster 2 are not visible in visualization graph the first visible parent is considered 

that is Cluster 3 either for Clusters 1 and 2; 

- Link "11 - 12": nodes are both inside Cluster 3. Link is not added; 

- Link "11 - 3": node 11 is inside Cluster 3 and node 3 inside Cluster 4, so the link 

"Cluster 3 - Cluster 4" with unitary strength is added. Note that node 11 is actually 

inside Cluster 2, but since cluster 2 is not visible in visualization graph the first visible 

parent is considered that is Cluster 3; 

- Link "2 - 3": nodes are both inside Cluster 4. Link is not added; 

- Link "3 - 4": nodes are both inside Cluster 4. Link is not added; 

- Link "1 - 10": nodes are both inside Cluster 3. Link is not added; 

- Link "1 - 8: node 1 is inside Cluster 3 and node 8 inside Cluster 5, so the link "Cluster 

3 - Cluster 5" with unitary strength is added. Note that node 1 is actually inside 

Cluster 1, but since cluster 1 is not visible in visualization graph the first visible parent 

is considered that is Cluster 3; 

- Link "10 - 6": node 10 is inside Cluster 3 and node 6 inside Cluster 5. The link 

"Cluster 3 - Cluster 5" is already present so its strength is increased from 1 to 2. Note 

that node 10 is actually inside Cluster 1, but since cluster 1 is not visible in 

visualization graph the first visible parent is considered that is Cluster 3; 

- Link "8 - 9": nodes are both inside Cluster 5. Link is not added; 

- Link "8 - 7": nodes are both inside Cluster 5. Link is not added; 

- Link "8 - 6": nodes are both inside Cluster 5. Link is not added; and 

- Link "5 - 6": nodes are both inside Cluster 5. Link is not added.  

The obtained visualization graph is therefore the following: 

Nodes= [{name = "Cluster 3", mass = 4, x = 0, y = 0}, {name = "Cluster 4", mass 

= 3, x = 0, y= 0}, {name = "Cluster 5", mass = 5, x = 0, y = 0}].  

Links = [{nodes = "Cluster 3 - Cluster 4", strength = 1}, {nodes = "Cluster 3 

Cluster 5", strength = 2}].  
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[0084] As already explained in the first example, the nodes coordinates are zero or 

undefined since no positioning has already been done. Such positioning can then be 

performed with the method described above. To speed up gravitational force evaluation 

it can also be used the method described in the US Patent Application n.17187821 filed 

on February, 2 8th, 2021, which is incorporated by reference. Therefore, the visualization 

graph after positioning can be represented with the following notation (Figure 6, wherein 

Clusters 3, 4 and 5 are numbered respectively 301, 401 and 501): 

Nodes= [{name = "Cluster 3", mass = 4, x = 2, y = 1}, {name = "Cluster 4", mass 

= 3, x = 7, y= 2}, {name = "Cluster 5", mass = 5, x = 3, y = 7}] 

Links = [{nodes = "Cluster 3 - Cluster 4", strength = 1}, {nodes = "Cluster 3 

Cluster 5", strength = 2}].  

[0085] Considering a transition of the distance value from 110 to 70, corresponding to 

a zoom in of the GUI decreasing the observer distance, Figure 7 illustrates the new 

visualization graph.  

[0086] Assuming a distance value equal to 70, the assessing comprises, for each of the 

clusters, calculating, by the computerized data processing unit, the distance ratio as ratio 

between the cluster radius and the predefined distance value. Therefore: 

- Cluster 1: distance ratio = 3,5 (110/20) > 2 - compressed; 

- Cluster 2: distance ratio = 3,5 (110/20) > 2- compressed; 

- Cluster 3: distance ratio = 1,75 110/40) < 2 - expanded; 

- Cluster 4: distance ratio = 2,33 (110/30) > 2 compressed; and 

- Cluster 5: distance ratio = 1.4 (110/50) < 2. Should be expanded but since its position 

is x = 3, y = 7 it results to be outside visualization window, so it remains compressed.  

[0087] The nodes and cluster nodes of the visualization graph can be represented 

therefore as: 

Nodes= [{name = "Cluster 1", mass = 2, x = 2, y = 1}, {name = "Cluster 2", mass 

= 2, x = 2, y= 1}, name = "Cluster 4", mass = 3, x = 7, y = 2}, {name = "Cluster 5", 

mass = 5, x = 3, y = 7}].  

Since the Cluster 1 and Cluster 2 have never been positioned, their position is set to the 

position of the parent Cluster 3 as calculated above (x = 2, y = 1).  
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[0088] All the links of the base graph are then evaluated to determine the links to be 

added in the new visualization graph. Therefore: 

- Link "1 - 11": node 1 is inside Cluster 1 and node 11 is inside Cluster 2. The link 

"Cluster 1 - Cluster 2" with unitary strength is added; 

- Link "11 - 12": nodes are both inside Cluster 2. Link is not added; 

- Link "11 - 3": node 11 is inside Cluster 2 and node 3 inside Cluster 4, so the link 

"Cluster 2 - Cluster 4" with unitary strength is added; 

- Link "2 - 3": nodes are both inside Cluster 4. Link is not added; 

- Link "3 - 4": nodes are both inside Cluster 4. Link is not added; 

- Link "1 - 10": nodes are both inside Cluster 3. Link is not added; 

- Link "1 - 8: node 1 is inside Cluster land node 8 inside Cluster 5, so the link "Cluster 

1 - Cluster 5" with unitary strength is added; 

- Link "10 - 6": node 10 is inside Cluster 1 and node 6 inside Cluster 5. The link 

"Cluster 1 - Cluster 5" is already present so its strength is increased from 1 to 2; 

- Link "8 - 9": nodes are both inside Cluster 5. Link is not added; 

- Link "8 - 7": nodes are both inside Cluster 5. Link is not added; 

- Link "8 - 6": nodes are both inside Cluster 5. Link is not added; and 

- Link "5 - 6": nodes are both inside Cluster 5. Link is not added.  

The obtained visualization graph is therefore the following: 

Nodes = [{name = "Cluster 1", mass = 2, x = 2, y = 1}, {name = "Cluster 2", mass 

= 2, x = 2, y = 1}, {name = "Cluster 4", mass = 3, x = 7, y = 2}, {name= "Cluster 5", 

mass = 5, x = 3, y = 7}] 

Links = [{nodes = "Cluster 1 - Cluster 2", strength = 1}, {nodes= "Cluster 2 

Cluster 4", strength = 1}, {nodes = "Cluster 1 - Cluster 5", strength = 2}].  

[0089] The positioning can then be performed with the method described above. To 

speed up gravitational forces evaluation it can also be used the method described in the 

US Patent Application n.17187821 filed on February, 2 8th, 2021, which is incorporated 

by reference. The positioned visualization graph can be represented with the following 

notation: 

Nodes = [{name = "Cluster 1", mass = 2, x = 1.5, y = 2}, {name = "Cluster 2", 
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mass = 2, x = 3, y = 0.5}, {name = "Cluster 4", mass = 3, x = 7, y = 2}, {name = "Cluster 

5", mass = 5, x = 3, y = 7}] 

The positioned visualization graph is represented in figure 7, where it is also shown the 

center position of expanded Cluster 3. This center position is referred as Cluster 3 central 

force (numbered as 311) since it is the position used for the calculation of the central 

forces as above described.  

[0090] Considering now a new transition of the distance value from 70 to 30, 

corresponding again to a zoom in of the GUI decreasing the observer distance. With 

such a distance value equal to 30, the assessing comprises, for each of the clusters, 

calculating, by the computerized data processing unit, the distance ratio as ratio between 

the cluster radius and the predefined distance value. Therefore: 

- Cluster 1: distance ratio = 1,5 (30/20) < 2 - expanded; 

- Cluster 2: distance ratio = 1,5 (30/20) < 2- expanded; 

- Cluster 3: distance ratio = 0,75 (30/40) < 2 - expanded; 

- Cluster 4: distance ratio= 1.0 (30/30) < 2 compressed since outside visualization 

window; and 

- Cluster 5: distance ratio= 0,6 (30/50) < 2. Compressed since outside visualization 

window.  

The nodes added to the visualization graph are therefore 

Nodes = [{name = "Node 1", mass = 1, x =1.5, y = 2}, {name = "Node 10", mass 

= 1, x = 1.5, y = 2}, {name = "Node 11", mass =1, x = 3, y = 0.5}, {name = "Node 12", 

mass = 1, x = 3, y = 0.5}, {name = "Cluster 4", mass = 3, x = 7, y = 2}, {name = "Cluster 

5", mass = 5, x = 3, y = 7}].  

The positions of nodes 1 and 10 are set both to the position of Cluster node 1 since they 

have never been expanded and similarly the positions of nodes 11 and 12 are set both to 

the position of cluster node 2 since they have never been expanded 

[0091] All the links of the base graph are also evaluated to determine the links to be 

added in the visualization graph. Therefore: 

- Link "1 - 11": nodes are both visible. The link "Node 1- Node 11" is added; 

- Link "11 - 12": nodes are both visible. The link "Node 11 - Node 12" is added; 
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- Link "11 - 3": node 11 is visible and node 3 inside Cluster 4, the link "Node 11 

Cluster 4" with unitary strength is added; 

- Link "2 - 3": nodes are both inside Cluster 4. Link is not added; 

- Link "3 - 4": nodes are both inside Cluster 4. Link is not added; 

- Link "1 - 10": nodes are both visible. The link "Node 1 - Node 10" is added; 

- Link "1 - 8: node 1 is visible and node 8 inside Cluster 5, so the link "Node 1 

Cluster 5" with unitary strength is added; 

- Link "10 - 6": node 10 is visible and node 6 inside Cluster 5. The link "Node 10 

Cluster 5" with unitary strength is added; 

- Link "8 - 9": nodes are both inside Cluster 5. Link is not added; 

- Link "8 - 7": nodes are both inside Cluster 5. Link is not added; 

- Link "8 - 6": nodes are both inside Cluster 5. Link is not added; and 

- Link "5 - 6": nodes are both inside Cluster 5. Link is not added.  

[0092] The visualization graph will have therefore the following notation: 

Nodes = [{name = "Node 1", mass = 1, x =1.5, y = 2}, {name = "Node 10", mass 

= 1, x = 1.5, y = 2}, {name = "Node 11", mass =1, x = 3, y = 0.5}, {name = "Node 12", 

mass = 1, x = 3, y = 0.5}, {name = "Cluster 4", mass = 3, x = 7, y = 2}, {name = "Cluster 

5", mass = 5, x = 3, y = 7}].  

Links = [{nodes = "Node 1 - Node 11", strength = 1}, {nodes = "Node 11 - Node 

12", strength = 1}, {nodes = "Node 11 - Cluster 4", strength = 1}, {nodes = "Node 1 

Node 10", strength = 1}, {nodes = "Node 1 - Cluster 5", strength = 1}, {nodes = "Node 

10 - Cluster 5", strength = 1}].  

[0093] The positioning can then be performed with the method described above. To 

speed up calculation of the gravitational forces can also be used the method described 

in the US Patent Application n.17187821 filed on February, 2 8th, 2021, which is 

incorporated by reference. The positioned visualization graph shown in Figure 8 can be 

represented with the following notation: 

Nodes = [{name = "Node 1", mass = 1, x = 2, y =2}, {name = "Node 10", mass= 

1, x = 1, y = 2.75}, {name = "Node 11", mass = 1, x= 3, y = 1}, {name = "Node 12", 

mass = 1, x = 2, y = 0.25}, {name = "Cluster 4", mass = 3, x = 7, y = 2}, {name= 
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"Cluster 5", mass = 5, x = 3, y = 7}] 

Links = [{nodes = "Node 1 - Node 11", strength = 1}, {nodes = "Node 11 - Node 

12", strength = 1}, {nodes = "Node 11 - Cluster 4", strength = 1}, {nodes = "Node 1 

Node 10", strength = 1}, {nodes = "Node 1 - Cluster 5", strength = 1}, {nodes = "Node 

10 - Cluster 5", strength = 1}].  

Figure 8 also reports the positions of the center of the expanded cluster 1, 2 and 3 that 

are used to compute the central forces as below described.  

[0094] Finally, a moving of the visualization window is herewith considered for the 

same second example. In particular, the observer distance is maintained with a value 

equal to 30, but the visualization window is moved along the x axis to cover the region 

with 5 < x < 9 and 0 < y < 5. The positioned visualization graph, as well as the 

visualization window are shown with a white background in Figure 9.  

[0095] With such a distance value equal to 30, the assessing comprises, for each of the 

clusters, calculating, by the computerized data processing unit, the distance ratio as ratio 

between the cluster radius and the predefined distance value. Therefore: 

- Cluster 1: distance ratio= 1,5 (30/20) < 2 - compressed since outside visualization 

window; 

- Cluster 2: distance ratio= 1,5 (30/20) < 2- compressed since outside visualization 

window; 

- Cluster 3: distance ratio= 0,75 (30/40) < 2 - compressed since outside visualization 

window; 

- Cluster 4: distance ratio= 1.0 (30/30) < 2 - expanded; and 

- Cluster 5: distance ratio= 0,6 (30/50) < 2. Compressed since outside visualization 

window.  

The nodes in the new visualization graph are therefore 

Nodes= [{name = "Cluster 3", mass = 4, x = 2, y = 1.5}, {name = "Node 2", mass 

= 1, x = 7, y =2}, {name = "Node 3", mass = 1, x = 7, y = 2}, {name = "Node 4", mass 

= 1, x = 7, y= 2}, {name = "Cluster 5", mass = 5, x = 3, y = 7}] 

[0096] With regard to Cluster 1, since it was previously expanded the center of the single 

cluster node along the x and y axes (xc, yc) and the relative positions (xr, yr) of the 
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nodes with respect to the center of the single cluster node have to be computed and 

stored as follow: 

- Center: xc = (2 + 1)/2 = 1.5, yc = (2 + 2.75)/2 = 2.375; 

- node 1: xr = 2 - 1.5 = 0.5, yr = 2 - 2.375 = -0.375; and 

- node 10: xr = 1 - 1.5 = -0.5, yr = 2.75 - 2.375 = 0.375.  

[0097] With regard to Cluster 2, since it was previously expanded the center of the single 

cluster node along the x and y axes (xc,yc) and the relative positions (xr,yr) of the nodes 

with respect to the center of the single cluster node have to be computed, and stored as 

follow: 

- Center: x = (3 + 2)/2 = 2.5, y = (1 + 0.25)/2 = 0.625; 

- node 11: xr = 3 - 2.5 = 0.5, yr = 1 - 0.625 = 0.375; and 

- node 12: xr = 2 - 2.5 = -0.5, yr = 0.25 - 0.625 = -0.375.  

[0098] With regard to Cluster 3, since it was previously expanded the center of the single 

cluster node along the x and y axes (xc,yc) and the relative positions (xr,yr) of its 

children with respect to the center of the single cluster node have to be computed and 

stored. The Center position is computed as the average of the positions of its children 

weighted by the mass, as follow: 

- Center: x = (2.5*2 + 1.5*2)/4=2, y= (0.635*2 + 2.37*2)/4=1.5; 

- Cluster 1: xr = 1.5 - 2 = -0.5, yr =2.375 - 1.5 = 0.875; and 

- Cluster 2: xr = 2.5 - 2 = 0.5, yr = 0.625 - 1.5 = -0.875.  

[0099] With regard to Nodes 2, 3 and 4, the initial position of the nodes is kept as the 

position of the Cluster 4 itself since it has never been expanded.  

[0100] All the links of the base graph are also evaluated to determine the links to be 

added in the visualization graph. Therefore: 

- Link "1 - 11": nodes are both inside Cluster 3. Link is not added; 

- Link "11 - 12": nodes are both inside Cluster 2. Link is not added; 

- Link "11 - 3": node 11 is inside Cluster 3 and node 3 is visible, the link "Cluster 3 

Node 3" with unitary strength is added; 

- Link "2 - 3": nodes are both visible. The link "Node 2 - Node 3" is added; 

- Link "3 - 4": nodes are both visible. The link "Node 3 - Node 4" is added; 
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- Link "1 - 10": nodes are both inside Cluster 3. Link is not added; 

- Link "1 - 8: node 1 is inside Cluster 3 and node 8 is inside Cluster 5, so the link 

"Cluster 3 - Cluster 5" with unitary strength is added; 

- Link "10 - 6": node 10 is inside Cluster 3 and node 6 inside Cluster 5. The link 

"Cluster 3 - Cluster 5" already exists so its strength is increased from 1 to 2; 

- Link "8 - 9": nodes are both inside Cluster 5. Link is not added; 

- Link "8 - 7": nodes are both inside Cluster 5. Link is not added; 

- Link "8 - 6": nodes are both inside Cluster 5. Link is not added; and 

- Link "5 - 6": nodes are both inside Cluster 5. Link is not added.  

The visualization graph will have therefore the following notation: 

Nodes= [{name = "Cluster 3", mass = 4, x = 2, y = 1.5}, {name = "Node 2", mass 

= 1, x = 7, y =2}, {name = "Node 3", mass = 1, x = 7, y = 2}, {name = "Node 4", mass 

= 1, x = 7, y =2}, {name = "Cluster 5", mass = 5, x = 3, y = 7}] 

Links= [{nodes = "Cluster 3 - Node 3", strength = 1}, {nodes = "Node 2 - Node 

3", strength= 1}, {nodes = "Node 3 - Node 4", strength = 1}, {nodes = "Cluster 3 

Cluster 5", strength = 2].  

Nodes 2, 3 and 4 since have never been previously expanded are placed initially at the 

position of Cluster 4 (central force of Cluster 4 numbered as 411). Cluster 3 is positioned 

instead at the coordinates as computed above.  

[0101] The positioning can then be performed with the method described above. To 

speed up gravitational forces' calculation can also be used the method described in the 

US Patent Application n.17187821 filed on February, 2 8th, 2021, which is incorporated 

by reference. The positioned graph in Figure 9 can be represented with the following 

notation: 

Nodes= [{name = "Cluster 3", mass = 4, x = 2, y = 1.5}, {name = "Node 2", mass 

= 1, x = 7.25, y = 3}, {name = "Node 3", mass = 1, x = 6.5, y = 2}, {name = "Node 4", 

mass = 1, x = 7.25, y = 1}, {name = "Cluster 5", mass = 5, x = 3, y = 7}] 

Links = [des = "Cluster 3 - Node 3", strength= 1}, {nodes = "Node 2 - Node 3", 

strength = 1}, {nodes = "Node 3 - Node 4", strength= 1}, {nodes = "Cluster 3 - Cluster 

5", strength = 2].  
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[0102] The present invention describes, therefore, a method capable to represent a large 

network using few computational resources by clustered graphs.  

[0103] In particular, the method according to the present invention ensures that for a 

selected distance value or for a selected visualization window each iteration is as fast as 

possible since the visualized graph (visualization graph) showed in the GUI includes 

only the visible elements.  

[0104] In particular, for the method according to the present invention three main 

aspects need to be considered. The method is fast enough to permit a smooth user 

experience in an interactive environment. The expansion and contraction operations 

ensure that the rest of the graph (the part that is not expanded or contracted) remains 

substantially unaffected, in this way it is much easier for the user to construct a mental 

map of represented graph and the user experience is smooth. Finally, when a cluster is 

contracted and then expanded the nodes return more or less to the position they had 

before the cluster was contracted and this ensures a smooth user experience since the 

user can preserve a mental map of the nodes disposition.  

[0105] The method according to the present invention allows an interactive approach 

that permits to increase the details that are seen in a graph as soon as the user zoom in.  

Substantially it can be considered as if the user is looking at the graph from a given 

distance and when the distance decreases the number of visible details increase. The 

visualization graph is therefore determined by the level of details to be shown.  

[0106] In order to ensure smooth positioning, expansion, and contraction, the method 

according to the present invention ensures that global forces acting on the graph, and 

that drive its positioning, are almost invariant for the expansion and contraction 

operations. In other words, if a cluster is expanded or contracted this should change only 

the local forces close to the cluster but should leave almost unchanged the forces on the 

rest of the graph. To achieve this target compressed clusters are treated as standard nodes 

(cluster nodes), with the attention that their mass is not just the mass of a single node 

but the sum of all the masses of the nodes inside the cluster. In this way when having a 

high-level view of the graph with few clusters visible, the calculations of just a few 

nodes is required, making the method extremely scalable.  
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[0107] Besides when expanding or compressing a cluster only the portion of the graph 

close to the cluster will be affected since the overall mass of the cluster will not change, 

and this will cause the pseudo gravitational forces to change only locally and remain 

almost invariant globally.  

[0108] A similar treatment is reserved also to links, that thanks to the link strength, 

ensure that the force that they exert will globally not change substantially with 

compressed or expanded clusters.  
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Claims 

1. A method for representing objects of a network in a GUI with a graph clustering 

comprising: 

- retrieving a base graph comprising all of said objects of said network as 

respective nodes and links between said nodes, wherein to each of said nodes is 

assigned a predefined node mass; 

- grouping two or more of said nodes in one or more clusters, by a computerized 

data processing unit, wherein each of said clusters comprises at least two of said 

nodes; 

- initializing said clusters, by said computerized data processing unit, by 

calculating the cluster mass and the cluster radius of each of said clusters; 

- assessing said clusters, by said computerized data processing unit, defining a 

visualization graph which represents said base graph as seen from a predefined 

distance value; and 

- positioning said visualization graph in said GUI; 

wherein said cluster mass of each of said clusters is calculated as sum of the node 

masses of all of said nodes arranged inside said cluster and of the child cluster 

masses of all of the child clusters arranged inside of said cluster, 

wherein said cluster radius of each of said cluster is calculated as product of said 

cluster mass with a predefined radius constant; 

wherein said assessing comprises: 

- creating an empty visualization graph; 

- calculating, by said computerized data processing unit, for each of said clusters 

the distance ratio as ratio between said cluster radius and said predefined 

distance value; 

- comparing said distance ratio, by said computerized data processing unit, with 

regard to a predefined distance ratio threshold; 

- compressing said cluster, by said computerized data processing unit, when said 

distance ratio is higher than said predefined distance ratio threshold, adding in 

said visualization graph a single compressed cluster node for all child nodes and 

all child clusters arranged inside said cluster to be compressed; 
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- expanding said cluster, by said computerized data processing unit, when said 

distance ratio is lower than said predefined distance ratio threshold, adding in 

said visualization graph a plurality of nodes for all child nodes and all child 

clusters arranged inside said cluster to be expanded; 

- adding, by said computerized data processing unit, in the visualization graph a 

link between two nodes if the same link between the same two nodes is present 

in the base graph; 

- adding, by said computerized data processing unit, in said visualization graph a 

link between said cluster and said node outside said cluster if a link was present 

between a node inside said cluster and said node outside said cluster in said base 

graph, wherein every time a link needs to be added between the same of said 

cluster and of said node outside said cluster a count of a link strength is increased 

of an integer unit; and 

- adding, by said computerized data processing unit, in said visualization graph a 

link between two of said clusters if a link was present between a node inside one 

of said clusters and a node inside the other of said clusters in said base graph, 

wherein every time a link needs to be added between the same of two of said 

clusters a count of a link strength is increased of an integer unit.  

2. The method for representing objects of a network in a GUI with a graph clustering 

according to claim 1, wherein said assessing and said positioning are iterated when 

said predefined distance value is changed.  

3. The method for representing objects of a network in a GUI with a graph clustering 

according to claim 1, wherein in said assessing said clusters are compressed if they 

are outside a predefined visualization window as a portion of the two-dimensional 

space in which said visualization graph is visualized in said GUI.  

4. The method for representing objects of a network in a GUI with a graph clustering 

according to claim 1, wherein said positioning of said visualization graph 

comprises: 

- assigning initial position to all of said nodes and of said cluster nodes; 

- computing the forces acting on each of said nodes and cluster nodes; 

- defining new position for said nodes and cluster nodes by means of a velocity 
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verlet algorithm; 

- storing said new positions; 

- iterating said computing, said defining and said storing until said nodes and said 

cluster nodes positions becomes stable.  

5. The method for representing objects of a network in a GUI with a graph clustering 

according to claim 4, wherein said assigning initial position consists of assigning 

to all of said nodes and of said cluster nodes inside an expanded of said clusters the 

coordinates of the cluster node position if said cluster has never been expanded 

before.  

6. The method for representing objects of a network in a GUI with a graph clustering 

according to claim 4, wherein said assigning initial position consists of assigning 

to all of said nodes and of said cluster nodes inside an expanded of said clusters the 

coordinates of the relative positions with respect to said cluster center position if 

the cluster has already been expanded.  

7. The method for representing objects of a network in a GUI with a graph clustering 

according to claim 6, wherein said storing comprises memorizing said cluster 

center position calculated as: 

-=0 mC * = _o mi * yi xc= - yc= 2-m 
0= =0 Mi 

wherein: 

- xc is the coordinate of cluster center along the x axis; 

- yc is the coordinate of cluster center along the y axis; 

- mi is the mass of the ih cluster element inside the cluster; 

- xi is the coordinate of the ih cluster element along the x axis; and 

- yi is the coordinate of the ih cluster element along the y axis.  

- n is the number of elements inside the cluster 

8. The method for representing objects of a network in a GUI with a graph clustering 

according to claim 7, wherein said storing comprises memorizing said relative 

positions calculated as: 

xri = xi - xc yri = yi - yc 

wherein: 
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- xri is the coordinate of the ih cluster element relative to the coordinate of the 

cluster center along the x axis; 

- yri is the coordinate of the ih cluster element relative to the coordinate of the 

cluster center along the y axis; 

- xc is the coordinate of cluster center along the x axis; 

- yc is the coordinate of cluster center along the y axis; 

- xi is the coordinate of the ih cluster element along the x axis; and 

- yi is the coordinate of the ih cluster element along the y axis.  

9. The method for representing objects of a network in a GUI with a graph clustering 

according to claim 4, wherein said computing the forces acting on each of said 

nodes and cluster nodes comprises computing link forces of said link as: 

Flxb-a = K * S * (xb - xa); Flyb-a = K * S * (yb - ya) 

and 

Flxa-b = K * S * (xa - xb); Flya-b = K * S * (ya - yb) 

respectively for said two nodes or cluster nodes "a" and "b" that form said link, 

wherein: 

- K is a predefined elastic constant; 

- S is said link strength for each of said link; 

- xa, ya are coordinates of the "a" node; 

- xa, yb are coordinates of the "b" node; 

- Flxb-a is the x component of the force that node "b" exerts on node "a"; 

- Flyb-a is the y component of the force that node "b" exerts on node "a"; 

- Flxa-b is the x component of the force that node "a" exerts on node "b"; 

- Flya-b is the y component of the force that node "a" exerts on node "b".  

10. The method for representing objects of a network in a GUI with a graph clustering 

according to claim 4, wherein said computing the forces acting on each of said 

nodes and cluster nodes comprises computing gravitational forces between each 

couple of said nodes and/or cluster nodes identifying the source and the receiver 

as: 

Fx = G * Ms * Mr * (xs -xr) / d^3; Fy = G * Ms * Mr * (ys -yr) / d^3 

wherein: 
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- Ms is the mass of said source; 

- Mr is the mass of said receiver; 

- xs, ys are the coordinates of said source; 

- xr, yr are the coordinates of said receiver; 

- d is the distance between said source and said receiver positions; 

- G is a predefined gravitational constant; 

- Fx is the x component of the force that the source exerts on the receiver; 

- Fy is the y component of the force that the source exerts on the receiver.  

11. The method for representing objects of a network in a GUI with a graph clustering 

according to claim 4, wherein said computing the forces acting on each of said 

nodes and cluster nodes comprises computing damping force for each of said nodes 

and/or cluster nodes as: 

Fdx = D * Vx; Fdy = D * Vy 

wherein: 

- Vx is the velocity of the node or cluster node along said x axis; 

- Vy is the velocity of the node or cluster node along said y axis; 

- D is a predefined damping constant; 

- Fdx is the x component of the damping force acting on node or cluster node; 

- Fdy is the y component of the damping force acting on node or cluster node.  

12. The method for representing objects of a network in a GUI with a graph clustering 

according to claim 4, wherein said computing the forces acting on each of said 

nodes and cluster nodes comprises computing central force for each of said nodes 

and/or cluster nodes as: 
N 

Fcx = C * x + C * leveli * (x - xci) 
i=0 

N 

Fcy = C * y + C * leveli * (y - yci) 
i=O 

wherein: 

- C is a predefined constant; 

- N is the number of clusters at which the node or cluster node recursively 
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belongs; 

- Level is the level of the ih cluster at which the node or cluster node belongs; 

- xci is the center coordinate along the x axis ih cluster at which the node or cluster 

node belongs; 

- yci is the center coordinate along the y axis of the ih cluster at which the node 

or cluster node belong; 

- x is the coordinate of the node or cluster node along the x axis; 

- y is the coordinate of the node or cluster node along the y axis; 

- Fcx: is the x component of the central force acting on node or cluster node; and 

- Fcy is the y component of the central force acting on node or cluster node.  
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