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STATUS-BASED READING AND
AUTHORING ASSISTANCE

BACKGROUND

[0001] Productivity applications include reading and
authoring tools for creating, editing, and consuming (e.g., by
viewing or listening) documents, presentations, spread-
sheets, databases, charts and graphs, images, video, audio,
and the like. These applications can be in the form of a word
processing software, spreadsheet software, personal infor-
mation management (PIM) and email communication soft-
ware, presentation programs, note taking/storytelling soft-
ware, diagram and flowcharting software, document
viewing software, web browser software, and the like.
Examples of productivity applications include the MICRO-
SOFT OFFICE suite of applications from Microsoft Corp.,
such as MICROSOFT WORD, MICROSOFT EXCEL,
MICROSOFT ONENOTE, all registered trademarks of
Microsoft Corp.

[0002] Within productivity applications, a command gen-
erally refers to a directive to perform a specific action related
to a feature available in the productivity application, and is
applied by a user clicking on an icon or character represent-
ing the particular feature or by performing some other action
(via touch or voice) to select the command. Examples of
commands within a productivity application include, but are
not limited to, save, open, copy, cut, paste, select all, undo,
redo, underline, highlight, increase/decrease font size, fill,
insert, scroll, search, and print. People use these productivity
applications to create, modify, and consume content.

BRIEF SUMMARY

[0003] Status-based reading and authoring assistance is
provided. According to certain examples, a status-based
reading and authoring assistance feature can automatically
determine a status of a user and automatically adapt reading
and authoring tools provided for display based on the
determined status. Advantageously, the status-based reading
and authoring assistance feature provides the right reading
and authoring tools at the right time, according to the current
use of the application. Indeed, the status-based reading and
authoring assistance feature not only provides appropriate
assistance to a user but can also start offering the appropriate
assistance at the right time.

[0004] During a user session with respect to a productivity
application that includes status-based reading and authoring
assistance, signals associated with a file can be received. The
signals can include one or more user actions and context
information. A status regarding the use of the file can be
determined using at least the signals. The status can com-
prise a reading status or an authoring status (or even a sub
status). Reading and authoring tools provided for a display
of the productivity application can be adapted based on the
status during the user session.

[0005] This Summary is provided to introduce a selection
of concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used to limit
the scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] FIGS. 1A and 1B illustrate example operating
environments for status-based reading and authoring assis-
tance.

Oct. 1, 2020

[0007] FIG. 2 illustrates an example process flow diagram
for providing status-based reading and authoring assistance
according to certain embodiments of the invention.

[0008] FIG. 3 illustrates an example implementation of
status-based reading and authoring assistance according to
an embodiment of the invention.

[0009] FIGS. 4A and 4B illustrate an example status
engine, where FIG. 4A illustrates a process flow for gener-
ating models and FIG. 4B illustrates a process flow for
operation.

[0010] FIGS. 5A-5C illustrate an example scenario for an
application with a status-based reading and authoring assis-
tance feature according to an example embodiment of the
invention.

[0011] FIGS. 6A-6C illustrate an example scenario for an
application with a status-based reading and authoring assis-
tance feature according to an example embodiment of the
invention.

[0012] FIGS. 7A and 7B illustrate components of example
computing systems that may carry out the described pro-
cesses.

DETAILED DESCRIPTION

[0013] Status-based reading and authoring assistance is
provided.
[0014] Productivity applications provide significant capa-

bilities at a person’s fingertips to create, modify, and con-
sume content. As these programs expand to include more
features and functions, the number of available commands
that a user can perform increases.

[0015] User interfaces for productivity applications gen-
erally include menus and toolbars that allow a user to access
features and functions of the application in order to execute
the commands. However, challenges arise regarding how to
provide the growing number of commands and features to a
user without taking over the user interface or inhibiting the
user from accomplishing their primary task.

[0016] According to certain examples, the described sta-
tus-based reading and authoring assistance feature can,
throughout a user session of an application, automatically
determine a status of a user and automatically adapt reading
and authoring tools provided for display based on the
determined status. Advantageously, the status-based reading
and authoring assistance feature provides the right reading
and authoring tools at the right time, according to the current
use of the application. Indeed, the status-based reading and
authoring assistance feature not only provides appropriate
assistance to a user but can also start offering the appropriate
assistance at the right time.

[0017] During a user session with respect to a productivity
application that includes status-based reading and authoring
assistance, signals associated with a file can be received. The
signals can include one or more user actions and context
information. A status regarding the use of the file can be
determined using at least the signals. The status can com-
prise a reading status or an authoring status (or even a sub
status). Reading and authoring tools provided for a display
of the productivity application can be adapted based on the
status during the user session.

[0018] A “status” refers to an activity indication regarding
the use of a file during a particular session for an interval of
time. Examples of a status include, but are not limited to, a
reading status and an authoring status. A reading status and
an authoring status may be broken down into more granular
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sub statuses. In some cases, a reading status may include a
skimming sub status, a scanning sub status, a deep reading
sub status, and an offline reading sub status. In some cases,
an authoring status may include a deep writing sub status, a
shallow writing sub status, an editing sub status, and a
reviewing sub status.

[0019] Through the integration of the described feature
with various productivity applications, interruptions to a
user’s productivity (e.g., spelling and grammar marks within
the authoring canvas) can be controlled by automatically
detecting the use of a file and adapting reading and authoring
assistance based on the status of a user.

[0020] As an illustrative example, if a user’s primary task
is a deep writing scenario (e.g., sitting down and putting
thoughts onto paper), the user may not want to be bothered
(e.g., may not want to see any default grammar or spelling
markings on the content they are authoring). Advanta-
geously, the status-based reading and authoring assistance
feature can automatically determine the user has a deep
writing status and can adapt reading and authoring assis-
tance based on the deep writing sub status. In this case, the
user may not be provided with any reading and authoring
assistance until the user’s primary task changes. Thus, the
user is not overwhelmed with a lot of tools and things to
check. Then, when the user starts to edit the content, the
status-based reading and authoring assistance feature can
automatically determine that the user now has an edit sub
status and adapt the reading and authoring tools to provide
the appropriate assistance.

[0021] The reading and authoring tools dynamically sur-
faced onto the user interface of the productivity application
are tools that exist in the productivity application. Instead of
simply presenting tools commonly used by most users in
general or even customized to a specific user’s general
activity at the launch of the program, reading and authoring
tools can be adapted at any time throughout and during use
of the program based on a determination of the status of the
user. Indeed, the reading and authoring tools can be specific
to the user’s current status and can change as needed
throughout a session. Any number of reading and authoring
tools—including notifications—may be surfaced on the user
interface either within the authoring canvas (e.g., on content)
or in a panel or menu.

[0022] FIGS. 1A and 1B illustrate example operating
environments for status-based reading and authoring assis-
tance. FIG. 1A illustrates an offline implementation; and
FIG. 1B illustrates an online implementation. Referring to
both FIGS. 1A and 1B, a user 100 may be interacting with
a computing device 110 when reading or authoring content
that may be suitable for status-based reading and authoring
assistance. The computing device 110 includes, among other
components, a local storage 120 on which an application 122
may be stored. The application 122 may be an application
with a status-based reading and authoring assistance feature
or may be a web browser or front-end application that
accesses the application with the status-based reading and
authoring assistance feature over the Internet or other net-
work. Application 122 includes a graphical user interface
130 that can provide a canvas 132 in which content may be
created or consumed and a pane or window 134 (or contex-
tual menu or other suitable interface) providing reading and
authoring tools. Application 122 may be any suitable pro-
ductivity application.
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[0023] In the offline scenario shown in FIG. 1A, user 100
may interact with a file displayed in the user interface 130.
The status-based reading and authoring assistance feature
(e.g., as part of application 122) can use a set of models 140
stored in the local storage 120 to determine a status. The
models 140 may be provided as part of the status-based
reading and authoring assistance feature and, depending on
the robustness of the computing device 110 may be a
‘lighter’ version (e.g., may have fewer feature sets) than
models available at a server.

[0024] The status-based reading and authoring assistance
feature can then adapt reading and authoring tools provided
for display based on the determined status. In some cases,
the status-based reading and authoring assistance feature
may use mappings 142 stored in the local storage 120 to
determine the one or more of the reading and authoring tools
that correspond to the determined status. The mappings can
include structured information mapping statuses to particu-
lar reading and authoring tools.

[0025] In the online scenario shown in FIG. 1B, user 100
may interact with a file displayed in the user interface 130.
The status-based reading and authoring assistance feature
(e.g., as part of application 122) can communicate with a
server 150 providing status-based reading and authoring
assistance services 152 that use one or more models 160 to
determine a status.

[0026] Insome cases, the status-based reading and author-
ing assistance services 152 can use a status data resource 162
and the determined status to adapt reading and authoring
tools provided for display. The status data resource can
include structured information mapping statuses to particu-
lar reading and authoring tools.

[0027] Insome cases, the status-based reading and author-
ing assistance services 152 can communicate the determined
status to the status-based reading and authoring assistance
feature (e.g., as part of application 122) and the status-based
reading and authoring assistance feature can then adapt
reading and authoring tools provided for display based on
the determined status.

[0028] FIG. 2 illustrates an example process flow diagram
for providing status-based reading and authoring assistance
according to certain embodiments of the invention. Some or
all of process 200 may be executed at, for example, server
150 as part of services 152 (e.g., server 150 may include
instructions to perform process 200). In some cases, process
200 may be executed entirely at computing device 110, for
example, as an offline version (e.g., computing device 110
may include instructions to perform process 200). In some
cases, process 200 may be executed at computing device 110
while in communication with server 150 to support status
determination (as discussed in more detail with respect to
FIG. 3).

[0029] Referring to FIG. 2, during a user session of a
productivity application, process 200 can include receiving
(205) signals associated with a file. In some cases, the
signals can be received in real time or near real time as the
user executing commands within an application.

[0030] The signals associated with the file can comprise
one or more user actions. The one or more user actions may
include user command actions from a user’s current active
session. For example, when a user executes commands
within an application (e.g., a command within a ribbon,
menu, or toolbar), the commands may be provided to the
service(s) as a stream of commands.
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[0031] In some cases, the signals associated with the file
can further include context information. The context infor-
mation may include, but is not limited to, a user name
(which may be used to obtain user history or user-specific
information that can be used to determine a status), user
history information (e.g., a past history of the user’s inter-
action with each reading and authoring tool and similar
documents), an application name (e.g., the application for
which content is being created/consumed), an application
state, application permissions (e.g., read only or read and
write), a file name (e.g., the name of the file being created/
consumed), a file type, file lifecycle information, content in
the file, a client type, or a combination thereof.

[0032] The process can further include determining (210)
a status regarding use of the file using at least the signals.
[0033] In some cases, machine learning is used to deter-
mine the status. In this case, the determining of the status can
include analyzing the signals using a status engine such as
described with respect to FIGS. 3, 4A, and 4B. The status
engine can include one or more models to analyze the
signals.

[0034] In some cases, the analysis of the signals can
produce a confidence value, such as a number between 0 and
1, which can indicate how likely it is that the user belongs
to a certain status.

[0035] In some cases, determining the status can be per-
formed in real time or near real time. In some cases, an initial
status may be determined when the user starts interacting
with a file. For example, any commands executed in the first
five seconds may be analyzed to determine an initial status.
Then, as the user continues to execute commands and new
signals are received, the status may be updated.

[0036] In some cases, the user’s status may change mul-
tiple times during an active session as new signals are
received. In an illustrative example, the user may start an
active session by reading the entire file. In this case, the
status of the user may be a read status or a deep read sub
status. Then, the user may start adding content to the end of
the file. In this case, the status of the user can update to an
authoring status or a shallow writing sub status.

[0037] In another illustrative example, the user may start
an active session by writing content in a file. In this case, the
status of the user may be an authoring status or deep writing
sub status. Then, the user may start editing the content they
wrote. In this case, the status of the user can update to a
different authoring status, such as an editing sub status.
[0038] Once the status is determined, the process further
includes adapting (215) reading and authoring tools pro-
vided for display based on the determined status. Adapting
the reading and authoring tools can include determining one
or more of the reading and authoring tools that correspond
to the determined status. The one or more of the reading and
authoring tools can be provided for display.

[0039] As previously discussed, in some cases, a status
data resource comprising structured information mapping
statuses to particular reading and authoring tools can be used
to determine the one or more of the reading and authoring
tools that correspond to the determined status.

[0040] In an illustrative example, the reading and author-
ing tools corresponding to a read status may include, but are
not limited to, a time to read tool, a read aloud tool, a
language tool, a decoding acronyms tool, a key point tool,
and a dictionary tool. In another illustrative example, the
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reading and authoring tools corresponding to a deep read sub
status may include, but are not limited to, a time to read tool
and a read aloud tool.

[0041] In an illustrative example, the reading and author-
ing tools corresponding to an authoring status may include,
but are not limited to, a grammar tool, a spelling tool, a
rewrite tool, a writing refinement tool, a dictionary tool, and
a thesaurus tool. In yet another illustrative example, the
reading and authoring tools corresponding to a deep read sub
status may include, but are not limited to, a grammar tool,
a spelling tool, a dictionary tool, and a thesaurus tool.

[0042] In some cases, a user with a deep read sub status
may not want to be bothered while reading a file. In this case,
the deep read sub status may include no reading and author-
ing tools. Similar to a deep read sub status, a user with a deep
writing sub status may not want to be bothered while
writing. In this case, no reading and authoring tools may
correspond to the deep writing sub status. For example, the
default grammar and spelling tools may be disabled or
hidden.

[0043] The reading tools and authoring tools may be
displayed to the user via a pane or window 134 as shown in
FIGS. 1A and 1B. In some cases, some default menus and
toolbars may be hidden when the provided reading and
authoring tools are displayed.

[0044] As previously described, the status may change as
new signals are received. As the state changes because of the
new signals received, the process further includes adapting
the reading and the authoring tools provided for the display
based on the determined status can include updating the
display with one or more of the reading and authoring tools
corresponding to an updated status.

[0045] FIG. 3 illustrates an example implementation of
status-based reading and authoring assistance according to
an embodiment of the invention. Referring to FIG. 3, user
actions 302 associated with a file can be received at status-
based reading and authoring assistance services 310. The
user actions 302 can be captured by an application 320, such
as application 122 as described with respect to FIGS. 1A and
1B. Aspects of service(s) 310 may themselves be carried out
on computing device 110 described with respect to FIGS. 1A
and 1B and/or may be performed at a server such as server
150 described with respect to FIG. 1B.

[0046] The user actions 302 provided to/received by ser-
vice(s) 310 may include user command actions from a user’s
current active session in the application 320. For example,
when a user executes commands within the application 320
(e.g., a command within a ribbon, menu, or toolbar, or even
a scrolling or typing action), the commands may be provided
to the service(s) as a stream of commands.

[0047] In some cases, context information may be
obtained by service(s) 310 from a variety of sources. For
example, service(s) 310 may communicate with the device
operating system to receive the context information. In
another example, the context information may be commu-
nicated by the application 320, for example, with the user
actions 302.

[0048] As previously described, the context information
may include, but is not limited to, a user name, user history
information, an application name, an application state, appli-
cation permissions, a file name, a file type, file lifecycle
information, content in the file, a client type, or a combina-
tion thereof.
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[0049] The user actions and context information (322)
may be communicated to a status engine 330, which may be
a machine learning or other artificial intelligence engine, for
determining a status.

[0050] The status engine 330 can determine a status of the
user by analyzing the user actions and context information
(322) using one or more models. Each of the one or more
models can be any suitable machine learning or other
artificial intelligence model and can employ, for example,
aggregated data. The model(s) can be used to determine
(e.g., predict) the most likely status based on a user’s actions
(and optionally context information).

[0051] As an illustrative example of analyzing user
actions, if the user actions include a print command, a
reading status may be the most appropriate status. As
another illustrative example, if the user actions include copy
and paste commands, an authoring status may be the most
appropriate status. As yet another illustrative example, if the
user actions include a save command, an authoring status
may be the most appropriate status.

[0052] As an illustrative example of analyzing context
information, if the application permission indicates a read-
only mode, a reading status may be the most appropriate
status. As another illustrative example, if the file lifecycle
information indicates the file is a new file, an authoring
status may be the most appropriate status. As yet another
illustrative example, if the client type indicates a mobile
device, a reading status may be the most appropriate status.
[0053] The result (e.g., determined status 334) of the
analysis at the status engine 330 can be returned to the
service(s) 310, which can adapt reading and writing tools
provided for display based on the determined status 334. The
service(s) 310 can determine one or more of the reading and
authoring tools that corresponds to the determined status and
provide the one or more of the reading and authoring tools
336 to the application 320 for display.

[0054] FIGS. 4A and 4B illustrate an example status
engine, where FIG. 4A shows a process flow for generating
models and FIG. 4B shows a process flow for operation.
Turning first to FIG. 4A, a status engine 400 may be trained
on various sets of data 410 to generate appropriate models
420.

[0055] The various sets of data 410 can include aggregated
session data. Aggregated session data can include anony-
mized session data for a plurality of users. That is, with user
permission, session data for each of a plurality of users may
be anonymized and used to generate models 420. The
session data (e.g., features) for each session can include, but
is not limited to, user actions, session length, read action
information (e.g., read action count), write action informa-
tion (e.g., write action count), other action information, file
extension, browser, document location (e.g., SharePoint or
Box file storage location), and file size.

[0056] The status engine 400 may continuously receive
additional sets of data 410, which may be processed to
update the models 420. As previously described, in some
cases, the models 420 can be stored locally, for example, as
an offline version. In some of such cases, the models 420
may continue to be updated locally.

[0057] The models 420 may include such models gener-
ated using any suitable machine learning or other artificial
intelligence process. It should be understood that the meth-
ods of performing the determination of a status include, but
are not limited to, hierarchical and non-hierarchical Bayes-
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ian methods; supervised learning methods such as logistic
regression, Support vector Machines, neural nets, bagged/
boosted or randomized decision trees, and k-nearest neigh-
bor; and unsupervised methods such as k-means clustering
and agglomerative clustering. In some cases, other methods
for clustering data in combination with computed auxiliary
features may be used by the status engine 400 as appropriate.

[0058] Turning to FIG. 4B, the models may be used to
identify particular statuses such that when signals 430 (e.g.,
user actions and context information) are provided to the
status engine 400, one or more models 420 can be used to
determine the status 440 for the user (such as also described
with respect to FIG. 3).

[0059] In some cases, k-means clustering can be used to
determine status by grouping similar sessions and discov-
ering underlying patterns. For example, each session in the
sets of data 410 can be clustered based on feature similarity.
A cluster refers to a collection of data points aggregated
together because of certain similarities. Each cluster may be
labeled with a status and can be assigned certain reading and
authoring tools. Then, during a user session having status-
based reading and authoring assistance, when new signals
are received for a session, the signals can be assigned to the
correct cluster having a corresponding status and assigned
reading and authoring tools.

[0060] In an illustrative example, a cluster having similar
features or characteristics such as, but not limited to, very
short sessions, file types including .PDF, .DOC, and .ODT,
printing and opening in client commands, less than average
file size, very few total read actions, “open file” commands
with no “new file” commands, no interacting with com-
ments, no saving commands, and no writing actions, may be
labeled with an offline reading sub status. The offline reading
sub status may be assigned, for example, a time to read tool.

[0061] In another example, a cluster having similar fea-
tures or characteristics such as, but not limited to, very large
files, very short sessions, find commands, no printing, and
no interacting with comments, may be labeled with a scan-
ning sub status. The scanning sub status may be assigned, for
example, a search tool and a key points tool.

[0062] In yet another example, a cluster having similar
features or characteristics such as, but not limited to, longer
than average session length, many write actions and low
read actions, such as many image and formatting, dictation,
typing, tables and pasting commands, saving file edits and
copies, and “new file” commands with no “open file”
commands, may be labeled with a deep writing sub status.
In some cases, the deep writing sub status may be assigned,
for example, a dictionary tool, a thesaurus tool, a grammar
and spelling tool, and a writing refinement tool. In some
cases, the deep writing sub status may not be assigned any
reading and authoring tools as a user with a deep writing sub
status may not want to be bothered.

[0063] FIGS. 5A-5C illustrate an example scenario for an
application with status-based reading and authoring assis-
tance according to an example embodiment of the invention.
Referring to FIG. 5A, a user may be working on a file 500
within an application that has a status-based reading and
authoring assistance feature. The status-based reading and
authoring assistance feature may be part of a background
process or ‘always running’ type of process such that reading
and authoring tools are provided to the user without a direct
request.
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[0064] A status determination may be made upon the user
opening the file 500 and beginning a current session. The
status may be determined by analyzing signals associated
with the file, such as user actions and context information.
[0065] In the illustrated example, the status is determined
to be a reading status. The signals indicating a reading status
can include, for example, the file 500 has been authored by
a different person, the user has not previously authored the
file 500, or the user only has read only access permissions
to the file 500. Additional signals indicating a reading status
can include, for example, the user has never saved the file
500 or the user is scrolling through or printing the file 500.
[0066] Referring to FIGS. 5B and 5C, a reading and
authoring tools pane (“tools pane”) 515 may be displayed.
The tools pane 515 may include reading and authoring tools
adapted based on the determined of the user, which in this
case is a reading status. In the illustrated example, the
reading and authoring tools that correlate with a reading
status include a time to read tool 520, a key points tool 525,
an acronyms tool 530, and a recommended files tool 535.
[0067] FIGS. 6A-6C illustrate an example scenario for an
application with status-based reading and authoring assis-
tance according to an example embodiment of the invention.
Referring to FIG. 6A, a user may be working on a file 600
within an application that has a status-based reading and
authoring assistance feature. The status-based reading and
authoring assistance feature may be part of a background
process or ‘always running’ type of process such that reading
and authoring tools are provided to the user without a direct
request.

[0068] A status determination may be made upon the user
opening the file 600 and beginning a current session. The
status may be determined by analyzing signals associated
with the file, such as user actions and context information.
[0069] In the illustrated example, the status is determined
to be an authoring status. The signals indicating an authoring
status can include, for example, that the file 600 is a new file,
the user is the owner of the file 600 or has previously saved
or edited the file 600 or the user has read and write access
permissions to the file 600. Additional signals indicating an
authoring status can include, for example, the user is typing
or executing copy and paste commands within the file 600.
[0070] Referring to FIGS. 6B and 6C, a reading and
authoring tools pane (“tools pane”) 615 may be displayed.
The tools pane 615 may include reading and authoring tools
adapted based on the determined of the user, which in this
case is an authoring status. In the illustrated example, the
reading and authoring tools that correlate with an authoring
status include a writing refinement tool 620, a style tool 625,
and a key points tool 630.

[0071] FIGS. 7A and 7B illustrate components of example
computing systems that may carry out the described pro-
cesses. Referring to FIG. 7A, system 700 may represent a
computing device such as, but not limited to, a personal
computer, a reader, a mobile device, a personal digital
assistant, a wearable computer, a smart phone, a tablet, a
laptop computer (notebook or netbook), a gaming device or
console, an entertainment device, a hybrid computer, a
desktop computer, a smart television, or an electronic white-
board or large form-factor touchscreen. Accordingly, more
or fewer elements described with respect to system 700 may
be incorporated to implement a particular computing device.
Referring to FIG. 7B, system 750 may be implemented
within a single computing device or distributed across
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multiple computing devices or sub-systems that cooperate in
executing program instructions. Accordingly, more or fewer
elements described with respect to system 750 may be
incorporated to implement a particular system. The system
750 can include one or more blade server devices, stand-
alone server devices, personal computers, routers, hubs,
switches, bridges, firewall devices, intrusion detection
devices, mainframe computers, network-attached storage
devices, and other types of computing devices.

[0072] In embodiments where the system 750 includes
multiple computing devices, the server can include one or
more communications networks that facilitate communica-
tion among the computing devices. For example, the one or
more communications networks can include a local or wide
area network that facilitates communication among the
computing devices. One or more direct communication links
can be included between the computing devices. In addition,
in some cases, the computing devices can be installed at
geographically distributed locations. In other cases, the
multiple computing devices can be installed at a single
geographic location, such as a server farm or an office.
[0073] Systems 700 and 750 can include processing sys-
tems 705, 755 of one or more processors to transform or
manipulate data according to the instructions of software
710, 760 stored on a storage system 715, 765. Examples of
processors of the processing systems 705, 755 include
general purpose central processing units (CPUs), graphics
processing units (GPUs), field programmable gate arrays
(FPGAs), application specific processors, and logic devices,
as well as any other type of processing device, combina-
tions, or variations thereof.

[0074] The software 710 can include an operating system
and application programs 720, including application 122
and/or services 152, as described with respect to FIGS. 1A
and 1B (and in some cases aspects of service(s) 310 such as
described with respect to FIG. 3). In some cases, application
720 can perform some or all of process 200 as described
with respect to FIG. 2.

[0075] Software 760 can include an operating system and
application programs 770, including services 152 as
described with respect to FIG. 1B and services 310 such as
described with respect to FIG. 3; and application 770 may
perform some or all of process 200 as described with respect
to FIG. 2. In some cases, software 760 includes instructions
775 supporting artificial intelligence or other implementa-
tion of a status engine such as described with respect to
FIGS. 3, 4A, and 4B. In some cases, system 750 can include
or communicate with artificial intelligence hardware 780 to
instantiate a status engine.

[0076] Insome cases, models (e.g., models 140, 160, 420)
may be stored in storage system 715, 765.

[0077] Storage systems 715, 765 may comprise any suit-
able computer readable storage media. Storage systems 715,
765 may include volatile and nonvolatile memories, remov-
able and non-removable media implemented in any method
or technology for storage of information, such as computer
readable instructions, data structures, program modules, or
other data. Examples of storage media of storage systems
715, 765 include random access memory, read only memory,
magnetic disks, optical disks, CDs, DVDs, flash memory,
magnetic cassettes, magnetic tape, magnetic disk storage or
other magnetic storage devices, or any other suitable storage
media. In no case do storage media consist of transitory,
propagating signals.
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[0078] Storage systems 715, 765 may be implemented as
a single storage device but may also be implemented across
multiple storage devices or sub-systems co-located or dis-
tributed relative to each other. Storage systems 715, 765 may
include additional elements, such as a controller, capable of
communicating with processing systems 705, 755.

[0079] System 700 can further include user interface sys-
tem 730, which may include input/output (I/O) devices and
components that enable communication between a user and
the system 700. User interface system 730 can include input
devices such as a mouse, track pad, keyboard, a touch device
for receiving a touch gesture from a user, a motion input
device for detecting non-touch gestures and other motions
by a user, a microphone for detecting speech, and other types
of input devices and their associated processing elements
capable of receiving user input.

[0080] The user interface system 730 may also include
output devices such as display screen(s), speakers, haptic
devices for tactile feedback, and other types of output
devices. In certain cases, the input and output devices may
be combined in a single device, such as a touchscreen
display which both depicts images and receives touch ges-
ture input from the user.

[0081] A natural user interface (NUI) may be included as
part of the user interface system 730 for a user (e.g., user 100
of FIGS. 1A and 1B) to input selections, commands, and
other requests, as well as to input content. Examples of NUI
methods include those relying on speech recognition, touch
and stylus recognition, gesture recognition both on screen
and adjacent to the screen, air gestures, head and eye
tracking, voice and speech, vision, touch, hover, gestures,
and machine intelligence. Accordingly, the systems
described herein may include touch sensitive displays, voice
and speech recognition, intention and goal understanding,
motion gesture detection using depth cameras (such as
stereoscopic or time-of-flight camera systems, infrared cam-
era systems, red-green-blue (RGB) camera systems and
combinations of these), motion gesture detection using
accelerometers/gyroscopes, facial recognition, 3D displays,
head, eye, and gaze tracking, immersive augmented reality
and virtual reality systems, all of which provide a more
natural interface, as well as technologies for sensing brain
activity using electric field sensing electrodes (EEG and
related methods).

[0082] Visual output may be depicted on a display in
myriad ways, presenting graphical user interface elements,
text, images, video, notifications, virtual buttons, virtual
keyboards, or any other type of information capable of being
depicted in visual form.

[0083] The user interface system 730 may also include
user interface software and associated software (e.g., for
graphics chips and input devices) executed by the OS in
support of the various user input and output devices. The
associated software assists the OS in communicating user
interface hardware events to application programs using
defined mechanisms. The user interface system 730 includ-
ing user interface software may support a graphical user
interface, a natural user interface, or any other type of user
interface.

[0084] Network interfaces 740, 785 may include commu-
nications connections and devices that allow for communi-
cation with other computing systems over one or more
communication networks (not shown). Examples of connec-
tions and devices that together allow for inter-system com-
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munication may include network interface cards, antennas,
power amplifiers, RF circuitry, transceivers, and other com-
munication circuitry. The connections and devices may
communicate over communication media (such as metal,
glass, air, or any other suitable communication media) to
exchange communications with other computing systems or
networks of systems. Transmissions to and from the com-
munications interface are controlled by the OS, which
informs applications of communications events when nec-
essary.

[0085] Alternatively, or in addition, the functionality,
methods and processes described herein can be imple-
mented, at least in part, by one or more hardware modules
(or logic components). For example, the hardware modules
can include, but are not limited to, application-specific
integrated circuit (ASIC) chips, field programmable gate
arrays (FPGAs), system-on-a-chip (SoC) systems, complex
programmable logic devices (CPLDs) and other program-
mable logic devices now known or later developed. When
the hardware modules are activated, the hardware modules
perform the functionality, methods and processes included
within the hardware modules.

[0086] Certain embodiments may be implemented as a
computer process, a computing system, or as an article of
manufacture, such as a computer program product or com-
puter-readable storage medium. Certain methods and pro-
cesses described herein can be embodied as software, code
and/or data, which may be stored on one or more storage
media. Certain embodiments of the invention contemplate
the use of a machine in the form of a computer system within
which a set of instructions, when executed by hardware of
the computer system (e.g., a processor or processing sys-
tem), can cause the system to perform any one or more of the
methodologies discussed above. Certain computer program
products may be one or more computer-readable storage
media readable by a computer system (and executable by a
processing system) and encoding a computer program of
instructions for executing a computer process. It should be
understood that as used herein, in no case do the terms
“storage media”, “computer-readable storage media” or
“computer-readable storage medium” consist of transitory
carrier waves or propagating signals.

[0087] Although the subject matter has been described in
language specific to structural features and/or acts, it is to be
understood that the subject matter defined in the appended
claims is not necessarily limited to the specific features or
acts described above. Rather, the specific features and acts
described above are disclosed as examples of implementing
the claims and other equivalent features and acts are
intended to be within the scope of the claims.

1. A method for status-based reading and authoring assis-
tance comprising:

during a user session of an application, receiving signals
associated with a file displayed in a user interface of the
application;

determining, using at least the signals associated with the
file, a status regarding use of the file displayed in the
user interface of the application, wherein the status
comprises a reading status or an authoring status;

adapting reading and authoring tools provided for display
in the user interface of the application based on the
determined status regarding the use of the file during
the user session;
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during the user session of the application, receiving new
signals associated with the file displayed in the user
interface of the application;

determining, using at least the new signals associated with

the file, an updated status regarding use of the file
displayed in the user interface of the application,
wherein the updated status comprises a reading status
or an authoring status; and

adapting the reading and authoring tools provided for

display in the user interface of the application based on
the determined updated status.

2. The method of claim 1, wherein the signals associated
with the file comprise one or more user actions.

3. The method of claim 1, wherein the signals associated
with the file comprise context information, the context
information comprising at least one of a user name, user
history information, an application name, an application
state, application permissions, a file name, a file type, file
lifecycle information, content in the file, and a client type.

4. The method of claim 1, wherein determining the status
regarding the use of the file comprises analyzing the signals
using a status engine.

5. The method of claim 4, wherein the status engine
comprises one or more models.

6. The method of claim 1, wherein adapting the reading
and authoring tools provided for display in the user interface
of the application based on the determined status regarding
the use of the file comprises:

determining a first set of the reading and authoring tools

that corresponds to the determined status; and
providing the first set of the reading and authoring tools
for display in the user interface of the application.

7. The method of claim 6, wherein adapting the reading
and authoring tools provided for the display based on the
determined updated status comprises:

determining a second set of the reading and authoring

tools that corresponds to the determined updated status;
and

providing the second set of the reading and authoring

tools for display in the user interface of the application
in place of the first set of the reading and authoring
tools.

8. The method of claim 1, wherein the determined status
is the reading status and the adapting reading and authoring
tools provided for display in the user interface of the
application based on the determined status comprises pro-
viding at least a read aloud tool and a time to read tool.

9. The method of claim 1, wherein the determined status
is the authoring status and the adapting reading and author-
ing tools provided for display in the user interface of the
application based on the determined status comprises pro-
viding at least a writing refinement tool and a rewrite tool.

10. A computer readable storage medium having instruc-
tions stored thereon that, when executed by a processing
system, perform a method comprising:

during a user session of an application, receiving signals

associated with a file displayed in a user interface of the
application;

determining, using at least the signals associated with the

file, a status regarding use of the file displayed in the
user interface of the application, wherein the status
comprises a reading status or an authoring status;
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adapting reading and authoring tools provided for display
in the user interface of the application based on the
determined status regarding the use of the file during
the user session;

during the user session of the application, receiving new

signals associated with the file displayed in the user
interface of the application;

determining, using at least the new signals associated with

the file, an updated status regarding use of the file
displayed in the user interface of the application,
wherein the updated status comprises a reading status
or an authoring status; and

adapting the reading and authoring tools provided for

display in the user interface of the application based on
the determined updated status.

11. The medium of claim 10, wherein the signals associ-
ated with the file comprise one or more user actions.

12. The medium of claim 10, wherein the signals associ-
ated with the file comprise context information, the context
information comprising at least one of a user name, user
history information, an application name, an application
state, application permissions, a file name, a file type, file
lifecycle information, content in the file, and a client type.

13. The medium of claim 10, wherein determining the
status regarding the use of the file comprises analyzing the
signals using a status engine, wherein the status engine
comprises one or more models.

14. The medium of claim 10, wherein adapting the
reading and authoring tools provided for display in the user
interface of the application based on the determined status
regarding the use of the file comprises:

determining a first set of the reading and authoring tools

that corresponds to the determined status; and
providing the first set of the reading and authoring tools
for display in the user interface of the application.

15. The medium of claim 14, wherein adapting the
reading and authoring tools provided for the display based
on the determined updated status comprises:

determining a second set of the reading and authoring

tools that corresponds to the determined updated status;
and

providing the second set of the reading and authoring

tools for display in the user interface of the application
in place of the first set of the reading and authoring
tools.

16. A system comprising:

a processing system;

a storage system; and

instructions stored on the storage system that, when

executed by the processing system, direct the process-

ing system to:

during a user session of an application, receive signals
associated with a file displayed in a user interface of
the application;

determine, using at least the signals associated with the
file, a status regarding use of the file displayed in the
user interface of the application, wherein the status
comprises a reading status or an authoring status;

adapt reading and authoring tools provided for display
in the user interface of the application based on the
determined status regarding the use of the file during
the user session;
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during the user session of the application, receive new
signals associated with the file displayed in the user
interface of the application;

determine, using at least the new signals associated
with the file, an updated status regarding use of the
file displayed in the user interface of the application,
wherein the updated status comprises a reading sta-
tus or an authoring status; and

adapt the reading and authoring tools provided for
display in the user interface of the application based
on the determined updated status.

17. The system of claim 16, wherein the signals associated
with the file comprise one or more user actions.

18. The system of claim 16, wherein the signals associated
with the file comprise context information, the context
information comprising at least one of a user name, user
history information, an application name, an application
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state, application permissions, a file name, a file type, file
lifecycle information, content in the file, and a client type.

19. The system of claim 16, wherein the instructions to
determine the status regarding the use of the file direct the
processing system to:

analyze the signals using a status engine, wherein the

status engine comprises one or more models.

20. The system of claim 16, wherein the instructions to
adapt the reading and authoring tools provided for display in
the user interface of the application based on the determined
status regarding the use of the file direct the processing
system to:

determine one or more of the reading and authoring tools

that corresponds to the determined status; and
provide the one or more of the reading and authoring tools
for the display in the user interface of the application.
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