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(57) ABSTRACT 

A data modulation apparatus includes: insertion means for 
inserting information bits into data at a predetermined inter 
val; conversion means for converting the data into which the 
information bits are inserted into an RLL code based on a 
modulation table that has a variable-length conversion rule: 
setting means for setting a control section that is used for 
calculating a value of the information bit; and determination 
means for determining the value of the information bit 
inserted into the control section that is different from a cal 
culation target by calculating the code of the control section. 
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DATA MODULATION APPARATUS, DATA 
MODULATION METHOD, DATA 
MODULATION PROGRAM, AND 

RECORDING MEDIUM 

BACKGROUND OF THE INVENTION 

0001 1. Field of the Invention 
0002 The present invention relates to a data modulation 
apparatus, a data modulation method, and a data modulation 
program, and more particularly, to a data modulation appara 
tus, a data modulation method, and a data modulation pro 
gram that can stabilize the recording and reproducing char 
acteristics. 
0003 2. Description of the Related Art 
0004. When data is transferred through a predetermined 
transmission line or is recorded on a recording medium Such 
as a magnetic disk, an optical disc, or a magneto optical disc, 
the data is modulated so as to be appropriate for the transmis 
sion line or the recording medium. As one of the modulation 
methods, block coding is known. In the block coding, a data 
row is divided into blocks in units (hereinafter, referred to as 
data words) formed of mixibits, and the data word is con 
verted into a code word formed of nxibits in accordance with 
an appropriate coding rule. Hereinafter, bits of a code word 
are also referred to as channel bits. When i=1, this code 
becomes a fixed-length code. On the other hand, when a 
plurality of “i's are selectable, in other words, when conver 
sion is performed by selecting a predetermined i from the 
range of 1 to imax (maximum i), the code becomes a variable 
length code. This code that is block-coded is denoted by a 
variable length code (d. km, n:r). 
0005. Here, i is referred to as a constraint length, and imax 
becomes r (maximum constraint length). In addition, d, for 
example, represents the minimum number of consecutive 
“O's interposed between consecutive“1's, that is, a minimum 
run of “O’s, and k represents the maximum number of con 
secutive “O's interposed between consecutive '1's, that is, a 
maximum run of '0's. 
0006 When the code word acquired as described above is 
recorded on an optical disc, a magneto optical disc, or the like, 
for example, for a compact disc (CD) or a mini disc (MD) 
(registered trademark), NRZI (NonReturn to Zero Inverted) 
modulation is performed in which “1” is for inversion and “O'” 
is for non-inversion based on a variable-length code row, and 
recording is performed based on an NRZI-modulated vari 
able-length code (hereinafter, referred to as a recording wave 
form row). This is referred to as markedge recording. On the 
other hand, for an ISO-standard magneto optical disc having 
a size of 3.5 inches and a capacity of 230 MB or the like, the 
code row for which recording modulation is performed is 
recorded without being modulated through NRZI modula 
tion. This is referred to as mark position recording. For a 
recording media having a high recording density that is cur 
rently used, the mark edge recording is widely used. 
0007 When a minimum inversion interval and a maxi 
mum inversion interval of the recording waveform row are 
Tmin and Tmax, in order to perform high-density recording 
in the direction of the linear speed, it is preferable that the 
minimum inversion interval Tmin is increased, that is, the 
minimum run d is increased. In addition, from the viewpoint 
of clock recovery, it is preferable that the maximum inversion 
interval Tmax is decreased, that is, the maximum runk is 
decreased. In a case where the overwrite characteristics are 
considered, it is preferable that Tmax/Tmin is decreased. In 
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addition, various modulation methods are proposed and are 
practically used by considering the conditions of a medium 
Such as significance of an increase in the detection window 
width Tw-m/n from the viewpoint of Jitter or S/N. 
0008 Here, in particular, the modulation methods that are 
proposed or practically used for an optical disc, a magnetic 
disk, a magneto optical disc, or the like will be briefly 
described. An EFM code (represented by (2,10:8,17:1)) that 
is used for a CD or an MD, an 8-16 code (represented by 
(2,10:1.2:1)) that is used for a DVD (Digital Versatile Disc), 
and an RLL (2,7) (represented by (2.7:m, n:r)) that is used for 
a PD (120 mm and a capacity of 650 MB) are RLL codes 
having a minimum run d=2. In addition, an RLL (1.7) (rep 
resented by (1.7:2, 3:r)) that is used for an MD-DATA2 or an 
ISO-standard 3.5 inch MO (a capacity of 640 MB) is an RLL 
code having a minimum run d=1. In addition, an RLL code 
(Run Length Limited code) having a minimum run d-1 in 
which the size of the minimum mark or the conversion effi 
ciency is balanced is widely used in a recording and repro 
ducing apparatus of a disc Such as an optical disc or a magneto 
optical disc having a high recording density, which is cur 
rently developed and researched. 
0009 For example, the modulation table of the variable 
length RLL (1.7) code is a table as follows. 

TABLE 1 

RLL(1.7):(d. k.m. n:r) = (1.7:23:2 

Data Pattern Code Pattern 

i = 1 11 OOx 
10 O10 
O1 1Ox 

i = 2 OO11 OOOOOx 
OO10 OOOO10 
OOO1 1OOOOx 
OOOO 100 010 

0010 Here, a symbol X represented in the modulation 
table is “1” when the next following channel bit is “0”. On the 
other hand, the symbol x is “0” when the next following 
channel bit is “1”. Here, the maximum constraint length ris 2. 
0011. The parameter of the variable-length RLL (1.7) is 
(1.7:2, 3.2). Thus, when the bit interval of the recording 
waveform row is T, the minimum inversion interval Tmin 
represented by (d+1)-T becomes 2 (1+1)-T. When the bit 
interval of the data row is Todata, the minimum inversion 
interval Tmin represented by (m/n)x2 becomes 1.33 (-(2/3)x 
2) Talata. In addition, the maximum inversion interval Tmax 
represented by (k+1)-T is Tmax=8 (-7+1)-T (=(m/n)x 
8Tdata=(2/3)x8Tdata=5.33 Talata). Furthermore, the detec 
tion window width Twis represented by (m/n)xTalata, and the 
value of Tw=0.67(=%) Tdata. 
0012. In the channel bit row for which the modulation 
according to the RLL (1,7) shown in Table 1 is performed, the 
occurrence frequency of 2T that is Tmin is the highest, and 
thereafter the occurrence frequency is higher in order of 3T. 
4T, 5T, 6T, . . . . Then, when 2T that is the minimum run 
(Tmin) is repeated, in other words, when edge information is 
generated much in a short period, it is frequently advanta 
geous for clock recovery. 
0013 For example, when the recording linear density is 
increased further in the recording and reproducing an optical 
disc, the minimum run becomes a portion in which error can 
easily occur. The reason for this is as follows. When a disc is 
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reproduced, the waveform output of the minimum run is 
smaller than that of other run and can be easily influenced, for 
example, by defocusing, tangential tilt, or the like. In addi 
tion, the reproduction of consecutive minimum mark record 
ing in a high recording linear density can be easily influenced 
by external disturbances such as noise. Accordingly, error in 
the data reproduction can easily occur. As an erroneous pat 
tern of data reproduction for Such a case, there is a case where 
a leading edge to a falling edge of the consecutive minimum 
marks erroneously shifts together. In other words, the occur 
ring bit error length propagates from the start to the end of a 
section in which the minimum run continues. Accordingly, 
there is a problem that the propagation of the error is long. 
0014. In order to stabilize a case where data is recorded 
and reproduced with a high linear density, it is effective to 
limit the continuation of the minimum run. 

0.015. On the other hand, when data is recorded on a 
recording medium or data is transferred, coding modulation 
that is appropriate for the recording medium or the transmis 
sion line is performed. However, when a low-frequency band 
component is included in the modulated code, for example, 
various error signals such as tracking error in servo control of 
a disk device may easily change or jitter can easily occur. 
Accordingly, it is preferable that the low-frequency band 
component of the modulated code is suppressed possibly as it 
can be. 

0016. As a method of suppressing the low-frequency band 
component, there is DSV (Digital Sum Value) control. ADSV 
represents a sum when the channel bit row is allowed to be 
NRZI (that is, level-coded) so as to be a recording code row 
and the codes are added as “+1 for “1” of the bit row (symbol 
of data) and as “-1” for “0” of the bit row. The DSV becomes 
a reference for a low-frequency band component of the 
recording code row. By decreasing the absolute value of the 
positive or negative shake of the DSV, in other words, by 
performing the DSV control, a DC component of the record 
ing code row is excluded, and accordingly, the low-frequency 
band component is suppressed. 
0017. The DSV control is not performed for the modulated 
code that is modulated based on the variable-length RLL (1, 
7) table shown in Table 1. The DSV control for such a case is 
implemented by calculating the DSV at a predetermined 
interval in the coding row after modulation (the channel bit 
row) and inserting a predetermined DSV bit into the coding 
row (the channel bit row) (for example, JP-A-11-177431). 
0018. The number of DSV bits inserted into the channel 

bit row is determined on the basis of the minimum run d. 
When DSV bits are inserted in arbitrary positions within a 
code word so as to maintain the minimum run for the case of 
d=1, the necessary number of bits is 2 (d+1) channel bits. In 
addition, in order to maintain the maximum run, the neces 
sary number of bits is (=2x(d+1)) channel bits in a case where 
the DSV bits are inserted in arbitrary positions within a code 
word. When the DSV control is performed with the number of 
channel bits less than the above-described number of channel 
bits, there is a case where it is difficult to perform the DSV 
control depending on the prior or next pattern. 
0019. In the RLL (1,7) code in which (d. km, n)=(1,7:2, 
3), when the DSV bits are converted into data together with 
the conversion ratio, the DSV bits correspond to 4 channel 
bitsx2/3=8/3–2.67 data (2.67 Talata). 
0020. The DSV bits are basically redundant bits. Accord 
ingly, when the efficiency of the code conversion is consid 
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ered, it is preferable that the number of the DSV bits is 
decreased possibly as it can be. 
0021. In addition, it is preferable that the minimum rund 
and the maximum runk are not changed by the inserted DSV 
bits. The reason for this is that changes in (d, k) influence the 
recording and reproducing characteristics. 
0022. However, in the actual RLL code, the minimum run 
has significant influence on the recording and reproducing 
characteristics, and accordingly, the minimum run is neces 
sarily maintained. However, the maximum run is not neces 
sarily maintained. Thus, depending on the situations, there is 
a format in which a pattern that breaks the maximum run is 
used as a synchronization pattern. The maximum run of the 
8-16 code of the DVD (Digital Versatile Disc) is 11T. How 
ever, for example, 14T exceeding the maximum run is given 
in a synchronization pattern portion so as to increase the 
detection capability of the Synchronization pattern. 

SUMMARY OF THE INVENTION 

0023. However, even when DSV control is defined to be 
performed in the format, there are cases where the DSV 
control is not necessary depending on the system. In a case 
where Suppression of a DC component is not necessary for the 
format that is predetermined in the system, the bits used for 
the DSV control that are inserted at a predetermined interval 
become redundant bits. 
0024. In addition, even when suppression of the DC com 
ponent is necessary, in a case where the Suppression of the DC 
component is performed more than necessary for the format 
predetermined in the system, the bits used for the DSV con 
trol that are inserted at a predetermined interval may be con 
sidered as being redundant. 
0025 Thus, it is desirable to stabilize the recording and 
reproducing characteristics while using a predetermined for 
mat. 

0026. According to an embodiment of the present inven 
tion, there is provided a data modulation apparatus including: 
insertion means for inserting information bits into data at a 
predetermined interval; conversion means for converting the 
data into which the information bits are inserted into an RLL 
code based on a modulation table that has a variable-length 
conversion rule; setting means for setting a control section 
that is used for calculating a value of the information bit; and 
determination means for determining the value of the infor 
mation bit inserted into the control section that is different 
from a calculation target by calculating the code of the control 
section. 
0027. The above-described setting means may set a block 
of the control section between a last bit of a data pattern 
immediately prior to the information bit and a next bit with 
the information bit inserted into the data used as a reference. 
0028. The above-described insertion means may insert the 
information bit having the value calculated based on the code 
of the control section that becomes a calculation target into 
the control section that is positioned on the backward side of 
the control section that becomes a calculation target. 
0029. It may be configured that the above-described set 
ting means sets a DSV control section and aparity calculating 
section as the control section that becomes the calculation 
target, the above-described determination means calculates a 
DSV based on the code of the DSV control section that 
becomes a calculation target as the information bit and cal 
culates parity of the parity calculating section that becomes a 
calculation target as the information bit, and the above-de 
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scribed insertion means inserts the information bit of the DSV 
calculated based on the code of the DSV control section that 
becomes the calculation target into the DSV control section 
that becomes a calculation target and inserts the information 
bit of the parity of the parity calculating section that becomes 
the calculation target into the parity calculating section that is 
positioned on the backward side of the parity calculating 
section that becomes the calculation target. 
0030 The parity calculating section and the DSV control 
section may be sections different from each other. 
0031. The above-described insertion means may insert 
identification information that indicates insertion of the infor 
mation bit into a synchronization signal. 
0032. The RLL code having the variable-length rule may 
have a parity conserving pattern in the relationship between 
the data before conversion and the code after the conversion. 

0033. The table of the RLL code having the variable 
length rule may have a minimum run d-1, a maximum run 
k=7, a basic data length m=2, and a basic code word length 
in 3, and has a rule in which continuation of the minimum run 
is limited to a predetermined limited number of times or less 
as the conversion rule. 

0034. The above-described setting means may set a block 
immediately after a bit positioned a predetermined number of 
bits prior to the information bit with the information bit 
inserted into the data used as a reference. 

0035. According to another embodiment of the present 
invention, there is provided a data modulation method of a 
data modulation apparatus that includes insertion means, 
conversion means, setting means, and determination means. 
The data modulation method includes the steps of inserting 
information bits into data at a predetermined interval by using 
the insertion means; converting the data into which the infor 
mation bits are inserted into an RLL code based on a modu 
lation table that has a variable-length conversion rule by using 
the conversion means; setting a control section that is used for 
calculating a value of the information bit by using the setting 
means; and determining the value of the information bit 
inserted into the control section that is different from a cal 
culation target by calculating the code of the control section 
by using the determination means. 
0036. According to still another embodiment of the 
present invention, there is provided a program that allows a 
computer to serve as insertion means, conversion means, 
setting means, and determination means. The insertion means 
inserts information bits into data at a predetermined interval, 
the conversion means converts the data into which the infor 
mation bits are inserted into an RLL code based on a modu 
lation table that has a variable-length conversion rule, the 
setting means sets a control section that is used for calculating 
a value of the information bit, and determination means for 
determining the value of the information bit inserted into the 
control section that is different from a calculation target by 
calculating the code of the control section. 
0037 According to one embodiment of the present inven 

tion, the insertion means inserts information bits into data at 
a predetermined interval; the conversion means converts the 
data into which the information bits are inserted into an RLL 
code based on a modulation table that has a variable-length 
conversion rule; the setting means sets a control section that is 
used for calculating a value of the information bit; and the 
determination means determines the value of the information 

Apr. 14, 2011 

bit inserted into the control section that is different from a 
calculation target by calculating the code of the control sec 
tion. 
0038 According to yet another embodiment of the present 
invention, there is provided a recording medium that is 
recorded by using a channel bit that is modulated in accor 
dance with the above-described data modulation method. 
0039. According to still yet another embodiment of the 
present invention, there is provided a data modulation appa 
ratus including: insertion means for inserting information bits 
into data at a predetermined interval; conversion means for 
converting the data into which the information bits are 
inserted into an RLL code based on a modulation table that 
has a variable-length conversion rule; setting means for set 
ting a control section that is used for calculating a value of the 
information bit; and determination means for determining the 
value of the information bit inserted into the control section 
by calculating the code of the control section. The insertion 
means inserts identification information relating to a position 
of a block of the control section into a synchronization signal. 
0040. According to further another embodiment of the 
present invention, there is provided a data modulation method 
of a data modulation apparatus including: insertion means for 
inserting information bits into data at a predetermined inter 
val; conversion means for converting the data into which the 
information bits are inserted into an RLL code based on a 
modulation table that has a variable-length conversion rule: 
setting means for setting a control section that is used for 
calculating a value of the information bit; and determination 
means for determining the value of the information bit 
inserted into the control section by calculating the code of the 
control section. The insertion means inserts identification 
information relating to a position of a block of the control 
section into a synchronization signal. 
0041 According to still further another embodiment of the 
present invention, there is provided a program that allows a 
computer to serve as: insertion means for inserting informa 
tion bits into data at a predetermined interval; conversion 
means for converting the data into which the information bits 
are inserted into an RLL code based on a modulation table 
that has a variable-length conversion rule; setting means for 
setting a control section that is used for calculating a value of 
the information bit; and determination means for determining 
the value of the information bit inserted into the control 
section by calculating the code of the control section. The 
insertion means inserts identification information relating to a 
position of a block of the control section into a synchroniza 
tion signal. 
0042. According to yet further another embodiment of the 
present invention, there is provided a recording medium that 
is recorded by using a channel bit that is modulated in accor 
dance with the above-described data modulation method. 
0043. According to another one embodiment of the 
present invention, the insertion means inserts information bits 
into data at a predetermined interval, the conversion means 
converts the data into which the information bits are inserted 
into an RLL code based on a modulation table that has a 
variable-length conversion rule, the setting means sets a con 
trol section that is used for calculating a value of the infor 
mation bit, and the determination means determines the value 
of the information bit inserted into the control section by 
calculating the code of the control section. The insertion 
means inserts identification information relating to a position 
of a block of the control section into a synchronization signal. 
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0044 As described above, according to the embodiments 
of the present invention, the recording and reproducing char 
acteristics can be further stabilized. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0045 FIG. 1 is a block diagram representing the basic 
configuration of a data modulation apparatus according to an 
embodiment of the invention. 
0046 FIG. 2 is a block diagram representing the configu 
ration of a data modulation apparatus according to an 
embodiment of the invention. 
0047 FIG. 3 is a flowchart illustrating a recording code 
row generating process. 
0048 FIG. 4 is a flowchart illustrating a control section 
Setting process. 
0049 FIGS.5A and 5B are diagrams illustrating a control 
section setting process. 
0050 FIG. 6 is a diagram illustrating a DSV control sec 

tion. 
0051 FIG. 7 is a diagram illustrating a parity calculating 
section. 
0052 FIG. 8 is a block diagram representing the configu 
ration of a data modulation apparatus according to an 
embodiment of the invention. 
0053 FIG. 9 is a diagram illustrating a DSV control sec 
tion and a parity calculating section. 
0054 FIG. 10 is a diagram illustrating a DSV control 
section and a parity calculating section. 
0055 FIG. 11 is a diagram illustrating a DSV control 
section and a parity calculating section. 
0056 FIG. 12 is a block diagram representing the configu 
ration of a data modulation apparatus according to another 
embodiment of the present invention. 
0057 FIG. 13 is a block diagram representing the configu 
ration of a personal computer according to an embodiment of 
the present invention. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0058. Hereinafter, modes for carrying out the present 
invention (hereinafter referred to as embodiments) will be 
described. The description will be described in the following 
order. 

1. First Embodiment 

2. Second Embodiment 

1. First Embodiment 

Modulation Table 
0059 First, a modulation table that is used in an embodi 
ment of the present invention will be described. 
0060 Table 2 is a modulation method of the 1,7PP code 
corresponding to a higher recording density, compared to a 
modulation method represented in Table 1. 

TABLE 2 

Data Pattern Code Pattern 

11 *O: 
10 OO1 
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TABLE 2-continued 

O1 O10 
OO11 O10 100 
OO10 O1 OOOO 
OOO1 OOO 100 
OOOO11 OOO 100 100 
OOOO10 OOO 100 OOO 
OOOOO1 O10 100 100 
OOOOOO O10 1 OOOOO 
110111 
OOOO1OOO 
OOOOOOOO 

001 000 000 (next 010) 
OOO 100 100 100 
O10 100 100 100 

If xx1 the O* = OOO 
XX0 then *O* = 101 

Sync & Termination 
#01 001 000 000 001 000 000 001 (24 channel bits) 
# = 0 not terminate case 
# = 1 terminate case 

Termination table 

OO OOO 
OOOO O10 100 
110111 001 000 000 (next 010): 

0061. When next channel bits are '010, convert 1 1 01 11 
to 001 000 000. is converted into a code pattern “101. 
0062. The basic pattern included in the modulation table 
of Table 2 has a variable-length structure. In other words, the 
number of the basic patterns of the case where a constraint 
length i=1 is configured as three (three including “*0*. 
“001, and “010), which is smaller than the necessary num 
ber of four (2 m=22=4). As a result, when a data row is 
converted, there is a data row that is difficult to convert with 
the constraint length i=1 alone. Consequently, in Table 2, in 
order to convert all the data rows (in order to establish a 
modulation table), reference is made to the basic patterns of 
the constraint length i up to three. 
0063. In addition, the modulation table of Table 2 has a 
substitution pattern that limits the continuation of the mini 
mum rund. Accordingly, when the data patternis “(110111). 
a code word row that follows the data pattern is referred to. 
Then, in a case where the code word row is "010, the data 
pattern is substituted with a six-data pattern code pattern"001 
000 000'. On the other hand, in a case where the following 
code word row is not “010, the data pattern is converted into 
a code pattern on the basis of two data units (11), (01), and 
(11)). Thus, the data pattern is converted into a code word 
“*0*010*0*'. Accordingly, for the code word row acquired 
by converting the data, the continuation of the minimum run 
is limited. Thus, the minimum run is repeated at a maximum 
of six times. 

0064. In the modulation table of Table 2, the maximum 
constraint length r 4. The conversion patterns at the con 
straint length i 4 are configured by Substitution patterns 
(maximum run assuring patterns) for implementing the maxi 
mum runk=7. In other words, a data pattern “(00001000) is 
configured to be converted into a code pattern “000 100 100 
100', and a data pattern “(00000000)” is configured to be 
converted into a code pattern"010 100 100 100'. Eveninsuch 
a case, the minimum run d=1 can be maintained. 
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0065. Furthermore, in Table 2, in order to interpose a syn 
chronization pattern between code patterns, in a case where a 
data row is to be terminated at an arbitrary position, a termi 
nation pattern is used, so that a data row becomes a termina 
tion position at “(00)” or “(0000). The leading one code 
word of the inserted synchronization pattern is an identifica 
tion bit of the termination pattern use. Thus, when the termi 
nation pattern is used, the leading code word of the immedi 
ately following synchronization pattern row is “1”. On the 
other hand, when the termination pattern is not used, the the 
leading code word of the immediately following synchroni 
zation pattern row is “0”. In addition, in order to detect the 
identification bit of the termination pattern use and the syn 
chronization pattern described above, the synchronization 
pattern represented in Table 2 is configured by a total of a 
24-code word by repeating the code pattern of k=8, which 
exceeds the maximum runk 7, two times. 
0066. The conversion patterns shown in Table 2 have a 
conversion rule in which the remainder when the number of 
“1's as the elements of the data pattern is divided by two and 
the remainder when the number of '1's as the elements of the 
converted code pattern is divided by two are equal to one or 
Zero. In other words, in Table 2, there is a conversion rule in 
which any elements corresponding to each other have an even 
or odd number of '1's. In other words, in Table 2, there is a 
pattern in which parity is conserved in the relationship 
between the data before the conversion and the code after the 
conversion. For example, of the conversion patterns, the data 
pattern “(000001) corresponds to the code pattern “010 100 
100'. Here, the number of '1's as the elements thereof is one 
in the data patternand three in the code pattern corresponding 
thereto. Thus, the remainder when the number of '1's 
included in either the data pattern or the corresponding code 
pattern is divided by two is the same as one (an odd number). 
Similarly, of the conversion patterns, the data pattern 
“(000000)” corresponds to the code pattern “010 100 000”. 
Here, the number of “1's is zero in the data pattern, and the 
number of “1's is two in the code pattern corresponding 
thereto. Thus, the remainder when the number of '1's 
included in the data pattern or the code pattern corresponding 
thereto is divided by two is the same as Zero (an even number). 
0067 Next, a method of performing DSV control will be 
described. General DSV control such as the case of the RLL 
(1.7) code represented in Table 1, for example, is performed 
by modulating a data row and then adding DSV bits of at least 
(d+1) bits to a channel bit row after modulation at a predeter 
mined interval in a case where DSV control is not performed 
on a modulation table. Also in a case where the modulation 
table as represented in Table 2 is used, the DSV control can be 
performed similarly to the general case. However, by utilizing 
the relationship between the data pattern and the code pattern 
that is represented in Table 2, the DSV control can be per 
formed more efficiently. In other words, in the modulation 
table, there is a conversion rule in which the remainder when 
the number of “1's as the elements of the data pattern is 
divided by two and the remainder when the number of “1's as 
the elements of the code pattern is divided by two are the 
equal to one or Zero. At this time, inserting a DSV bit of “1” 
representing “inversion' or “0” representing “non inversion 
into the channel bit row as described above is equivalent to 
inserting a DSV bit of “(1)” for “inversion” or “(0)” for “non 
inversion' into the data bit row. 

0068. For example, in Table 2, in a case where a DSV bit 
is configured to be added after three bits of “(001), for which 
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data conversion is performed, is followed, the data becomes 
“(001x) (here, X is one bit of “0” or “1”). Here, when “0” is 
given to X, in the modulation table of Table 2, conversion of 
the data pattern "0010” into a code pattern “010 000” is 
performed. On the other hand, when “1” is given to X, con 
version of data pattern “0011” into a code pattern “010 100 
is performed. When a level code row is generated by perform 
ing NRZI for the code word row, these become as follows. 

Data Pattern Code Pattern Level Code Row 

OO10 O10 OOO O11111 
OO11 O10 100 O11 OOO 

0069. Thus, the last three bits of the level code rows are 
inverted with respect to each other. This represents that the 
DSV control can be performed within the data row by select 
ing "(1) and “(0)” as the DSV bit x. 
(0070. When the redundancy according to the DSV control 
is considered, performing the DSV control using one bit 
within the data row corresponds to performing the DSV con 
trol using 1.5 channel bits, based on the conversion ratio 
(m:n=2:3) represented in Table 2, in terms of the channel bit 
row. In the RLL (1,7) table as Table 1, in order to perform the 
DSV control, it is necessary to perform the DSV control for 
the channel bit row. In such a case, in order to maintain the 
minimum run, at least two channel bits are necessary, and the 
redundancy becomes higher than that of the DSV control of 
Table 2. In other words, in the table structure of Table 2, by 
performing the DSV control within the data row, the DSV 
control can be effectively performed. 
0071. The variable-length table as Table 2, which has the 
minimum run and the maximum run of (d, k)=(1,7) described 
as above, corresponding to a high recording density, for 
example, is employed as a format of Blu-ray Disc ReWritable 
ver 1.0 (registered trademark) that is a high-density optical 
disc system. 
0072. In the future, a more stable system is demanded for 
a method of conversion between data and channel bits for a 
new high recording density, that is, described in detail, for 
example, a high-density standard Supporting a density higher 
than that of a high-density optical disc. 
0073. When a variable-length table, for example, that is 
employed in the Blu-ray Disc ReWritable ver 1.0, which is 
commercially available, is used, and a more stable system is 
implemented, a general design technique can be used. 
Accordingly, the design risk for designing hardware can be 
reduced. 

Configuration of Data Modulation Apparatus 
0074 FIG. 1 is a block diagram representing the basic 
configuration of a data modulation apparatus according to an 
embodiment of the invention. 
0075. The data modulation apparatus 1 has an information 
bit inserting unit 11, a data converting unit 12, a synchroni 
Zation signal generating unit 13, an NRZI implementation 
unit 14, a control section setting unit 15, and an information 
bit determining unit 16. The information bit determining unit 
16 has a parity control section 21 and a DSV control section 
22. 

0076. The information bit inserting unit 11, which is an 
insertion unit that inserts information bits into data at a pre 
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determined interval, inserts information bits into input data at 
the predetermined interval. In this embodiment, the informa 
tion bit is a parity bit or a DSV bit. From the information bit 
inserting unit 11, a data row into which the information bits 
are inserted is output, and positional information on the posi 
tions in which the information bits are inserted is additionally 
output. This positional information is used by each unit dis 
posed on later stages as is necessary. 
0077. The data converting unit 12, which is a conversion 
unit that converts the data, into which the information bits are 
inserted, into a code based on a modulation table to which a 
variable-length conversion rule is applied, converts the data 
output from the information bit inserting unit 11 into a chan 
nel bit row based on a predetermined variable-length table 
(for example, Table 2 described above). In the channel bit 
row, for example, the number of “O's inserted between con 
secutive '1's is one as a minimum and is seven as a maxi 

U 

0078. The synchronization signal generating unit 13 gen 
erates a synchronization signal based on the variable-length 
table of Table 2 in synchronization with the input data row and 
outputs the generated synchronization signal to the data con 
Verting unit 12. This synchronization signal pattern is formed 
of a channel bit row. The data converting unit 12 combines the 
channel bit row acquired by converting the data Supplied from 
the information bit inserting unit 11 with the channel bit row 
of the synchronization signal pattern that is Supplied from the 
synchronization signal generating unit 13 and outputs the 
combined channel bit row to the NRZI implementation unit 
14. 
0079. The NRZI implementation unit 14 implements the 
NRZI of the channel bit row supplied by the data converting 
unit 12. Here, the implementation of the NRZI, as described 
above, is a conversion in which inversion between “0” and “1” 
is performed at the channel bit of “1”, and the value is main 
tained at the channel bit of “0”. Here, the code for which the 
NRZI implementation is performed is referred to as a level 
code. When the level code becomes a code that is finally 
recorded, it is referred to as a recording code row. 
0080. The control section setting unit 15 as a setting unit 
that sets a control section for calculating the value of infor 
mation bits delimited by a block sets a control section by 
using information on the level code output from the NRZI 
implementation unit 14 and information on the determined 
length output from the data converting unit 12, which is a 
variable length when the data is converted into channel bits, as 
input information and outputs the set control section to the 
information bit determining unit 16. 
0081. The information bit determining unit 16, which is a 
determination unit that calculates the code of the control 
section and determines the value of an information bit 
inserted into a control section other than the calculation tar 
get, determines and outputs a final recording code row. The 
recording code row is the format of a level code in terms of a 
line of “1” and “O'”. Accordingly, when the control section that 
is set by the control section setting unit 15 is a parity calcu 
lating section, the parity control section 21 determines a 
parity bit of the parity calculating section and outputs the 
determined parity bit to the information bit inserting unit 11. 
On the other hand, when the control section that is set by the 
control section setting unit 15 is a DSV control section, the 
DSV control Section 22 determines a DSV bit of the DSV 
control section. Then, the DSV control section 22 selects a 
level code including the determined DSV bit from among the 
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level codes input from the NRZI implementation unit 14 as a 
recording code row and outputs the recording code row. The 
output recording code row is transferred or is recorded on a 
recording medium 20 Such as a Blu-ray Disc (trademark). 
I0082 FIG. 2 is a block diagram representing the configu 
ration of the data modulation apparatus when the data modu 
lation apparatus 1 shown in FIG. 1 is more concretely con 
figured. 
I0083. In the data modulation apparatus 1 shown in FIG. 2, 
the parity control section 21 is configured by a parity calcu 
lating part 31 and a parity bit determining part 32. In addition, 
the DSV control section 22 is configured by a DSV calculat 
ing part 41 and a recording code row determining part 42. 
I0084. The parity calculating part 31 performs parity cal 
culation by using the level code row output from the NRZI 
implementation unit 14. A calculation section for calculating 
parity is set by the control section setting unit 15. The calcu 
lation of the parity is performed, for example, by counting the 
number of “1's from the level code in the parity calculating 
section and identifying whether the result is an even number 
or an odd number. 
I0085. The parity bit determining part 32 determines a par 
ity bit based on the result calculated by the parity calculating 
part 31 and supplies the parity bit to the information bit 
inserting unit 11 So as to be inserted into a predetermined 
insertion position. In this embodiment, the insertion position 
is assumed to be a data row in a parity calculating section that 
is disposed on the backward side of the parity calculating 
section as the calculation target of the parity bit. 
I0086. The DSV calculating part 41 of the DSV control 
section 22 performs DSV calculation by using the level code 
row output from the NRZI implementation unit 14. The cal 
culation section for the DSV calculation is set by the control 
section setting unit 15. The DSV calculation, for example, is 
performed as follows. From the level code in a designated 
DSV control section, the number of '1's is counted, and then, 
the number of “O's is additionally counted. Then, information 
acquired by combining a difference between the numbers of 
“1's and “O's and the accumulated DSV that has been accu 
mulated up to that point is generated. An accumulated DSV 
that is close to Zero is selected from between the accumulated 
DSV of the case where the DSV bit of "(1) is given as the 
information bit and the accumulated DSV of the case where 
the DSV bit of (O) is given as the information bit. 
I0087. In addition, the DSV calculating part 41 may be 
configured to output the next DSV bit insertion position to the 
information bit inserting unit 11. 
I0088. The recording code row determining part 42 selects 
one of the level codes, input by the NRZI implementation unit 
14, in which the DSV bit of "(1) is given and the DSV bit of 
“0” is given as a recording code row and outputs the selected 
level code. This selection is performed based on the result of 
calculation of the DSV calculating part 41. 
I0089. The operation timings of the units, sections, and 
parts are managed so as to be in Synchronization with a timing 
signal that is Supplied from a timing management unit not 
shown in the figure. 

Recording Code Row Generating Process 

0090 Next, the recording code row generating process 
that is performed by the data modulation apparatus 1 shown in 
FIG. 2 will be described with reference to a flowchart repre 
sented in FIG. 3. 
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0091 FIG. 3 is a flowchart illustrating the recording code 
row generating process. 
0092. In Step S1, the information bit inserting unit 11 
inserts an information bit into an input data row. In this 
embodiment, data is delimited in units of 45 bits, and imme 
diately after each unit, an information bit of one bit is inserted. 
Accordingly, the insertion position of the information bit can 
be determined by the information bit inserting unit 11 by 
counting the number of bits of the input data row. 
0093. When the information bit is a parity bit, the value 
thereof is directed by the parity bit determining part 32. 
Accordingly, a data row in which parity bits having desig 
nated values (1 or 0) are inserted into insertion positions set in 
advance is generated. 
0094. In addition, when the information bit is a parity bit, 
the insertion position may be designated also by the parity bit 
determining part 32. 
0095. On the other hand, when the information bit is a 
DSV bit, the information bit inserting unit 11 inserts both 
“(1) and “(0) as the DSV bits. In other words, two data rows 
including a data row in which the DSV bit of "(1) is inserted 
and a data row in which the DSV bit of “(O) is inserted are 
generated. 
0096. In addition, when the information bit is a DSV bit, 
the value and the insertion position thereofmay be designated 
by the DSV calculating part 41. 
0097 Although described later in detail, when the infor 
mation bit is a DSV bit, the information bit is inserted into a 
predetermined position within a DSV control section that is a 
calculation target. On the other hand, when the information 
bit is a parity bit, the information bit is inserted into a prede 
termined position in a parity calculating section that is dis 
posed after the parity calculating section that is the calcula 
tion target. 
0098. In Step S2, the data converting unit 12 performs data 
conversion for the data row, into which the information bits 
are inserted, Supplied from the information bit inserting unit 
11 based on the modulation table of Table 2. Accordingly, the 
data row is converted into a channel bit row formed of the 
code pattern shown in Table. 2 in units of a data pattern shown 
in Table. 2. 
0099. In Step S3, the synchronization signal generating 
unit 13 generates a synchronization signal in synchronization 
with the input data row based on Table 2. This synchroniza 
tion signal is Supplied to the data converting unit 12. The data 
converting unit 12 inserts the synchronization signal, which 
has the form of a channel bit row, supplied by the synchroni 
Zation signal generating unit 13 into a predetermined position 
in the channel bit row. 

0100. In Step S4, the NRZI implementation unit 14 per 
forms NRZI for the channel bit row that is supplied by the data 
converting unit 12. In otherwords, in a case where the channel 
bit is “1”, when the prior level code is “1”, the level code is 
“0”. On the other hand, when the prior level code is “0”, the 
level code is '1'. In a case where the channel bit is “0”, when 
the prior level code is “1”, the level code is “1”. On the other 
hand, when the prior level code is “0”, the level code is “0”. 
0101. In Step S5, the control section setting unit 15 per 
forms a control section setting process. By performing this 
process, a predetermined section of the channel bit row is set 
as a control section. The length of the control section can be 
changed. In other words, the control section is not set in units 
of a predetermined number of bits. 
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0102 This control section setting process will be 
described later in detail with reference to FIGS. 4 and FIGS. 
5A and 5B. 
0103) In Step S6, the control section setting unit 15 deter 
mines whether or not the control section is a DSV control 
section. In other words, it is determined whether the control 
section is a DSV control section or a parity calculating sec 
tion. The determination on the section is performed based on 
the designation of the system or user designation. When there 
is no user designation, the designation is performed based on 
the designation of the system. On the other hand, where there 
is user designation, user designation has the priority, and the 
determination is performed based on user designation. 
0104. In other words, when determining that precise DSV 
control is not necessary, the user can direct to insert parity bits 
instead of DSV bits into all or some of the positions desig 
nated in the system as positions in which the DSV control bits 
are inserted. 
0105. When the control section is determined to be a DSV 
control section in Step S6, the DSV calculation part 41 per 
forms DSV calculation for the DSV control section that is a 
control section in Step S7. In other words, two types of level 
code rows including a level code row that is acquired by 
converting the data row into which the DSV bit of “(O) is 
inserted and a level code row that is acquired by converting a 
data row into which the DSV bit of "(1) is inserted are input 
to the DSV calculating part 41. The DSV calculating part 41 
compares a value calculated by adding the DSV of the DSV 
calculating section of one level code row to the DSV accu 
mulated up to that point and a value calculated by adding the 
DSV of the DSV calculating section of the other level code 
row to the DSV accumulated up to that point. Then, the DSV 
calculating part 41 selects one added DSV that is closer to 
Zero and sets the selected added value as a new accumulated 
DSV. 
0106. In Step S8, the recording code row determining part 
42 determines a recording code row. In other words, the 
recording code row determining part 42 selects one, which is 
selected by the DSV calculating part 41, from between two 
types of the level code rows as a recording code row and 
outputs the recording code row. 
0107. On the other hand, in Step S6, when the control 
section is determined not to be a DSV control section, in other 
words, when the control section is determined to be a parity 
calculating section, the parity calculating part 31 performs 
parity calculation for the parity calculating section that is a 
control section in Step S9. Then, in Step S10, the parity 
calculating part 31 determines a parity bit. Described in 
detail, for example, the number of “1's in the level code for 
the parity calculating section is counted. Then, when the 
number is an even number, the value of the parity bit is “(O). 
On the other hand, when the number is an odd number, the 
value of the parity bit is “(1). Then the parity bit having the 
determined value is Supplied to the information bit inserting 
unit 11 so as to be inserted into the insertion position of the 
parity bit in the next parity calculating section disposed there 
after. In other words, in this embodiment, the parity bit is 
inserted not into the parity calculating section that is the target 
of the parity calculation, but into a parity calculating section 
that is disposed thereafter. 
0108. After the process of Step S10 is performed, the 
process of determining the recording code row by using the 
recording code row determining part 42 is performed in Step 
S8. In Sucha case, the recording code row determining part 42 
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directly selects the level code of the parity calculating section 
that is input by the NRZI implementation unit 14 as a record 
ing code row and outputs the recording code row. 
0109 As described above, in Table 2, the parity is main 
tained in the relationship between the data before conversion 
and the code after the conversion. Accordingly, even when the 
value (that is, one or zero) of the information bit to be inserted 
into the data row is determined based on the result of calcu 
lation by using the channel bits, the DSV control and the 
parity control can be performed. 
0110. Next, the control section setting process represented 
in Step S5 of FIG.3 will be described in detail with reference 
to FIG. 4 and FIGS 5A and 5B. 

0111 FIG. 4 is a flowchart illustrating the control section 
Setting process. 
0112. In Step S31, the control section setting unit 15 
acquires the information bit inserting position P. In this 
embodiment, one information bit is inserted for every 45 bits 
of data. Accordingly, by counting the number of bits of data to 
be converted, this position P can be acquired. 
0113. In Step S32, the control section setting unit 15 
acquires the position Q of the last bit of the data pattern 
immediately prior to the information bit inserting position P. 
In addition, the data pattern immediately prior to the insertion 
position P is assumed to be a data pattern that does not include 
an information bit. 

0114. In Step S33, the control section setting unit 15 sets a 
control block B of data between a bit located in the position Q 
and the next bit. In other words, the control block B is set 
between the last bit of the data pattern immediately prior to an 
information bit and the next bit with the information bit 
inserted into the data being used as a reference. 
0115. In Step S34, the control section setting unit 15 
acquires a control blockb of the channel bit corresponding to 
the control block B of data. 

0116. In Step S35, the control section setting unit 15 sets 
sections between consecutive control blocks b of an arbitrary 
number as control sections. 

0117. A concrete example of the control section setting 
process will be further described. 
0118 FIGS.5A and 5B are diagrams illustrating the con 

trol section setting process. An operation of inserting one 
information bit for every 45 bits of data is repeated. In other 
words, the data row is delimited in units of 45 bits of data (45 
bits), and a process of inserting one information bit immedi 
ately after 45 bits of data (the bits will be referred to as the first 
bit to the 45th bit) is repeated. Accordingly, the data into 
which the information bit is inserted, as shown in FIGS. 5A 
and 5B, becomes a data row in units of 46 bits delimited as a 
block by a unit boundary T into which an information bit is 
inserted in the 46th bit position P after the 45 bits of data. 
0119. As represented in Table 2, the number of bits of a 
data pattern is one of 2, 4, 6, and 8. In the example represented 
in FIG. 5A, six bits (000011) of the 41st bit to the 46th bit 
configure a data pattern. However, since this pattern includes 
the information bit of the 46th bit, this pattern is excluded 
from the data pattern immediately prior to the insertion posi 
tion P. A 4-bit data pattern (0.001) of the 37th bit to the 40th bit 
prior to the data pattern (000011) becomes the data pattern 
immediately prior to the insertion position P. Accordingly, the 
position Q of the last bit of the data pattern immediately prior 
to the insertion position P becomes the 40th bit position. 

Apr. 14, 2011 

I0120 In the example represented in FIG. 5A, a control 
block B of data is set between the 40th bit located in the 
position Q and the 41st bit that is the next bit. 
0.121. In the modulation table of Table 2, there are basic 
patterns (conversion patterns that are formed of data patterns 
of (11) to (000000)) that are necessary for the conversion 
process, Substitution patterns (conversion patterns formed of 
data patterns of (110111), (00001000), and (00000000)) that 
are not necessary for the conversion process but are used for 
implementation of a more effective conversion process, and 
termination patterns (conversion patterns that are formed of 
data patterns of (00) and (0000)) that are used for terminating 
a data row at an arbitrary position. 
0.122 InTable 2, a minimum run d=1, and a maximum run 
k=7, and an undetermined code (code represented by “*”) is 
included as an element of the basic pattern. The undetermined 
code is determined to be “0” or “1” so as to maintain the 
minimum run d and the maximum runk regardless of an 
immediately prior code word row or an immediately follow 
ing code word. In other words, in Table 2, when a two-data 
pattern to be converted is “(11), a code pattern of "000” or 
“101 is selected in accordance with the immediately prior 
code word row (channel bit row) and is converted into the 
selected code pattern. For example, when one channel bit of 
the immediately prior code word row is “1”, in order to 
maintain the minimum run d, the data pattern “(11) is con 
verted into a code pattern"000'. On the other hand, when one 
channel bit of the immediately prior code word is “0”, in order 
to maintain the maximum runk, the data pattern (11) 
I0123. On the other hand, in the example represented in 
FIG.5B, the data (00) of the 45th bit and the 46th bit configure 
a data pattern (0001) together with the data (O1) of the first bit 
and the second bit of the next unit. Accordingly, the data 
pattern (0001) is not a data pattern immediately prior to the 
position P. The four bits (0.011) of the 41st bit to the 44th bits 
prior to that is the data pattern immediately prior to the inser 
tion position P. Accordingly, the position Q of the last bit of 
the data pattern immediately prior to the insertion position P 
becomes the 44th-bit position that is the last bit of the data 
pattern (0011). 
0.124. In the example represented in FIG. 5B, a control 
block B of data is set between the 44th bit located in the 
position Q and the 45th bit that is the next bit. 
(0.125. In FIGS.5A and 5B, for convenience of the descrip 
tion, a section between one control block B of data and 
another control block B is represented as a control block. In 
fact, a section between one control block band another con 
trol block b is set as the control block after the data is con 
verted into channel bits. 
0.126 This control section is the parity calculating section 
or the DSV control section described above. 
I0127 FIG. 6 is a diagram illustrating the DSV control 
section. In other words, FIG. 6 represents a control section in 
a case where all the information bits are the DSV bits. 
I0128. A data row X1 represents a data row that is input to 
the information bit inserting unit 11 from an apparatus not 
shown in the figure. In this data row X1, information data Such 
as an ECC (Error-Correcting Code) is included, in addition to 
user data. The information bit inserting unit 11 generates a 
DSV-bit added data row X2 by inserting one bit of the DSV bit 
D in positions of the data row X1 at a predetermined interval 
(in particular, for every 45 bits). 
I0129. The leading section of the data row X1 is formed to 
have a length shorter than other sections in advance on the 
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premise of inserting a synchronization signal (SYNC) 
therein. The lengths of the DSV control sections (DATA1, 
DATA2, and DATA3) in the data row X2 are assumed to be a 
data, b data, and b data. The length (c bits) of each DSV 
control section (DATA1, DATA2, or DATA3) of the channel 
bit row X3 that is generated by modulating using a modula 
tion table in which a conversion ratio min of the data convert 
ing unit 12 is 2:3 is (ax3/2)=(1.5a) or (bx3/2)=(1.5b). 
0130. The data converting unit 12 generates a sync-added 
channel bit row X4 by inserting a synchronization signal 
generated by the synchronization signal generating unit 13 
into the channel bit row X3. In a predetermined position (in 
the example represented in FIG. 6, the leading position prior 
to the position of DATA1) in the sync-added channel bit row 
X4, a synchronization signal block (SYNC) is inserted in a 
channel bit form. When the number of the channel bits of the 
synchronization signal is c (c bits), the relationship of the 
following Equation (1) is satisfied among a, b, and c. 

1.5a-c=1.5b (1) 

0131. Accordingly, also in the format including the syn 
chronization signal, the DSV control is performed at the same 
interval. 
0132) The DSV bit, which is one-bit data, corresponds to 
1.5 channel bits within the channel bits. In other words, the 
DSV bit inserted into the data row as one bit increases in the 
channel bits by the amount corresponding to the conversion 
ratio as described below. 

1 bitxn/n=1x3/2=1.5 channel bits (2) 

0133. The control block B is close to the unit boundary T 
that is the boundary of units for inserting the information bit 
(for the case of FIG. 6, the DSV bit D) but is located in a 
position different from that of the unit boundary T. 
0134. Here, based on the characteristics of Table 2, which 

is a variable-length table used here, by selecting a case where 
“(O) is given to the DSV bit or a case where"(1) is given to 
the DSV bit, the DSV control can be performed well. 
0135 A section between a control block B and another 
control block B is a DSV control Section W. This DSV control 
section W is supplied from the control section setting unit 15 
to the DSV calculating part 41. In the example represented in 
FIG. 6, a section between a control block B0 (not shown) and 
the next control block E1 is a DSV control section W1, and a 
section between a control block B1 and the next control block 
B2 is a DSV control section W2. In addition, a section 
between the control block B2 and the next control block B3 is 
a DSV control section W3. A DSV bit is disposed within the 
DSV control section that is a calculation target. For example, 
a DSV that is acquired by performing DSV calculation for the 
DSV control section W2 is disposed within the DSV control 
section W2 as a DSV bit D1. In addition, a DSV that is 
acquired by performing DSV calculation for the DSV control 
section W3 is disposed within the DSV control section W3 as 
a DSV bit D2. 
0136. As for the DSV bit, only one bit is included in the 
DSV control section. Accordingly, the DSV control can be 
performed well. 
0.137 In addition, the DSV control section may be config 
ured as a fixed value. In Such a case, for example, a position 
that is 10 bits of data prior to the position of an information bit 
is designated as a control block B of each section. In other 
words, a control block B is set right after a bit that is posi 
tioned a predetermined number of bits prior to the informa 
tion bit by using the information bit inserted into the data as a 
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reference. Since the variable-length conversion is performed, 
there is mismatching after the conversion. However, by 
allowing the information on the basis of the channel bits 
positioned after the fixed block to be included in the next 
section, the DSV control can be performed. 
0.138 FIG. 7 is a diagram illustrating a parity calculating 
section. In other words, FIG. 7 represents a control section in 
a case where all the information bits are parity bits. 
0.139. A section between a control block B and another 
control block B is a parity calculating section W. This parity 
calculating section W is Supplied from the control section 
setting unit 15 to the parity V calculating part 31. In the 
example represented in FIG. 7, a section between a control 
block B10 (not shown) and the next control block B11 is a 
parity calculating section W11, and a section between a con 
trol block B11 and the next control block B12 is a parity 
calculating section W12. In addition, a section between the 
control block B12 and the next control block B13 is a parity 
calculating section W13. 
0140. A parity bit is disposed outside the parity calculating 
section that is a calculation target. For example, a parity bit 
that is acquired by performing parity calculation for the parity 
calculating section W11 is disposed within a parity calculat 
ing section W12 that is positioned outside the parity calcu 
lating section W11 as a parity bit P11 and is positioned after 
the parity calculating section W11. In addition, a parity bit 
that is acquired by performing parity calculation for the parity 
calculating section W12 is disposed within a parity calculat 
ing section W13 that is positioned outside the parity calcu 
lating section W12 as a parity bit P12 and is positioned after 
the parity calculating section W12. 
0.141. As represented in FIG. 7, in a case where only the 
parity calculation is performed, the data modulation appara 
tus 1 is configured as shown in FIG. 8. As is apparent by 
comparing FIG. 7 to FIG. 2, the data modulation apparatus 1 
shown in FIG.7 has a configuration in which the DSV control 
section 22 of the data modulation apparatus 1 shown in FIG. 
2 is omitted. 
0.142 FIG. 9 is a diagram illustrating a DSV control sec 
tion and a parity calculating section. In other words, FIG. 9 
represents a control section in a case where some of the 
information bits are configured as parity bits, and those 
remaining are maintained to be the DSV bits. 
0143. In the example of FIG.9, consecutive control blocks 
B are selected every other block, and a section between the 
selected blocks becomes a DSV control section. In addition, 
similarly, other control blocks B are selected every other 
block, and a section between the selected blocks becomes a 
parity calculating section. 
0144. In other words, in the example represented in FIG.9, 
a section between a control block B21 and a further next 
control block B23 with the next control block B22 being 
skipped becomes a DSV control section W22. In addition, a 
section between a control block B23 and a further next control 
block B25 (not shown) with the next control block B24 being 
skipped becomes the next DSV control section W23. This 
DSV control section W is supplied from the control section 
setting unit 15 to the DSV calculating part 41. 
(0145. In addition, a section between a control block B20 
(not shown) and the further next control block B22 with the 
next control block B21 being skipped becomes a parity cal 
culating section W31. A section between the control block 
B22 and the further next control block B24 with the next 
control block B23 being skipped becomes the next parity 
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calculating section W32. This parity calculating control sec 
tion W is supplied from the control section setting unit 15 to 
the parity calculating part 31. 
0146 A DSV bit is disposed within the DSV control sec 
tion that is a calculation target. For example, a DSV that is 
acquired by performing DSV calculation for the DSV control 
section W22 as the target is disposed within the DSV control 
section W22 as a DSV bit D21. In addition, a DSV that is 
acquired by performing DSV calculation for the DSV control 
section W23 as the target is disposed within the DSV control 
Section W23 as a DSV bit D22. 
0147 On the other hand, aparity bit is disposed outside the 
parity calculating section that is a calculation target. For 
example, a parity bit that is acquired by performing parity 
calculation for the parity calculating section W31 as the target 
is disposed within a parity calculating section W32 that is 
positioned outside the parity calculating section W31 as a 
parity bit P21 and is positioned after the parity calculating 
section W31. In addition, a parity bit that is acquired by 
performing parity calculation for the parity calculating sec 
tion W32 as the target is disposed within a parity calculating 
section W33 that is positioned outside the parity calculating 
section W32 as a parity bit P22 and is positioned after the 
parity calculating section W32. 
0148. In the example represented in FIG.9, the DSV con 
trol section and the parity calculating section are set So as not 
to overlap with each other. 
014.9 FIG. 10 is a diagram illustrating the DSV control 
section and the parity calculating section. In other words, 
FIG. 10, similarly to FIG.9, represents a control section in a 
case where some of the information bits are configured as 
parity bits, and those remaining are configured as the DSV 
bits. 
0150. In the example of FIG. 10, consecutive control 
blocks Bare selected every other block, and a section between 
the selected blocks is configured as a DSV control section and 
is also configured as a parity calculating section. In the 
example of FIG. 10, a section between a control block B41 
and a further next control block B43 with the next control 
block B42 being skipped is configured as a DSV control 
section W42 and is also configured as a parity calculating 
section W52. In addition, a section between a control block 
B43 and a further next control block B45 (not shown) with the 
next control block B44 being skipped is configured as the next 
DSV control section W43 and is also configured as a parity 
calculating section W53. This DSV control section W is Sup 
plied from the control section setting unit 15 to the DSV 
calculating part 41, and the parity calculating section W is 
supplied from the control section setting unit 15 to the parity 
calculating part 31. 
0151. A DSV bit is disposed within the DSV control sec 
tion that is a calculation target. For example, a DSV that is 
acquired by performing DSV calculation for the DSV control 
section W42 as the target is disposed within the DSV control 
section W42 as a DSV bit D41. In addition, a DSV that is 
acquired by performing DSV calculation for the DSV control 
section W43 as the target is disposed within the DSV control 
Section W43 as a DSV bit D42. 
0152 On the other hand, aparity bit is disposed outside the 
parity calculating section that is a calculation target. For 
example, a parity bit that is acquired by performing parity 
calculation for the parity calculating section W51 as the target 
is disposed within a parity calculating section W52 that is 
positioned outside the parity calculating section W51 as a 
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parity bit P41 and is positioned after the parity calculating 
section W51. In addition, a parity bit that is acquired by 
performing parity calculation for the parity calculating sec 
tion W52 as the target is disposed within a parity calculating 
section W53 that is positioned outside the parity calculating 
section W52 as a parity bit P42 and is positioned after the 
parity calculating section W52. 
0153. In the example represented in FIG. 10, the DSV 
control section and the parity calculating section are set so as 
to overlap with each other. 
0154) In the example of FIG. 10, the insertion position of 
the parity bit in the parity calculating section as a calculation 
target is disposed on the backward side relative to the case of 
FIG. 9. 
(O155 When the method represented in FIG. 10 is used, the 
DSV control section W and the parity calculating section W 
are set with the same control block B used as the reference. 
Accordingly, the configuration of hardware can be simplified. 
0156. In the example represented in FIG. 10, the control 
block Badjacent to the DSV bit D is used as the block of the 
control section. However, the control section may be set by 
using the control block B adjacent to the parity bit P as the 
block. 
0157 By employing the above-described configuration, 
the recording code row can be generated by using a table as 
shown in Table 2. In a case where disposition of the DSV bits 
at a predetermined interval is predetermined as a system 
format, when Suppression of a DC component is not neces 
sary, by performing recording with a parity bit buried in the 
insertion position of the DSV bit instead of the DSV bit, error 
correction can be made more reliably. Accordingly, recording 
and reproducing of data can be performed more effectively. 
0158. In addition, even in a case where suppression of the 
DC component is necessary, when the Suppression of the DC 
component is not necessary to the degree at which disposition 
of the DSV bits is predetermined as a system format, the DSV 
bits disposed at a predetermined interval can be partially 
replaced with parity bits. By performing recording as 
described above, the error correction can be made more reli 
ably. Accordingly, recording and reproducing of data can be 
performed more effectively. 
0159. In other words, a system using a predetermined for 
mat of which the recording and reproducing characteristics 
are more stable can be implemented. 
(0160 All or some of the DSV bits are only replaced with 
parity bits. Accordingly, even in a case where a system that 
reproduces a recording medium recorded according to this 
embodiment does not support, for example, a parity bit-bur 
ied format, error does not occur. In other words, a reproduc 
tion process having compatibility can be performed. 
0.161 FIG. 11 is a diagram illustrating another DSV con 
trol section and parity calculating section. 
0162. In the example of FIG. 11, a section between a 
control block B and the next control block B is configured as 
a DSV control section, and the same section is configured as 
a parity calculating section. In the example of FIG. 11, a 
section between a control block B61 and the next control 
block B62 is configured as a DSV control section W62 and is 
also configured as a parity calculating section W72. In addi 
tion, a section between a control block B62 and the next 
control block B63 is configured as a DSV control section 
W63 and is also configured as a parity calculating section 
W73. This DSV control section W is supplied from the con 
trol section setting unit 15 to the DSV calculating part 41, and 
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the parity calculating section W is supplied from the control 
section setting unit 15 to the parity calculating part 31. 
(0163 A DSV bit is disposed within the DSV control sec 
tion that is a calculation target. For example, a DSV that is 
acquired by performing DSV calculation for the DSV control 
section W62 as the target is disposed within the DSV control 
section W62 as a DSV bit D61. In addition, a DSV that is 
acquired by performing DSV calculation for the DSV control 
section W63 as the target is disposed within the DSV control 
Section W63 as a DSV bit D62. 
0164. On the other hand, the parity bits are collectively 
arranged outside the parity calculating sections as targets. For 
example, the parity bits P61, P62, P63, and the like that are 
acquired by performing parity calculation for the parity cal 
culating sections W71, W72, and W73 as targets are collec 
tively arranged at the end of the data row. 
(0165. In the example of FIG. 11, the DSV control section 
W and the parity calculating section Ware set so as to overlap 
with each other. 
0166 The other configurations represented in FIG. 11 are 
the same as those of the example of FIG. 10. 

2. Second Embodiment 

Configuration of Data Modulation Apparatus 
0167 FIG. 12 is a block diagram representing the configu 
ration of a data modulation apparatus according to another 
embodiment. 
(0168 This embodiment is different from the embodiment 
represented in FIG. 2 in that a synchronization signal gener 
ating unit 101 is disposed instead of the synchronization 
signal generating unit 13 shown in FIG. 2. 
0169. The synchronization signal generating unit 101 
shown in FIG. 12 allows additional information to be 
included and then generates the synchronization signal. 
0170 The synchronization signal generated by the syn 
chronization signal generating unit 101 is assumed to have 30 
channel bits. 24 channel bits out of 30 channel bits are as 
follows. These 24 channel bits are the same as the synchro 
nization signal shown in Table 2. 
(0171) #01 001 000 000001 000 000 001 (24 channel bits) 
0172 #=0 not terminate case 
(0173 H=1 terminate case 
0.174. The synchronization signal generating unit 101 has 
30 bits, and 6 channel bits are added to the above-described 24 
channel bits. By using these 6 channel bits, information indi 
cating replacement of all or some of the DSV bits with parity 
bits can be described. Alternatively, by using these 6 channel 
bits, the parity bits can be described. 
0.175. By using the above-described additional informa 

tion, for example, the configuration of the DSV bits and the 
parity bits having a more complicated sequence described as 
below can be implemented. 
(0176 DSV Bit-Parity Bit-Parity Bit-DSV Bit-Parity Bit 

Parity Bit-DSV bit... 
0177. In such a case, a rule can be determined in advance 
on encoder (data modulation apparatus) and decoder (data 
demodulation apparatus) sides. 
0178. In addition, by using the above-described additional 
information, a specific pattern can be applied as a technique 
regarding the control block. For example, as described above, 
a control block B can be set right after a bit that is positioned 
a predetermined number of bits prior to an information bit by 
using the information bit inserted into the data as a reference. 
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In Such a case, information based on channel bits positioned 
after a fixed block can be used as the additional information. 
Accordingly, a recording and reproducing process can be 
performed more reliably. 
0179. As described above, information different from 
ordinary information can be added whilst obeying the rule of 
Table 2. 
0180. The other configurations and operations represented 
in FIG. 12 are the same as those of the embodiment repre 
sented in FIG. 2. Thus, the description thereof, which would 
be a duplicate, is omitted. 

Verification Result 
0181. The result of verifying the recording and reproduc 
ing by using the variable-length table shown in FIG. 2 is 
represented as below. 
0182. According to Table 2 that limits the continuation of 
the minimum inversion interval Tminand converts a data row 
into which information bits are inserted within a data row by 
using a variable-length table, the number of times of continu 
ation of the minimum inversion interval Tmin is limited to up 
to 6 times based on a plurality of minimum run continuation 
limiting tables. In the simulation, the results and peak DSVs 
of cases including: (1) a case where only the DSV bit is 
interposed as the buried information bit; (2) a case where only 
a parity information bit is interposed as the buried informa 
tion bit; and (3) a case where a DSV bit and a parity informa 
tion bit are alternately interposed as the buried information 
bits; are represented by using Table 2. 
0183 In random data (634,880-bit data) that was arbi 
trarily generated, an information bit of one bit was inserted 
for each 45 bits of the data in consideration of the synchro 
nization signals, and then various control processes were 
performed for the data so as to be converted into a code word 
row (channel bit row) by using the above-described tech 
nique. In addition, the synchronization signals (including 9T 
to 9T) were inserted at the interval of 1240-bit data corre 
sponding to the data row. The number of the synchronization 
signals inserted at this time is 512 (=634,880/1240). The 
synchronization signal has 30 channel bits, and the last 6 
channel bits can be assigned as an identification pattern. By 
disposing Such identification patterns in predetermined posi 
tions, the identification patterns can be used for identifying 
the positions. 
0.184 The result for the case where the data is converted 
into the above-described code word row (channel bit row) is 
as follows. 
0185. The values of the results were calculated as below. 
0186 Ren cnt 1 to 7: Number of occurrences of first 
time to seventh-time repetition of the minimum run 

0187 T size2 to 10: Number of occurrences of each run 
of 2T to 10T 

0188 Sum: Number of bits (Total number of bits) 
(0189 Total: Number of run lengths (Total number of 

occurrences of each run (2T, 3T. . . . )) 
(0190 Average Run: (Sum/Total) 
(0191 Value of Run Distribution: (T. sizeix(i))/(Sum) 

(here, i=2, 3, 4, . . . . 10) (The values represented in the 
fields of 2T to 10T of Table3 represent the values of the run 
distribution.) Value of Distribution in which Tmin is con 
tinuous: (Ren cntix(i))/T size2TI) (here, i=1, 2, 3, 4, .. 
... , 7) (values represented in the fields of RMTR (1) to 
RMTR (7) of Table 3 represent the values of the distribu 
tion in which the minimum run is continuous) 
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0.192 max-RMTR: Maximum number of times of repeti 
tion of the minimum run 

(0193 peak DSV: Positive Peak and Negative Peak of DSV 
value for a case where the DSV value is calculated in the 
process of performing the DSV control for the code word 
OW 

0194 DSV: DSV value at the final end of the code word 
row (it corresponds to a difference between the numbers of 
“1” and “0” in the code word row) 

(0195 Here, (1), (2), and (3) in Table 3 correspond to 
examples of FIG. 6 (a case where only the DSV bit is used), 
FIG.7 (a case where all the DSV bits are substituted with the 
parity bits), and FIG.9 (a case where a half of the DSV bits are 
substituted with parity bits). 

TABLE 3 

(1) (2) (3) 
DSV parity DSV + parity 

Parity Control No Yes Yes 
Average Run 3.381 3.384 3.384 
Sum 98.91.84 98.91.84 98.91.84 
Total 292565 292291 2.92334 
2T O.224 O.224 O.224 
3T O.220 O.220 O.220 
4T O.193 O.192 O.192 
5T O.1SO O. 149 O.1SO 
6T O.108 O.109 O.109 
7T 0.057 0.057 0.057 
8T O.O38 O.O39 O.O39 
9T 0.009 (1024) 0.009 (1024) 0.009 (1024) 
1OT O.OOO O.OOO O.OOO 
RMTR (1) O384 O.387 O.387 
RMTR (2) O.315 O.313 O.312 
RMTR (3) O.172 O.172 O.172 
RMTR (4) O.092 O.091 O.091 
RMTR (5) O.O3O O.O3O O.O3O 
RMTR (6) O.OO8 O.OO8 O.OO8 
RMTR (7) O.OOO O.OOO O.OOO 
max-RMTR 6 6 6 
peak DSV -30 to +26 -1460 to +136 -66 to +80 
DSV -6 -990 O 

0196. In the result shown in Table 3, the number of occur 
rences of the maximum run 9T is 1024, which coincides with 
inclusion of 9T to 9T in 512 synchronization signals. In 
addition, it is checked that the minimum run d=1 and the 
maximum run k=7, which are parameters of Table 2, and 
limitation of continuation of the minimum run up to six times, 
and based on the result of the peak DSV, DSV control is 
represented to be performed within the data row in results (1) 
and (3) (the value of the peak DSV is included within a 
predetermined range). 
(0197). In the result (2) (the example represented in FIG. 7), 
there are parity bits only, and it can be known that the DSV 
control is not performed. In other words, the peak DSV is 
large as being-1460 to +136. In addition, in the result (3) (the 
example represented in FIG. 9), although the DSV control is 
performed, the interval for performing the DSV control is 
twice of that of the case of the result (1) (the example of FIG. 
6). Accordingly, the peak DSV is -66 to +80, which is larger 
than -30 to +26 of the case of the result (1) (the example of 
FIG. 6). In other words, performance of the DSV control 
deteriorates more than the case of the result (1) (the example 
of FIG. 6), but the DSV control is performed, which is dif 
ferent from the case of the result (2) (the example of FIG. 7). 
0198 In addition, in the case of the result (1) (the example 
of FIG. 6), there is no parity bit, and the parity control is not 
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performed. However, in the cases of the result (2) (the 
example of FIG. 7) and the result (3) (the example of FIG.9), 
there are parity bits, and thus the parity control is performed. 
As a result, occurrence of error in the data recording and 
reproducing can be decreased, and accordingly, a more stable 
system can be provided. 
0199. In particular, in a system in which the DSV control 

is not necessary for a predetermined format that much, addi 
tional information can be provided at the time of data repro 
duction by substituting some of the DSV bits used for the 
DSV control with parity bits. Accordingly, by using the addi 
tional information, the recording and reproducing character 
istics can be further stabilized. 
0200. An embodiment of the present invention can be 
applied to a Blu-ray disc recorder or other apparatuses that 
record data on a recording medium. 
0201 The series of processes described above can be per 
formed by hardware or software. In a case where the series of 
the processes is performed by the software, programs config 
uring the Software are installed to a computer. Here, the 
computer includes a computer that is built in dedicated hard 
ware, a computer Such as a general personal computer that 
can perform various functions by installing various programs 
therein, and the like. 
0202 FIG. 13 is a block diagram representing a configu 
ration example of hardware of a computer that performs the 
above-described series of processes based on a program. 
0203. In the computer, a CPU (Central Processing Unit) 
201, a ROM (Read Only Memory) 202, and a RAM (Random 
Access Memory) 203 are interconnected through a bus 204. 
0204. In addition, an input/output interface 205 is con 
nected to the bus 204. To the input/output interface 205, an 
input unit 206, an output unit 207, a memory unit 208, a 
communication unit 209, and a drive 210 are connected. 
0205 The input unit 206 is configured by a keyboard, a 
mouse, a microphone, or the like. The output unit 207 is 
configured by a display, a speaker, or the like. The memory 
unit 208 is configured by a hard disk, a non-volatile memory, 
or the like. The communication unit 209 is configured by a 
network interface or the like. The drive 210 drives a remov 
able media 211 Such as a magnetic disk, an optical disc, a 
magneto optical disc, or a semiconductor memory. 
0206. In the computer configured as described above, the 
CPU 201, for example, performs the above-described series 
of processes by loading a program that is stored in the 
memory unit 208 into the RAM 203 through the input/output 
interface 205 and the bus 204 and executing the program. 
0207. The program executed by the computer (CPU201), 
for example, may be provided by being recorded on the 
removable medium 211 as a package medium or the like. In 
addition, the program may be provided through a wired or 
wireless transmission medium Such as a local area network, 
the Internet, or a digital satellite broadcast. 
0208. In the computer, a program may be installed to the 
memory unit 208 through the input/output interface 205 by 
loading the removable medium 211 into the drive 210. In 
addition, a program may be installed to the memory unit 208 
by receiving the program by using the communication unit 
209 through a wired or wireless transmission medium. Alter 
natively, the program may be installed to the ROM 202 or the 
memory unit 208 in advance. 
0209. The program executed by the computer may be a 
program that performs the processes in a time series in accor 
dance with the sequence described here, a program that per 
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forms the processes in a parallel manner, or a program that 
performs the process at a necessary timing Such as a called 
timing. 
0210. An embodiment of the present invention is not lim 
ited to the embodiments described above and may be vari 
ously changed in the scope not departing from the concept of 
the invention. 
0211. The present application contains subject matter 
related to that disclosed in Japanese Priority Patent Applica 
tions JP 2009-237553 filed in the Japan Patent Office on Oct. 
14, 2009, the entire contents of which is hereby incorporated 
by reference. 
What is claimed is: 
1. A data modulation apparatus comprising: 
insertion means for inserting information bits into data at a 

predetermined interval: 
conversion means for converting the data into which the 

information bits are inserted into an RLL code based on 
a modulation table that has a variable-length conversion 
rule: 

setting means for setting a control section that is used for 
calculating a value of the information bit; and 

determination means for determining the value of the infor 
mation bit inserted into the control section that is differ 
ent from a calculation target by calculating the code of 
the control section. 

2. The data modulation apparatus according to claim 1, 
wherein the setting means sets a block of the control section 
between a last bit of a data pattern immediately prior to the 
information bit and a next bit with the information bit inserted 
into the data used as a reference. 

3. The data modulation apparatus according to claim 1, 
wherein the insertion means inserts the information bit hav 
ing the value calculated based on the code of the control 
section that becomes a calculation target into the control 
section that is positioned on the backward side of the control 
section that becomes a calculation target. 

4. The data modulation apparatus according to claim 3, 
wherein the setting means sets a DSV control section and a 

parity calculating section as the control section that 
becomes the calculation target, 

wherein the determination means calculates a DSV based 
on the code of the DSV control section that becomes a 
calculation target as the information bit and calculates 
parity of the parity calculating section that becomes a 
calculation target as the information bit, and 

wherein the insertion means inserts the information bit of 
the DSV calculated based on the code of the DSV con 
trol section that becomes the calculation target into the 
DSV control section that becomes a calculation target 
and inserts the information bit of the parity of the parity 
calculating section that becomes the calculation target 
into the parity calculating section that is positioned on 
the backward side of the parity calculating section that 
becomes the calculation target. 

5. The data modulation apparatus according to claim 4. 
wherein the parity calculating section and the DSV control 
section are sections different from each other. 

6. The data modulation apparatus according to claim 4. 
wherein the insertion means inserts identification informa 
tion that indicates insertion of the information bit into a syn 
chronization signal. 

7. The data modulation apparatus according to claim 4. 
wherein the RLL code having the variable-length rule has a 
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parity conserving pattern in the relationship between the data 
before conversion and the code after the conversion. 

8. The data modulation apparatus according to claim 7. 
wherein the table of the RLL code having the variable-length 
rule has a minimum rund=1, a maximum runk 7, a basic data 
length m=2, and a basic code word length n=3 and has a rule 
in which continuation of the minimum run is limited to a 
predetermined limited number of times or less as the conver 
sion rule. 

9. The data modulation apparatus according to claim 1, 
wherein the setting means sets a block immediately after a bit 
positioned a predetermined number of bits prior to the infor 
mation bit with the information bit inserted into the data used 
as a reference. 

10. A data modulation method of a data modulation appa 
ratus that includes insertion means, conversion means, setting 
means, and determination means, the data modulation 
method comprising the steps of 

inserting information bits into data at a predetermined 
interval by using the insertion means; 

converting the data into which the information bits are 
inserted into an RLL code based on a modulation table 
that has a variable-length conversion rule by using the 
conversion means; 

setting a control section that is used for calculating a value 
of the information bit by using the setting means; and 

determining the value of the information bit inserted into 
the control section that is different from a calculation 
target by calculating the code of the control section by 
using the determination means. 

11. A program that allows a computer to serve as insertion 
means, conversion means, setting means, and determination 
means, 

wherein the insertion means inserts information bits into 
data at a predetermined interval, 

wherein the conversion means converts the data into which 
the information bits are inserted into an RLL code based 
on a modulation table that has a variable-length conver 
sion rule, 

wherein the setting means sets a control section that is used 
for calculating a value of the information bit, and 

wherein determination means determines the value of the 
information bit inserted into the control section that is 
different from a calculation target by calculating the 
code of the control section. 

12. A recording medium that is recorded by using a channel 
bit that is modulated in accordance with the data modulation 
method according to claim 10. 

13. A data modulation apparatus comprising: 
insertion means for inserting information bits into data at a 

predetermined interval: 
conversion means for converting the data into which the 

information bits are inserted into an RLL code based on 
a modulation table that has a variable-length conversion 
rule: 

setting means for setting a control section that is used for 
calculating a value of the information bit; and 

determination means for determining the value of the infor 
mation bit inserted into the control section by calculat 
ing the code of the control section, 

wherein the insertion means inserts identification informa 
tion relating to a position of a block of the control section 
into a synchronization signal. 
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14. A data modulation method of a data modulation appa 
ratus comprising: 

insertion means for inserting information bits into data at a 
predetermined interval: 

conversion means for converting the data into which the 
information bits are inserted into an RLL code based on 
a modulation table that has a variable-length conversion 
rule: 

setting means for setting a control section that is used for 
calculating a value of the information bit; and 

determination means for determining the value of the infor 
mation bit inserted into the control section by calculat 
ing the code of the control section, 

wherein the insertion means inserts identification informa 
tion relating to a position of a block of the control section 
into a synchronization signal. 

15. A program that allows a computer to serve as: 
insertion means for inserting information bits into data at a 

predetermined interval: 
conversion means for converting the data into which the 

information bits are inserted into an RLL code based on 
a modulation table that has a variable-length conversion 
rule: 

setting means for setting a control section that is used for 
calculating a value of the information bit; and 

determination means for determining the value of the infor 
mation bit inserted into the control section by calculat 
ing the code of the control section, 

wherein the insertion means inserts identification informa 
tion relating to a position of a block of the control section 
into a synchronization signal. 
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16. A recording medium that is recorded by using a channel 
bit that is modulated in accordance with the data modulation 
method according to claim 14. 

17. A data modulation apparatus comprising: 
an insertion unit configured to insert information bits into 

data at a predetermined interval; 
a conversion unit configured to convert the data into which 

the information bits are inserted into an RLL code based 
on a modulation table that has a variable-length conver 
sion rule: 

a setting unit configured to set a control section that is used 
for calculating a value of the information bit; and 

a determination unit configured to determine the value of 
the information bit inserted into the control section that 
is different from a calculation target by calculating the 
code of the control section. 

18. A data modulation apparatus comprising: 
an insertion unit configured to insert information bits into 

data at a predetermined interval; 
a conversion unit configured to convert the data into which 

the information bits are inserted into an RLL code based 
on a modulation table that has a variable-length conver 
sion rule: 

a setting unit configured to set a control section that is used 
for calculating a value of the information bit; and 

a determination unit configured to determine the value of 
the information bit inserted into the control section by 
calculating the code of the control section, 

wherein the insertion unit inserts identification informa 
tion relating to a position of a block of the control section 
into a synchronization signal. 
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