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(57) The present disclosure relates to an information
processing apparatus, an information processing meth-
od, an information processing system, and a program
that enable update of an SW to be quickly and safely
implemented.

When the software program (SW) is updated, the

SW is updated at a timing at which the SW does not
operate in a plurality of processing units constituting the
SW, so that the SW is updated without stopping the entire
operation of the SW. The present disclosure can be ap-
plied to an automated driving technology.
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Description

TECHNICAL FIELD

[0001] The present disclosure relates to an information
processing apparatus, an information processing meth-
od, an information processing system, and a program,
and more particularly, to an information processing ap-
paratus, an information processing method, an informa-
tion processing system, and a program capable of quickly
and safely implementing update of a software program
(SW).

BACKGROUND ART

[0002] Various problems occur in a software program
(SW) mounted on hardware as use progresses, but de-
velopment is progressed so as to solve the generated
problems, an update SW for updating to the developed
SW is repeatedly distributed, and the SW is updated by
the update SW, thereby improving convenience.
[0003] However, in a case where the update by the
update SW is not appropriately performed, the function
by the SW cannot be exhibited, and for example, there
is a possibility of causing a serious accident in an SW or
the like related to automated driving in a vehicle or the
like.
[0004] Therefore, in a case where the update by the
update SW cannot be appropriately ended, a technology
for ensuring safety by making the function related to the
update SW unusable has been proposed (see Patent
Document 1) .
[0005] Furthermore, there has been proposed a tech-
nology for ensuring safety by adjusting a timing at which
the update can be safely performed so that the update
by the update SW can be appropriately ended (see Pat-
ent Document 2) .

CITATION LIST

PATENT DOCUMENT

[0006]

Patent Document 1: Japanese Patent Application
Laid-Open No. 2011-081604
Patent Document 2: Japanese Patent Application
Laid-Open No. 2013-148957

SUMMARY OF THE INVENTION

PROBLEMS TO BE SOLVED BY THE INVENTION

[0007] However, in the technology of Patent Document
1, even if it is possible to recognize whether or not the
update of the update SW has been appropriately ended,
or even if the update SW can be appropriately ended, it
is not possible to recognize a case where the operating

state becomes inappropriate due to a defect caused by
the update.
[0008] For this reason, since it is not possible to rec-
ognize a defect caused by performing an appropriate up-
date by the update SW, there is a possibility that safety
cannot be sufficiently ensured.
[0009] Furthermore, it is conceivable to distribute the
update SW after sufficiently developing the update SW
until such a defect does not occur at all. However, in this
case, it takes time to develop the update SW, the distri-
bution of the update SW is delayed, and even if there is
a defect in the SW before the update, improvement by
the update cannot be implemented, and there is a pos-
sibility that the SW before the update has to be continu-
ously used in a low safety state.
[0010] Furthermore, in the technology of Patent Doc-
ument 2, as the timing for safely implementing the update
by the update SW, for example, in the case of an SW of
a vehicle or the like, the timing at which the vehicle stops
is searched and set as the update timing. However, in a
vehicle or the like having a relatively high use frequency,
which is used by car sharing, a carrier, or the like, since
the frequency of the stop state is low, it is difficult to im-
plement the update since the timing at which the SW can
be safely updated is extremely little. Even if there is a
defect in the SW before the update due to a delay in the
update of the SW, it is difficult to implement the improve-
ment by the update, and there is a possibility that the SW
before the update has to be continuously used in a low
safety state.
[0011] The present disclosure has been made in view
of such a situation, and in particular, enables update by
the update SW to be quickly and safely implemented.

SOLUTIONS TO PROBLEMS

[0012] An information processing apparatus, an infor-
mation processing system, and a program according to
one aspect of the present disclosure are an information
processing apparatus, an information processing sys-
tem, and a program including an update section that up-
dates a software program (SW) of a moving apparatus
for each processing unit constituting the SW.
[0013] An information processing method according to
one aspect of the present disclosure is an information
processing method including a step of updating a soft-
ware program (SW) of a moving apparatus for each
processing unit constituting the SW.
[0014] In one aspect of the present disclosure, a soft-
ware program (SW) of a moving apparatus is updated
for each processing unit constituting the SW.

BRIEF DESCRIPTION OF DRAWINGS

[0015]

Fig. 1 is a diagram illustrating an overview of the
present disclosure.
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Fig. 2 is a block diagram illustrating a configuration
example of an SW management system of the
present disclosure.
Fig. 3 is a block diagram illustrating a configuration
example of a vehicle control system.
Fig. 4 is a diagram illustrating an example of sensing
areas.
Fig. 5 is a block diagram illustrating a configuration
example of a server.
Fig. 6 is a functional block diagram illustrating func-
tions implemented by the vehicle control system of
Fig. 3.
Fig. 7 is a functional block diagram illustrating func-
tions implemented by the server of Fig. 5.
Fig. 8 is a diagram illustrating grouping of vehicles.
Fig. 9 is a flowchart illustrating grouping processing.
Fig. 10 is a flowchart illustrating relearning process-
ing.
Fig. 11 is a flowchart illustrating update processing.
Fig. 12 is a flowchart illustrating update timing setting
processing (part 1).
Fig. 13 is a flowchart illustrating update timing setting
processing (part 2).
Fig. 14 is a diagram illustrating update processing
using a component as a processing unit.
Fig. 15 is a diagram illustrating update processing
using a frame as a processing unit.
Fig. 16 is a diagram illustrating update processing
using a block as a processing unit.
Fig. 17 is a diagram illustrating update processing
using a layer as a processing unit.
Fig. 18 is a flowchart illustrating update processing
for each processing unit.
Fig. 19 is a flowchart illustrating processing unit set-
ting processing.
Fig. 20 is a diagram illustrating a configuration ex-
ample of a general-purpose computer.

MODE FOR CARRYING OUT THE INVENTION

[0016] Hereinafter, preferred embodiments of the
present disclosure will be described in detail with refer-
ence to the accompanying drawings. Note that, in the
present specification and the drawings, components hav-
ing substantially the same functional configuration are
denoted by the same reference numerals, and redundant
description is omitted.
[0017] Hereinafter, modes for carrying out the present
technology will be described. The description will be giv-
en in the following order.

1. Overview of Present Disclosure
2. Configuration Example of Software (SW) Manage-
ment System of Present Disclosure
3. Configuration Example of Vehicle Control System
4. Configuration Example of Server
5. Functions Implemented by Vehicle Control Sys-
tem of Fig. 3

6. Functions Implemented by Server of Fig. 4
7. Grouping of Vehicles
8. Grouping Processing
9. Relearning Processing
10. Update Processing
11. Update Timing Setting Processing (Part 1)
12. Update Timing Setting Processing (Part 2)
13. Update for Each Processing Unit
14. Update Processing for Each Processing Unit
15. Example Executed by Software

<<1. Overview of Present Disclosure>>

[0018] The present disclosure enables a software pro-
gram (SW) to be updated quickly and safely.
[0019] Note that, in the present specification, a case
will be described as an example in which the SW is a
recognition section that implements object recognition
processing of recognizing an object present in the pe-
riphery on the basis of an image obtained by capturing
the periphery of a vehicle capable of automated driving
in order to implement automated driving.
[0020] However, the SW applied to the present disclo-
sure is not limited to the recognition section that imple-
ments the object recognition processing, and is only re-
quired to be an updatable SW.
[0021] Furthermore, the recognition section that imple-
ments the object recognition processing as the SW ap-
plied to the present disclosure is configured by machine
learning.
[0022] It is known that an SW including a recognition
section generated by machine learning can improve rec-
ognition accuracy by repeating further machine learning
(relearning) with learning data collected for learning.
[0023] For this reason, for the SW such as the recog-
nition section, while executing the object recognition
processing, information of an image and a recognition
result associated with the execution is collected as learn-
ing data, and the recognition accuracy is continuously
improved by relearning using the collected learning data.
[0024] Therefore, in the following description, an SW
management system that manages an SW as a recog-
nition section mounted on a vehicle will be described as
an example.
[0025] The SW management system in Fig. 1 includes
vehicles M1 to Mn each including an SW as a recognition
section, and a server Sv for managing the SW.
[0026] Each of the vehicles M1 to Mn includes cameras
C1 to Cn and recognition sections R1 to Rn.
[0027] Note that the vehicles M1 to Mn, the cameras
C1 to Cn, and the recognition sections R1 to Rn are dis-
tinguished from each other by n as an identifier. However,
the vehicles M1 to Mn, the cameras C1 to Cn, and the
recognition sections R1 to Rn have basically the same
configuration. Hereinafter, the vehicles M1 to Mn, the
cameras C1 to Cn, and the recognition sections R1 to
Rn are also simply referred to as the vehicle M, the cam-
era C, and the recognition section R in a case where it

3 4 
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is not particularly necessary to distinguish the vehicles
M1 to Mn, the cameras C1 to Cn, and the recognition
sections R1 to Rn.
[0028] The camera C captures an image of the sur-
roundings of the vehicle M required for implementing the
automated driving of the vehicle M.
[0029] The recognition section R executes object rec-
ognition processing on the basis of the image captured
by the camera C, and recognizes an object present
around the vehicle M.
[0030] The vehicle M implements automated driving
on the basis of the recognition result of the recognition
section R.
[0031] Furthermore, the vehicles M1 to Mn transmits
vehicle accumulation information U1 to Un obtained by
combining the images captured by the cameras C1 to
Cn and the recognition results of the object recognition
processing implemented by the recognition sections R1
to Rn to the server Sv via the network N.
[0032] The server Sv accumulates, as a parameter P,
the vehicle accumulation information U1 to Un obtained
by combining the images captured by the cameras C1
to Cn and the recognition results of the recognition sec-
tions R1 to Rn transmitted from the vehicles M1 to Mn
via the network N.
[0033] Furthermore, the server Sv includes a relearn-
ing section L of the recognition section R.
[0034] The relearning section L relearns the recogni-
tion section R by using the parameter P including the
vehicle accumulation information U1 to Un as data for
learning, generates an update SW for causing the current
recognition section R to be updated to a relearned rec-
ognition section R, distributes the update SW to the ve-
hicles M1 to Mn as distribution information D1 to Dn via
the network N, and updates each of the recognition sec-
tions R1 to Rn.
[0035] Here, there is a case where the recognition sec-
tion R is not appropriately updated by the update SW,
and inappropriate object recognition processing is per-
formed, and thus, there is a possibility that automated
driving cannot be appropriately implemented.
[0036] For this reason, the update SW for updating the
recognition section R needs to be distributed after safety
is confirmed by sufficient simulation.
[0037] However, in order to generate the update SW
such that the update processing for the recognition sec-
tion R is in a complete state, the cost for the safety con-
firmation, in particular, the time required for the safety
confirmation is enormous, and there is a possibility that
the distribution of the update SW is delayed and the up-
date of the recognition section R is delayed.
[0038] Therefore, in the present disclosure, among the
vehicles M1 to Mn, the update SW is first distributed to
a vehicle M group with less danger in which safety is
ensured even in a case where an appropriate operation
cannot be implemented by updating the recognition sec-
tion R by the update SW, to update the recognition sec-
tion R, the operating state after the update is confirmed,

and the update SW is distributed to other vehicles M in
a case where it is confirmed that there is no defect with
sufficient operation.
[0039] More specifically, for example, in a case where
the recognition section R is configured to recognize a
pedestrian among objects, a recognition section Rm of
a vehicle Mm traveling on a highway H among the vehi-
cles M1 to Mn is updated by the update SW prior to the
other vehicles M.
[0040] That is, since it is unlikely that the vehicle Mm
traveling on the highway H recognizes a pedestrian dur-
ing traveling and requires an operation to avoid contact,
even if the vehicle Mm cannot appropriately recognize a
pedestrian due to the update of the recognition section
Rm, a fatal problem is unlikely to occur.
[0041] Furthermore, since there is a possibility that
even the vehicle Mm traveling on the highway H recog-
nizes a pedestrian present around the highway, it is pos-
sible to confirm whether or not the recognition section
Rm after the updated is properly operating.
[0042] Therefore, in the present disclosure, the recog-
nition section Rm of the vehicle Mm traveling on the high-
way H is updated by the update SW prior to the other
vehicles M, and the recognition accuracy of pedestrians
after the update is confirmed.
[0043] Then, if there is no defect in the object recog-
nition processing of the recognition section Rm of the
vehicle Mm, the update SW is also distributed to the rec-
ognition sections R of the vehicles M other than the ve-
hicle Mm traveling on the highway, and the update is
performed.
[0044] Furthermore, if there is a defect in the object
recognition processing by the recognition section Rm up-
dated by the update SW, the update by the update SW
of the recognition sections R of the other vehicles M is
stopped, and the processing of causing the relearning
section L to relearn the update SW is repeated.
[0045] As a result, it is possible to confirm the presence
or absence of the defect by updating the recognition sec-
tion R of the vehicle 1 in which safety is ensured by the
update SW while suppressing the cost for reducing the
occurrence of the defect related to the object recognition
processing of the recognition section R updated by the
update SW generated by the relearning of the recognition
section R.
[0046] Furthermore, since it is possible to suppress the
time related to relearning for improving the perfection of
the update SW, it is possible to quickly implement the
distribution of the update SW.
[0047] Moreover, even if there is a defect in the object
recognition processing of the recognition section R up-
dated by the update SW, the defect related to the object
recognition processing by the updated recognition sec-
tion R is confirmed in a vehicle Mm in which safety is
ensured, and the distribution of the update SW is
stopped. Therefore, recognition sections R of vehicles M
in which safety is not ensured other than the vehicle Mm
are not updated by the defective update SW, so that the
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safety related to the update by the update SW can be
improved.
[0048] As a result, it is possible to quickly and safely
implement the update of the recognition section R of the
vehicle M by the update SW.

<<2. Configuration Example of SW Management System 
of Present Disclosure>>

[0049] Next, a configuration example of the SW man-
agement system of the present disclosure will be de-
scribed with reference to Fig. 2.
[0050] The SW management system 10 of the present
disclosure includes vehicles 1-1 to 1-n, a server 2, and
a network 3. Note that, in a case where there is no par-
ticular need to distinguish the vehicles 1-1 to 1-n, the
vehicles 1-1 to 1-n are simply referred to as a vehicle 1,
and other configurations are similarly referred to.
[0051] The vehicles 1-1 to 1-n have configurations cor-
responding to the vehicles M1 to Mn in Fig. 1, and are
vehicles capable of automated driving.
[0052] The vehicles 1-1 to 1-n include cameras 1a-1
to 1an that capture images of the surroundings, and rec-
ognition sections 1b-1 to 1b-n that recognize objects
present in the surroundings on the basis of the images
captured by the cameras 1a-1 to 1a-n, and automated
driving is implemented on the basis of the recognition
results of the recognition sections lb-1 to 1b-n.
[0053] Furthermore, each of the recognition sections
1b-1 to 1b-n mounted on each of the vehicles 1-1 to 1-n
is a software program (SW), and the update is repeated
by the update SW distributed from the server 2.
[0054] Note that the cameras 1a-1 to 1a-n may not
have the same structure, but the recognition sections 1b-
1 to 1b-n are the same since the update is repeated by
the update SW distributed from the server 2.
[0055] Moreover, the vehicles 1-1 to 1-n accumulates
information obtained by combining the images captured
by the cameras 1a-1 to 1a-n and the recognition results
of the recognition sections 1b-1 to 1b-n as vehicle accu-
mulation information, and transmit the accumulated in-
formation to the server 2 via the network 3.
[0056] The server 2 causes the recognition section 1b
to relearn by using the vehicle accumulation information
transmitted from each of the vehicles 1-1 to 1-n via the
network 3 as learning data.
[0057] Then, the server 2 generates the relearned rec-
ognition section 1b as the update SW, distributes the
update SW to the vehicles 1-1 to 1-n via the network 3,
and updates each of the recognition sections lb-1 to 1b-n.
[0058] When the update SW is distributed to update
the recognition sections 1b-1 to 1b-n, the server 2 dis-
tributes and updates the update SW from a vehicle 1
(group) having a small influence even if a defect occurs
in the operating state due to the update of the recognition
section 1b among the vehicles 1-1 to 1-n.
[0059] Then, the server 2 confirms the operating state
of the recognition section 1b updated by the update SW,

and when there is no defect in the operating state, the
server 2 distributes the update SW to the other vehicles
1 and causes the other vehicles 1 to update.
[0060] With this operation, when the recognition sec-
tion 1b is updated by the update SW, if the update cannot
be appropriately completed, or if a detect occurs in which
the recognition accuracy becomes lower than that of the
recognition section 1b before the update even if the up-
date is appropriately performed, the update can be per-
formed after the defect is improved by relearning.
[0061] Furthermore, for the vehicle 1 (group) to which
the SW is distributed first, even if there is a defect in the
operating state of the recognition section 1b updated by
the update SW, only the recognition section 1b of the
vehicle 1 in which safety is ensured is updated, so that
occurrence of a fatal problem can be suppressed.
[0062] Moreover, by first confirming the operating state
of the recognition section 1b in the vehicle 1 in which the
update SW has been updated, it is possible to confirm
the presence or absence of a defect related to the update
and then distribute the SW to other vehicles 1, so that
distribution to a vehicle 1 having a large influence in a
case where a defect occurs in the recognition section 1b
updated by the update SW can be distributed after suf-
ficient safety is ensured.
[0063] As a result, even if the update SW is distributed
to the vehicle 1 without being developed to a state where
complete safety can be ensured, a serious problem does
not occur. Therefore, at the stage of a certain degree of
completion, the update SW can be distributed to the ve-
hicle 1 where safety is ensured, the recognition section
1b can be updated, and the presence or absence of a
defect can be confirmed. Therefore, it is possible to im-
plement quick distribution of the update SW.
[0064] Furthermore, since the SW can be distributed
to the other vehicles 1 in a state in which the safety of
the update SW is ensured to some extent, the update of
the recognition section 1b by the update SW can be safely
implemented.

<<3. Configuration Example of Vehicle Control Sys-
tem>>

[0065] Fig. 3 is a block diagram illustrating a configu-
ration example of a vehicle control system 11 which is
an example of a moving apparatus control system of the
vehicle 1 to which the present technology is applied.
[0066] The vehicle control system 11 is provided in the
vehicle 1 and performs processing related to travel as-
sistance and automated driving of the vehicle 1.
[0067] The vehicle control system 11 includes a proc-
essor 21, a communication section 22, a map information
accumulation section 23, a global navigation satellite sys-
tem (GNSS) reception section 24, an external recognition
sensor 25, an in-vehicle sensor 26, a vehicle sensor 27,
a recording section 28, a travel assistance/automated
driving control section 29, a driver monitoring system
(DMS) 30, a human machine interface (HMI) 31, and a
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vehicle control section 32.
[0068] The processor 21, the communication section
22, the map information accumulation section 23, the
GNSS reception section 24, the external recognition sen-
sor 25, the in-vehicle sensor 26, the vehicle sensor 27,
the recording section 28, the travel assistance/automat-
ed driving control section 29, the driver monitoring sys-
tem (DMS) 30, the human machine interface (HMI) 31,
and the vehicle control section 32 are connected to one
another via a communication network 41. The commu-
nication network 41 includes, for example, an in-vehicle
communication network, a bus, or the like conforming to
an arbitrary standard such as a controller area network
(CAN), a local interconnect network (LIN), a local area
network (LAN), FlexRay (registered trademark), Ethernet
(registered trademark), or the like. Note that each section
of the vehicle control system 11 may be directly connect-
ed by, for example, near field communication (NFC),
Bluetooth (registered trademark), or the like without
passing through the communication network 41.
[0069] Note that, hereinafter, in a case where each
section of the vehicle control system 11 performs com-
munication via the communication network 41, descrip-
tion of the communication network 41 will be omitted. For
example, in a case where the processor 21 and the com-
munication section 22 perform communication via the
communication network 41, it is simply described that
the processor 21 and the communication section 22 per-
form communication.
[0070] The processor 21 includes various processors
such as a central processing unit (CPU), a micro process-
ing unit (MPU), an electronic control unit (ECU), or the
like, for example. The processor 21 controls the entire
vehicle control system 11.
[0071] The communication section 22 communicates
with various devices inside and outside the vehicle, other
vehicles, servers, base stations, and the like, and trans-
mits and receives various data. As the communication
with the outside of the vehicle, for example, the commu-
nication section 22 receives a program for updating soft-
ware for controlling the operation of the vehicle control
system 11, map information, traffic information, informa-
tion around the vehicle 1, and the like from the outside.
For example, the communication section 22 transmits
information regarding the vehicle 1 (for example, data
indicating the state of the vehicle 1, a recognition result
by the recognition section 73, and the like), information
around the vehicle 1, and the like to the outside. For ex-
ample, the communication section 22 performs commu-
nication corresponding to a vehicle emergency call sys-
tem such as an eCall or the like.
[0072] Note that a communication method of the com-
munication section 22 is not particularly limited. Further-
more, a plurality of communication methods may be
used.
[0073] As communication with the inside of the vehicle,
for example, the communication section 22 performs
wireless communication with a device in the vehicle by

a communication method such as wireless LAN, Blue-
tooth, NFC, wireless USB (WUSB), or the like. For ex-
ample, the communication section 22 performs wired
communication with a device in the vehicle by a commu-
nication method such as a universal serial bus (USB), a
high-definition multimedia interface (HDMI, registered
trademark), a mobile high-definition link (MHL), or the
like via a connection terminal (and, if necessary, a cable)
not illustrated.
[0074] Here, the in-vehicle device is, for example, a
device that is not connected to the communication net-
work 41 in the vehicle. For example, a mobile device or
a wearable device carried by an occupant such as a driver
or the like, an information device brought into the vehicle
and temporarily installed, or the like is assumed.
[0075] For example, the communication section 22
communicates with a server or the like present on an
external network (for example, the Internet, a cloud net-
work, or a company-specific network) via a base station
or an access point by a wireless communication method
such as fourth generation mobile communication system
(4G), fifth generation mobile communication system
(5G), long term evolution (LTE), dedicated short range
communications (DSRC), or the like.
[0076] For example, the communication section 22
communicates with a terminal (for example, a terminal
of a pedestrian or a store, or a machine type communi-
cation (MTC) terminal) present in the vicinity of the host
vehicle using a peer to peer (P2P) technology. For ex-
ample, the communication section 22 performs V2X com-
munication. The V2X communication is, for example, ve-
hicle to vehicle communication with another vehicle, ve-
hicle to infrastructure communication with a roadside de-
vice or the like, vehicle to home communication, vehicle
to pedestrian communication with a terminal or the like
possessed by a pedestrian, or the like.
[0077] For example, the communication section 22 re-
ceives an electromagnetic wave transmitted by a road
traffic information communication system (vehicle infor-
mation and communication system (VICS), registered
trademark) such as a radio wave beacon, an optical bea-
con, FM multiplex broadcasting, or the like.
[0078] The map information accumulation section 23
accumulates a map acquired from the outside and a map
created by the vehicle 1. For example, the map informa-
tion accumulation section 23 accumulates a three-di-
mensional high-precision map, a global map having low-
er accuracy than the highly accurate map but covering a
wide area, and the like.
[0079] The high-precision map is, for example, a dy-
namic map, a point cloud map, a vector map (also re-
ferred to as an advanced driver assistance system
(ADAS) map), or the like. The dynamic map is, for exam-
ple, a map including four layers of dynamic information,
semi-dynamic information, semi-static information, and
static information, and is provided from an external server
or the like. The point cloud map is a map including point
clouds (point cloud data). The vector map is a map in
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which information such as a lane, a position of a signal,
and the like is associated with the point cloud map. The
point cloud map and the vector map may be provided
from, for example, an external server or the like, or may
be created by the vehicle 1 as a map for performing
matching with a local map to be described later on the
basis of a sensing result by a radar 52, a LiDAR 53, or
the like, and may be accumulated in the map information
accumulation section 23. Furthermore, in a case where
a high-precision map is provided from an external server
or the like, for example, map data of several hundred
meters square regarding a planned route on which the
vehicle 1 travels from now is acquired from the server or
the like in order to reduce the communication capacity.
[0080] The GNSS reception section 24 receives a
GNSS signal from a GNSS satellite, and supplies the
GNSS signal to the travel assistance/automated driving
control section 29.
[0081] The external recognition sensor 25 includes
various sensors used for recognizing a situation outside
the vehicle 1, and supplies sensor data from each sensor
to each section of the vehicle control system 11. The type
and number of sensors included in the external recogni-
tion sensor 25 are arbitrary.
[0082] For example, the external recognition sensor
25 includes a camera 51, a radar 52, a light detection
and ranging or laser imaging detection and ranging
(LiDAR) 53, and an ultrasonic sensor 54. The number of
the cameras 51, the radars 52, the LiDARs 53, and the
ultrasonic sensors 54 is arbitrary, and an example of a
sensing area of each sensor will be described later.
[0083] Note that, as the camera 51, for example, a
camera of an arbitrary imaging method such as a time
of flight (ToF) camera, a stereo camera, a monocular
camera, an infrared camera, or the like is used as nec-
essary.
[0084] Furthermore, for example, the external recog-
nition sensor 25 includes an environment sensor for de-
tecting weather, climate, brightness, and the like. The
environment sensor includes, for example, a raindrop
sensor, a fog sensor, a sunshine sensor, a snow sensor,
an illuminance sensor, and the like.
[0085] Moreover, for example, the external recognition
sensor 25 includes a microphone used for detecting a
sound around the vehicle 1, a position of a sound source,
and the like.
[0086] The in-vehicle sensor 26 includes various sen-
sors for detecting information inside the vehicle, and sup-
plies sensor data from each sensor to each section of
the vehicle control system 11. The type and number of
sensors included in the in-vehicle sensor 26 are arbitrary.
[0087] For example, the in-vehicle sensor 26 includes
a camera, a radar, a seating sensor, a steering wheel
sensor, a microphone, a biometric sensor, and the like.
As the camera, for example, a camera of any imaging
method such as a ToF camera, a stereo camera, a mo-
nocular camera, an infrared camera, or the like can be
used. The biometric sensor is provided, for example, on

a seat, a steering wheel, or the like, and detects various
types of biometric information of an occupant such as a
driver and the like.
[0088] The vehicle sensor 27 includes various sensors
for detecting the state of the vehicle 1, and supplies sen-
sor data from each sensor to each section of the vehicle
control system 11. The type and number of sensors in-
cluded in the vehicle sensor 27 are arbitrary.
[0089] For example, the vehicle sensor 27 includes a
speed sensor, an acceleration sensor, an angular veloc-
ity sensor (gyro sensor), and an inertial measurement
unit (IMU). For example, the vehicle sensor 27 includes
a steering angle sensor that detects a steering angle of
a steering wheel, a yaw rate sensor, an accelerator sen-
sor that detects an operation amount of an accelerator
pedal, and a brake sensor that detects an operation
amount of a brake pedal. For example, the vehicle sensor
27 includes a rotation sensor that detects the number of
rotations of the engine or the motor, an air pressure sen-
sor that detects the air pressure of the tire, a slip rate
sensor that detects the slip rate of the tire, and a wheel
speed sensor that detects the rotation speed of the wheel.
For example, the vehicle sensor 27 includes a battery
sensor that detects the remaining amount and tempera-
ture of the battery, and an impact sensor that detects an
external impact.
[0090] The recording section 28 includes, for example,
a read only memory (ROM), a random access memory
(RAM), a magnetic storage device such as a hard disc
drive (HDD) or the like, a semiconductor storage device,
an optical storage device, a magneto-optical storage de-
vice, and the like. The recording section 28 records var-
ious programs, data, and the like used by each section
of the vehicle control system 11. For example, the re-
cording section 28 records a rosbag file including a mes-
sage transmitted and received by a robot operating sys-
tem (ROS) in which an application program related to
automated driving operates. For example, the recording
section 28 includes an event data recorder (EDR) and a
data storage system for automated driving (DSSAD), and
records information of the vehicle 1 before and after an
event such as an accident or the like.
[0091] The travel assistance/automated driving control
section 29 controls travel assistance and automated driv-
ing of the vehicle 1. For example, the travel assist-
ance/automated driving control section 29 includes an
analysis section 61, an action planning section 62, and
an operation control section 63.
[0092] The analysis section 61 performs analysis
processing of the situation of the vehicle 1 and the sur-
roundings. The analysis section 61 includes a self-posi-
tion estimation section 71, a sensor fusion section 72,
and a recognition section 73.
[0093] The self-position estimation section 71 esti-
mates the self-position of the vehicle 1 on the basis of
the sensor data from the external recognition sensor 25
and the high-precision map accumulated in the map in-
formation accumulation section 23. For example, the self-
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position estimation section 71 generates a local map on
the basis of sensor data from the external recognition
sensor 25, and estimates the self-position of the vehicle
1 by matching the local map with the high-precision map.
The position of the vehicle 1 is based on, for example,
the center of the rear wheel pair axle.
[0094] The local map is, for example, a three-dimen-
sional high-precision map created using a technology
such as simultaneous localization and mapping (SLAM),
or the like, an occupancy grid map, or the like. The three-
dimensional high-precision map is, for example, the
above-described point cloud map or the like. The occu-
pancy grid map is a map in which a three-dimensional or
two-dimensional space around the vehicle 1 is divided
into grids of a predetermined size, and an occupancy
state of an object is indicated in units of grids. The occu-
pancy state of the object is indicated by, for example, the
presence or absence or existence probability of the ob-
ject. The local map is also used for detection processing
and recognition processing of a situation outside the ve-
hicle 1 by the recognition section 73, for example.
[0095] Note that the self-position estimation section 71
may estimate the self-position of the vehicle 1 on the
basis of the GNSS signal and the sensor data from the
vehicle sensor 27.
[0096] The sensor fusion section 72 performs sensor
fusion processing of combining a plurality of different
types of sensor data (for example, image data supplied
from the camera 51 and sensor data supplied from the
radar 52) to obtain new information. Methods for com-
bining different types of sensor data include integration,
fusion, association, and the like.
[0097] The recognition section 73 performs detection
processing and recognition processing of a situation out-
side the vehicle 1.
[0098] For example, the recognition section 73 per-
forms detection processing and recognition processing
of a situation outside the vehicle 1 on the basis of infor-
mation from the external recognition sensor 25, informa-
tion from the self-position estimation section 71, informa-
tion from the sensor fusion section 72, and the like.
[0099] Specifically, for example, the recognition sec-
tion 73 performs detection processing, recognition
processing, and the like of an object around the vehicle
1. The object detection processing is, for example,
processing of detecting the presence or absence, size,
shape, position, movement, and the like of an object. The
object recognition processing is, for example, processing
of recognizing an attribute such as a type of an object or
the like or identifying a specific object. However, the de-
tection processing and the recognition processing are
not necessarily clearly divided, and may overlap.
[0100] For example, the recognition section 73 detects
an object around the vehicle 1 by performing clustering
for classifying point clouds based on sensor data such
as LiDAR, radar, or the like for each cluster of point
clouds. As a result, the presence or absence, size, shape,
and position of an object around the vehicle 1 are detect-

ed.
[0101] For example, the recognition section 73 detects
the motion of the object around the vehicle 1 by perform-
ing tracking that follows the motion of the cluster of the
point cloud classified by clustering. As a result, the speed
and the traveling direction (movement vector) of the ob-
ject around the vehicle 1 are detected.
[0102] For example, the recognition section 73 recog-
nizes the type of the object around the vehicle 1 by per-
forming object recognition processing such as semantic
segmentation or the like on the image data supplied from
the camera 51.
[0103] Note that, as the object to be detected or rec-
ognized, for example, a vehicle, a person, a bicycle, an
obstacle, a structure, a road, a traffic light, a traffic sign,
a road sign, and the like are assumed.
[0104] For example, the recognition section 73 per-
forms recognition processing of traffic rules around the
vehicle 1 on the basis of the map accumulated in the map
information accumulation section 23, the estimation re-
sult of the self-position, and the recognition result of the
object around the vehicle 1. By this processing, for ex-
ample, the position and the state of the signal, the con-
tents of the traffic sign and the road sign, the contents of
the traffic regulation, the travelable lane, and the like are
recognized.
[0105] For example, the recognition section 73 per-
forms recognition processing of the environment around
the vehicle 1. As the surrounding environment to be rec-
ognized, for example, weather, temperature, humidity,
brightness, a state of a road surface, and the like are
assumed.
[0106] The action planning section 62 creates an ac-
tion plan of the vehicle 1. For example, the action plan-
ning section 62 creates an action plan by performing
processing of route planning and route following.
[0107] Note that the route planning (global path plan-
ning) is a process of planning a rough route from the start
to the goal. This route planning is called a track planning,
and includes processing of track generation (local path
planning) that enables safe and smooth traveling in the
vicinity of the vehicle 1 in consideration of the motion
characteristics of the vehicle 1 in the route planned by
the route planning.
[0108] Route following is a process of planning an op-
eration for safely and accurately traveling a route planned
by route planning within a planned time. For example,
the target speed and the target angular velocity of the
vehicle 1 are calculated.
[0109] The operation control section 63 controls the
operation of the vehicle 1 in order to implement the action
plan created by the action planning section 62.
[0110] For example, the operation control section 63
controls a steering control section 81, a brake control
section 82, and a drive control section 83 to perform ac-
celeration/deceleration control and direction control such
that the vehicle 1 travels on the track calculated by the
track planning. For example, the operation control sec-
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tion 63 performs cooperative control for the purpose of
implementing the functions of the ADAS such as collision
avoidance or impact mitigation, follow-up traveling, ve-
hicle speed maintaining traveling, collision warning of the
host vehicle, lane deviation warning of the host vehicle,
and the like. For example, the operation control section
63 performs cooperative control for the purpose of auto-
mated driving or the like in which the vehicle automatedly
travels without depending on the operation of the driver.
[0111] The DMS 30 performs a driver authentication
processing, a driver state recognition processing, and
the like on the basis of sensor data from the in-vehicle
sensor 26, input data input to the HMI 31, and the like.
As the state of the driver to be recognized, for example,
a physical condition, a wakefulness level, a concentration
level, a fatigue level, a line-of-sight direction, a drunken-
ness level, a driving operation, a posture, and the like
are assumed.
[0112] Note that the DMS 30 may perform authentica-
tion processing of an occupant other than the driver and
recognition processing of the state of the occupant. Fur-
thermore, for example, the DMS 30 may perform recog-
nition processing of the situation inside the vehicle on
the basis of sensor data from the in-vehicle sensor 26.
As the situation inside the vehicle to be recognized, for
example, temperature, humidity, brightness, odor, and
the like are assumed.
[0113] The HMI 31 is used for inputting various data,
instructions, and the like, generates a signal input on the
basis of the input data, instructions, and the like, and
supplies the input signal to each section of the vehicle
control system 11. For example, the HMI 31 includes an
operation device such as a touch panel, a button, a mi-
crophone, a switch, a lever, and the like, an operation
device that can input by a method other than manual
operation such as voice, gesture, or the like, and the like.
Note that the HMI 31 may be, for example, a remote
control device using infrared rays or other radio waves,
or an external connection device such as a mobile device,
a wearable device, or the like compatible with the oper-
ation of the vehicle control system 11.
[0114] Furthermore, the HMI 31 performs output con-
trol to control generation and output of visual information,
auditory information, and tactile information on the occu-
pant or the outside of the vehicle, output content, output
timing, an output method, and the like. The visual infor-
mation is, for example, information indicated by an image
or light such as an operation screen, a state display of
the vehicle 1, a warning display, a monitor image indi-
cating a situation around the vehicle 1, or the like. The
auditory information is, for example, information indicat-
ed by sound such as guidance, a warning sound, a warn-
ing message, or the like. The tactile information is, for
example, information given to the tactile sense of the
occupant by force, vibration, motion, or the like.
[0115] As a device that outputs visual information, for
example, a display device, a projector, a navigation de-
vice, an instrument panel, a camera monitoring system

(CMS), an electronic mirror, a lamp, and the like are as-
sumed. The display device may be, for example, a device
that displays visual information in the field of view of the
occupant, such as a head-up display, a transmissive dis-
play, a wearable device having an augmented reality
(AR) function, or the like, in addition to a device having
a normal display.
[0116] As a device that outputs auditory information,
for example, an audio speaker, a headphone, an ear-
phone, or the like is assumed.
[0117] As a device that outputs tactile information, for
example, a haptics element using haptics technology or
the like is assumed. The haptics element is provided, for
example, on a steering wheel, a seat, or the like.
[0118] The vehicle control section 32 controls each
section of the vehicle 1. The vehicle control section 32
includes a steering control section 81, a brake control
section 82, a drive control section 83, a body system
control section 84, a light control section 85, and a horn
control section 86.
[0119] The steering control section 81 detects and con-
trols the state of the steering system of the vehicle 1 or
the like. The steering system includes, for example, a
steering mechanism including a steering wheel and the
like, an electric power steering, and the like. The steering
control section 81 includes, for example, a control unit
such as an ECU or the like that controls the steering
system, an actuator that drives the steering system, and
the like.
[0120] The brake control section 82 detects and con-
trols the state of the brake system of the vehicle 1 or the
like. The brake system includes, for example, a brake
mechanism including a brake pedal, an antilock brake
system (ABS), and the like. The brake control section 82
includes, for example, a control unit such as an ECU or
the like that controls a brake system, an actuator that
drives the brake system, and the like.
[0121] The drive control section 83 detects and con-
trols the state of the drive system of the vehicle 1 or the
like. The drive system includes, for example, a driving
force generation device for generating a driving force
such as an accelerator pedal, an internal combustion en-
gine, a driving motor, or the like, a driving force transmis-
sion mechanism for transmitting the driving force to
wheels, and the like. The drive control section 83 in-
cludes, for example, a control unit such as an ECU or
the like that controls the drive system, an actuator that
drives the drive system, and the like.
[0122] The body system control section 84 detects and
controls the state of the body system of the vehicle 1 or
the like. The body system includes, for example, a key-
less entry system, a smart key system, a power window
device, a power seat, an air conditioner, an airbag, a seat
belt, a shift lever, and the like. The body system control
section 84 includes, for example, a control unit such as
an ECU or the like that controls the body system, an
actuator that drives the body system, and the like.
[0123] The light control section 85 detects and controls
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states of various lights of the vehicle 1 or the like. As the
light to be controlled, for example, a headlight, a back-
light, a fog light, a turn signal, a brake light, a projection,
a display of a bumper, and the like are assumed. The
light control section 85 includes a control unit such as an
ECU or the like that controls light, an actuator that drives
light, and the like.
[0124] The horn control section 86 detects and controls
the state of the car horn of the vehicle 1 or the like. The
horn control section 86 includes, for example, a control
unit such as an ECU or the like that controls the car horn,
an actuator that drives the car horn, and the like.
[0125] Fig. 4 is a diagram illustrating an example of
sensing areas by the camera 51, the radar 52, the LiDAR
53, and the ultrasonic sensor 54 of the external recogni-
tion sensor 25 in Fig. 3.
[0126] The sensing area 101F and the sensing area
101B illustrate examples of sensing areas of the ultra-
sonic sensor 54. The sensing area 101F covers the pe-
riphery of the front end of the vehicle 1. The sensing area
101B covers the periphery of the rear end of the vehicle 1.
[0127] The sensing results in the sensing area 101F
and the sensing area 101B are used, for example, for
parking assistance of the vehicle 1 or the like.
[0128] The sensing areas 102F to 102B illustrate ex-
amples of sensing areas of the radar 52 for a short dis-
tance or a middle distance. The sensing area 102F cov-
ers a position farther than the sensing area 101F in front
of the vehicle 1. The sensing area 102B covers a position
farther than the sensing area 101B behind the vehicle 1.
The sensing area 102L covers the rear periphery of the
left side surface of the vehicle 1. The sensing area 102R
covers the rear periphery of the right side surface of the
vehicle 1.
[0129] The sensing result in the sensing area 102F is
used, for example, to detect a vehicle, a pedestrian, or
the like present in front of the vehicle 1. The sensing
result in the sensing area 102B is used, for example, for
a collision prevention function or the like behind the ve-
hicle 1. The sensing results in the sensing area 102L and
the sensing area 102R are used, for example, for detect-
ing an object in a blind spot on the sides of the vehicle 1
or the like.
[0130] The sensing areas 103F to 103B illustrate ex-
amples of sensing areas by the camera 51. The sensing
area 103F covers a position farther than the sensing area
102F in front of the vehicle 1. The sensing area 103B
covers a position farther than the sensing area 102B be-
hind the vehicle 1. The sensing area 103L covers the
periphery of the left side surface of the vehicle 1. The
sensing area 103R covers the periphery of the right side
surface of the vehicle 1.
[0131] The sensing result in the sensing area 103F is
used for, for example, recognition of a traffic light or a
traffic sign, a lane departure prevention assist system,
and the like. The sensing result in the sensing area 103B
is used for, for example, parking assistance, a surround
view system, and the like. The sensing results in the sens-

ing area 103L and the sensing area 103R are used, for
example, in a surround view system or the like.
[0132] The sensing area 104 illustrates an example of
a sensing area of the LiDAR 53. The sensing area 104
covers a position farther than the sensing area 103F in
front of the vehicle 1. Meanwhile, the sensing area 104
has a narrower range in the left-right direction than the
sensing area 103F.
[0133] The sensing result in the sensing area 104 is
used for, for example, emergency braking, collision
avoidance, pedestrian detection, and the like.
[0134] The sensing area 105 illustrates an example of
a sensing area of the long-range radar 52. The sensing
area 105 covers a position farther than the sensing area
104 in front of the vehicle 1. Meanwhile, the sensing area
105 has a narrower range in the left-right direction than
the sensing area 104.
[0135] The sensing result in the sensing area 105 is
used for, for example, adaptive cruise control (ACC) or
the like.
[0136] Note that the sensing area of each sensor may
have various configurations other than those in Fig. 4.
Specifically, the ultrasonic sensor 54 may also sense the
sides of the vehicle 1, or the LiDAR 53 may sense the
rear of the vehicle 1.
[0137] Note that the camera 51 and the recognition
section 73 in Fig. 3 have configurations corresponding
to the camera 1a and the recognition section 1b in Fig. 2.

<<4. Configuration Example of Server>>

[0138] Next, a configuration example of the server 2
will be described with reference to Fig. 5.
[0139] The server 2 includes a processor 111, an input
section 112, an output section 113, a storage section
114, a communication section 115, a drive 116, and a
removable storage medium 117, and is connected to
each other via a bus 118, and can transmit and receive
data and programs.
[0140] The processor 111 controls the entire operation
of the server 2. Furthermore, the processor 111 manages
update of the recognition section 73 as the SW. Moreo-
ver, the processor 111 recognizes the operation state of
the recognition section 73 as the SW and transmits the
operation state to the server 2.
[0141] The input section 112 includes an input device
such as a keyboard, a mouse, and the like with which
the user inputs an operation command, and supplies var-
ious input signals to the processor 111.
[0142] The output section 113 is controlled by the proc-
essor 111, and outputs an image of a supplied operation
screen and a processing result to a display device includ-
ing a liquid crystal display (LCD), an organic electro lu-
minescence (EL), or the like to display.
[0143] The storage section 114 includes a hard disk
drive (HDD), a solid state drive (SSD), a semiconductor
memory, or the like, is controlled by the processor 111,
and writes or reads various data and programs including
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content data.
[0144] The communication section 115 is controlled by
the processor 111, and transmits and receives various
data and programs to and from various devices via a
communication network represented by a local area net-
work (LAN) or the like in a wired (or wireless (not illus-
trated)) manner.
[0145] The drive 116 reads and writes data from and
to the removable storage medium 117 such as a mag-
netic disk (including a flexible disk), an optical disk (in-
cluding a compact disc-read only memory (CD-ROM)
and a digital versatile disc (DVD)), a magneto-optical disk
(including a mini disc (MD)), a semiconductor memory,
or the like.

<<5. Functions Implemented by Vehicle Control System 
of Fig. 3>>

[0146] Next, functions implemented by the vehicle 1 of
Fig. 3 will be described with reference to a functional
block diagram of Fig. 6.
[0147] The processor 21 of the vehicle 1 implements
functions as a control section 201, an operation status
recognition section 202, an operation status reporting
section 203, and an update section 204.
[0148] The control section 201 controls the entire op-
eration of the vehicle control system 11, and outputs var-
ious control signals.
[0149] Furthermore, the control section 201 outputs a
control signal for controlling various operations of the ve-
hicle 1 to the vehicle control section 32 on the basis of
the object recognition result by the recognition section
73 based on the image captured by the camera 51.
[0150] Moreover, the control section 201 controls the
operation of the operation status recognition section 202
to recognize the operation status of the recognition sec-
tion 73.
[0151] Furthermore, when vehicle information re-
quired for grouping the vehicles 1 is requested by the
server 2, the control section 201 controls the communi-
cation section 22 to transmit the vehicle information. Note
that the vehicle information required for grouping the ve-
hicles 1 will be described later when the configuration of
the server 2 is described.
[0152] The operation status recognition section 202
recognizes the operation status of the recognition section
73 on the basis of the image captured by the camera 51
and the object recognition result of the recognition sec-
tion 73 corresponding to the image captured by the cam-
era 51.
[0153] More specifically, for example, the operation
status recognition section 202 specifies an object that
can be recognized from the map information correspond-
ing to the current position information on the basis of the
map information of the map information accumulation
section 23 and the position information based on the sig-
nals from the GNSS reception section 24 and the external
recognition sensor 25, in addition to the image captured

by the camera 51 and the object recognition result of the
recognition section 73 based on the image captured by
the camera 51, determines whether or not the recognition
section 73 is appropriately operating by comparison with
the object recognition result, recognizes the determina-
tion result as the operation status, and outputs the oper-
ation status reporting section 203.
[0154] For example, the operation status recognition
section 202 reads, from the map information, a position
specified on the basis of the GNSS signal of the GNSS
reception section 24 and the signal of the external rec-
ognition sensor 25 and information on an object present
within the angle of view of the camera 51 based on the
direction of the vehicle 1 at the specified position, com-
pares the information with the recognition result of the
recognition section 73, and recognizes the comparison
result as the operation status.
[0155] That is, in a case where, for example, a specific
sign, a specific building, or the like is read as an object
present in the vicinity read from the map information at
the position specified on the basis of the GNSS signal,
the operation status recognition section 202 determines
that the operation status is appropriate if the recognition
result of the recognition section 73 at that time matches
the specific sign, the specific building, or the like read
from the map information, and determines that the oper-
ation status is not appropriate if the recognition result
does not match the specific sign, the specific building, or
the like read from the map information.
[0156] The object to be compared with the recognition
result may be an object specified from map information
such as a specific sign, a specific building or the like, or
may be a dedicated marker or the like for confirming the
operation status of the recognition section 73.
[0157] Furthermore, the object to be compared with
the recognition result may be an object that can be rec-
ognized along with a phenomenon that is expected to
occur from a position, a time zone, and the like, and may
be, for example, a vehicle, a pedestrian, or the like in a
traffic jam that is expected to occur from a position, a
time zone, and the like. In this case, whether or not it is
possible to recognize that the vehicle or the pedestrian
is moving may also be used for determining the operation
status of the recognition section 73.
[0158] Moreover, the object to be compared with the
recognition result may be a sensitive signal that operates
with V2X communication or approach of the vehicle 1, a
gate bar of a parking lot, or the like. In this case, whether
or not the sensitive signal changes from red to green as
the vehicle 1 approaches, or whether or not a change in
operation such as opening or closing of the gate bar is
recognized as a recognition result may also be used for
the determination of the operation status.
[0159] Furthermore, the operation status recognition
section 202 may back up the recognition section 73 be-
fore the update, compare the recognition rate of the rec-
ognition section 73 before the update with the recognition
rate of the recognition section 73 after the update, and
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regard the comparison result as the operation status. In
this case, when the recognition rate of the recognition
section 73 after the update is not lower than the recog-
nition rate of the recognition section 73 before the update
and there is no deterioration, it may be considered that
appropriate update has been performed, and conversely,
when the recognition rate is lowered and there is deteri-
oration, it may be considered that inappropriate update
has been performed.
[0160] The operation status reporting section 203 de-
termines whether or not reporting to the server 2 is nec-
essary on the basis of the information of the operation
status supplied from the operation status recognition sec-
tion 202, and controls the communication section 22 to
transmit the image captured by the camera 51 and the
recognition result together to the server 2 when deter-
mining that reporting to the server 2 is necessary.
[0161] For example, when the operation status is in-
appropriate, the operation status reporting section 203
reports the image captured by the camera 51 and the
recognition result together to the server 2.
[0162] Note that, for example, when the operation sta-
tus is appropriate, the operation status reporting section
203 may report the image captured by the camera 51
and the recognition result together to the server 2.
[0163] Furthermore, the operation status reporting
section 203 may report the operation status together with
the image captured by the camera 51 and the recognition
result to the server 2 regardless of whether or not the
operation status is appropriate, for example.
[0164] The update section 204 controls the communi-
cation section 22 to update the recognition section 73
from the server 2, receive the update SW, develop infor-
mation as necessary, or the like, thereby updating the
recognition section 73 to a state relearned by the server 2.

<<6. Functions Implemented by Server of Fig. 4>>

[0165] Next, functions implemented by the server 2 of
Fig. 4 will be described with reference to the functional
block diagram of Fig. 7.
[0166] The processor 111 of the server 2 implements
functions as a vehicle information collection section 231,
a grouping section 232, a distribution order decision sec-
tion 233, a distribution status confirmation section 234,
a distribution planning section 235, a distribution section
236, a relearning section 237, and an update SW release
section 238.
[0167] The vehicle information collection section 231
controls the communication section 115 to request vehi-
cle information for grouping the vehicles 1, collects the
vehicle information, and outputs the collected vehicle in-
formation to the grouping section 232.
[0168] Here, the vehicle information is various types
of information required for grouping the vehicles 1 by the
grouping section 232 to be described later, and is, for
example, information such as a vehicle type, position in-
formation, a detection history of the external recognition

sensor 25 and a travel history including a route or the
like traveled in the past, a total travel distance, weather
information corresponding to the current position infor-
mation of the vehicle 1, and the like.
[0169] The grouping section 232 groups the vehicles
1-1 to 1-n on the basis of the vehicle information collected
from each of the vehicles 1, and outputs the grouping
result to the distribution order decision section 233.
[0170] The grouping performed here is to group the
vehicles 1-1 to 1-n into at least two groups or more for
setting the order when the update SW for updating the
recognition section 73 is distributed.
[0171] At the time of updating the recognition section
73, the distribution of the update SW is performed in order
from a group of vehicles 1 that are not to be in a dangerous
state, have a high possibility of being safe, and have en-
sured safety to a group with lower safety even in a state
where an appropriate operation cannot be performed.
[0172] Note that the grouping will be described later in
detail with reference to Fig. 8.
[0173] On the basis of the grouping result supplied
from the grouping section 232, the distribution order de-
cision section 233 decides the order of distributing the
update SW in order from the group having a high possi-
bility of being safe (safety is ensured), and outputs infor-
mation on the distribution order with respect to the de-
cided grouping result to the distribution planning section
235.
[0174] The distribution status confirmation section 234
controls the communication section 115 to confirm the
distribution status indicating to which group of vehicles
1 the update SW is distributed, and outputs information
of the confirmed distribution status to the distribution
planning section 235.
[0175] Furthermore, the distribution status confirma-
tion section 234 controls the communication section 115
to confirm, as the distribution status, information indicat-
ing whether or not the object recognition processing by
the recognition section 73 updated by the distributed up-
date SW is appropriate, the information being transmitted
from the vehicle 1, and outputs the information to the
distribution planning section 235.
[0176] The distribution planning section 235 plans the
order and timing for distributing the update SW from the
information on the distribution order supplied from the
distribution order decision section 233 and the informa-
tion on the distribution status supplied from the distribu-
tion status confirmation section 234, and outputs the or-
der and timing to the distribution section 236 as a distri-
bution plan.
[0177] The relearning section 237 accumulates vehicle
accumulation information constituting a parameter used
as relearning data including the image captured by the
camera 51 and the object recognition result by the rec-
ognition section 73, supplied from the vehicle 1, relearns
the corresponding recognition section 73 by using the
accumulated vehicle accumulation information as re-
learning data, generates an update SW as a relearning
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result, and outputs the update SW to the update SW re-
lease section 238.
[0178] The update SW release section 238 confirms,
by simulation, the operation of the recognition section 73
updated by the update SW generated by the relearning
of the recognition section 73 by the relearning section
237, determines whether or not it is distributable, and
outputs the distributable update SW to the distribution
section 236.
[0179] The distribution section 236 controls the com-
munication section 115 to distribute the update SW sup-
plied from the update SW release section 238 to the ve-
hicle 1 according to the distribution plan supplied from
the distribution planning section 235, and causes the rec-
ognition section 73 to be updated.

<<7. Grouping of Vehicles>>

[0180] Next, grouping of the vehicles 1-1 to 1-n will be
described with reference to Fig. 8.
[0181] The grouping of the vehicles 1-1 to 1-n by the
grouping section 232 is processing for grouping a vehicle
group for confirming a state of a case where the recog-
nition section 73 is actually updated by the update SW
to be distributed.
[0182] Therefore, the vehicles 1-1 to 1-n are desirably
grouped as illustrated in Fig. 8, for example.
[0183] That is, in Fig. 8, the vehicles 1-1 to 1-n are
grouped into groups G1 to Gx in order from the top.
[0184] Here, the group G1 includes vehicles 1-11 to 1-
X among the vehicles 1-1 to 1-n, the group G2 includes
vehicles 1-21 to 1-Y among the vehicles 1-1 to 1-n, and
the group Gx includes vehicles 1-31 to 1-Z among the
vehicles 1-1 to 1-n.
[0185] Furthermore, in the groups G1 to Gx in Fig. 8,
the risk in a case where some defect occurs by updating
the recognition section 73 by the update SW is assumed
to be smaller in the upper part and larger in the lower
part in the drawing.
[0186] In other words, the safest group even in a case
where some defect occurs by updating the recognition
section 73 the update SW is the group G1, the next safest
group is the group G2, and the most dangerous group is
the group Gx.
[0187] For this reason, in a case where grouping is
performed as in the groups G1 to Gx as illustrated in Fig.
8, the distribution order decision section 233 decides the
order of distribution of the update SW as in the groups
G1, G2, ..., Gx.
[0188] Therefore, the grouping section 232 scores the
risk in a case where some defect occurs by updating the
recognition section 73 by the update SW in the vehicles
1-1 to 1-n, and groups according to the score.
[0189] Hereinafter, a risk that occurs in a case where
some defect occurs by updating the recognition section
73 by the update SW is referred to as an update risk.
[0190] That is, the grouping is to group the vehicles
1-1 to 1-n into a plurality of groups according to the update

risk.
[0191] Therefore, in Fig. 8, an example of being divided
into three or more groups is described, but ideally, it is
considered that a predetermined effect can be obtained
if at least two groups are obtained, that is, a group in-
cluding the number of vehicles 1 in which complete safety
is ensured and the influence of the update risk is likely
to be stochastically obtained with a predetermined accu-
racy and the other groups.
[0192] That is, the update SW is first distributed to the
first group including the number of vehicles 1 in which
complete safety is ensured and the influence of the up-
date risk is likely to be stochastically obtained with a pre-
determined accuracy, and the presence or absence of a
defect when traveling using the recognition result of the
recognition section 73 updated by the update SW is con-
firmed.
[0193] Then, when it is confirmed that there is no defect
in the first group, the update SW is also distributed to the
remaining groups.
[0194] Furthermore, in a case where the vehicles 1-1
to 1-n are divided into three or more groups by grouping,
the update SW is distributed sequentially from the upper
group, and when it is confirmed that there is no defect,
the update SW is distributed sequentially to the upper
group of the update risk.
[0195] In the case of being divided into three or more
groups, the update SW is distributed to the group to which
the update SW is distributed last in a state in which the
operation status of the recognition section 73 updated
by the update SW is sufficiently verified in the vehicles 1
in the groups to which the update SW is distributed so
far immediately before. Therefore, vehicles 1 in a group
to which the update SW is distributed later can update
the recognition section 73 more safely.
[0196] For example, the grouping section 232 may re-
gard that the update risk of encountering an accident is
higher as the number of accidents or the number of au-
tomobiles in each region is larger according to the posi-
tion information of the vehicles 1-1 to 1-n and the number
of accidents in each region or the number of automobiles
in each region.
[0197] In this case, the grouping section 232 may set
scores such that the vehicle 1 in a region having a larger
number of accidents or a larger number of automobiles
for each region is lower, set ranks according to the scores
set in this manner, and set the groups G1 to Gx from the
top.
[0198] Furthermore, the grouping section 232 may set
the score lower for the vehicle 1 present in a region where
the recognition accuracy by object recognition is likely to
deteriorate, for example, in a region where the weather
is stormy, and conversely, set the score higher for the
vehicle 1 present in a region where the recognition ac-
curacy is considered to be less deteriorated, for example,
in a region where the weather is fine, according to the
position information of each vehicle 1 and the weather
of the current location of each region, and group the ve-
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hicles 1.
[0199] Moreover, the grouping section 232 may per-
form grouping such that, for example, the smaller the
travel distance, the lower the probability of encountering
an accident and the lower the update risk, and thus the
higher the score is set, and conversely, the larger the
travel distance, the higher the probability of encountering
an accident and the higher the update risk, and thus the
higher the score is set, according to the travel distance
from the operation history or the like of each vehicle 1.
[0200] Furthermore, the grouping section 232 may ac-
quire a tendency of acceleration/deceleration, a speed
range, and a driving situation of a road or the like to be
used from an operation history (sensing result of the ex-
ternal recognition sensor 25) of each vehicle 1, and the
like, and may perform grouping such that, for example,
when a change in acceleration/deceleration is large, a
speed range is a high speed range, or a use frequency
of a road having a high accident occurrence frequency
is high, the score is set low assuming that an update risk
is high, and conversely, when a change in accelera-
tion/deceleration is small, a speed range is a low speed
range, or a use frequency of a road having a high accident
occurrence frequency is low, the score is set high as-
suming that an update risk is low.
[0201] Moreover, according to the vehicle type of the
vehicle 1, for example, the grouping section 232 may
regard a vehicle type for which it is known that a purchas-
er group who prefers slow traveling purchases more than
a predetermined number of vehicles, a vehicle type hav-
ing a size smaller than a predetermined size, a vehicle
type having traveling performance higher than a prede-
termined traveling performance, a vehicle type equipped
with safety equipment more than a predetermined
number, a commercial vehicle or the like that is traveling
for commercial purposes and is known not to travel reck-
lessly, as having a low update risk, and set the score high
so as to perform grouping.
[0202] Conversely, the grouping section 232 may re-
gard a vehicle type for which it is known that a purchaser
group who prefers slow traveling purchases less than a
predetermined number of vehicles, a vehicle type having
a size larger than a predetermined size, a vehicle type
not having traveling performance higher than a predeter-
mined traveling performance, a vehicle type not equipped
with safety equipment more than a predetermined
number, a private car that may drive recklessly compared
to a commercial vehicle, and the like, as having a high
update risk, and set the score low so as to perform group-
ing.
[0203] Furthermore, the grouping section 232 may
group the vehicles 1 by a combination of scores in con-
sideration of the above-described elements.
[0204] For grouping, the grouping section 232 first sets
scores for the vehicles 1, then obtains ranks, and sets
groups from the top with a predetermined number of di-
visions.
[0205] At this time, the number of vehicles 1 belonging

to each group may not be equal. For example, the number
of vehicles 1 belonging to a higher group may be smaller,
and the number of vehicles 1 belonging to a lower group
may be larger. Furthermore, the number of vehicles 1
belonging to each group may not be fixed, and for exam-
ple, the width of the score belonging to each group may
be determined, and the group may be set according to
the score.
[0206] However, the smaller the number of vehicles 1
belonging to the group to which the update SW is first
distributed, the smaller the influence of the update risk,
and the easier the confirmation of the update risk.
[0207] Furthermore, since the grouping may be per-
formed according to the level of safety, the grouping may
be performed on the basis of other criteria. For example,
since safety is high for vehicles for mobility as a service
(MaaS), vehicles traveling in a limited area, and the like,
the update SW may be distributed from these groups,
and may be distributed to general vehicles after safety
is confirmed.
[0208] Moreover, in a case where a passenger car is
compared with a bus or the like, the bus has a larger
number of occupants than the passenger car, and has a
larger influence in a case where an accident occurs.
Therefore, the update SW may be distributed from the
passenger car, and may be distributed to the bus or the
like after safety is confirmed.
[0209] Furthermore, as for the automated driving,
since the driver intervenes in the driving in the case of
level 2 as compared with levels 3 and 4, it is considered
that a defect can be handled even if there is a defect in
the update of the recognition section 73. Therefore, the
update may be distributed from the vehicles 1 of level 2,
and may be sequentially distributed to the vehicles of
level 3 and level 4 after safety is confirmed.

<<8. Grouping Processing>>

[0210] Next, the grouping processing will be described
with reference to the flowchart of Fig. 9.
[0211] In step S11, the vehicle information collection
section 231 controls the communication section 115 to
request the vehicle information from the vehicles 1-1 to
1-n.
[0212] In step S31, the control section 201 controls the
communication section 22 to determine whether or not
vehicle information has been requested from the server
2, and repeats the similar processing until requested.
[0213] In a case where vehicle information is requested
from the server 2 in step S31, in step S32, the control
section 201 controls the communication section 22 to
transmit, to the server 2, vehicle information required for
grouping the vehicles 1 such as, for example, vehicle
types, position information based on a GNSS signal, a
detection history of the external recognition sensor 25
and a travel history including a route or the like traveled
in the past, a total travel distance, weather information
corresponding to current position information of the ve-
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hicle 1, and the like.
[0214] In step S33, the control section 201 determines
whether or not the end of the process has been instruct-
ed, and in a case where the end of the process has not
been instructed, the process returns to step S31.
[0215] That is, the processing of steps S31 to S33 is
repeated until the end of the process is instructed.
[0216] Then, in step S33, when the end of the process
is instructed, the process ends.
[0217] Meanwhile, when the vehicle information is
transmitted to the server 2 by the processing in step S32,
the vehicle information collection section 231 of the serv-
er 2 controls the communication section 115 to acquire
and collect the vehicle information transmitted from the
vehicle 1 in step S12.
[0218] At this time, the vehicle information collection
section 231 may continuously collect each piece of the
vehicle information of the vehicles 1 as a database in
association with information for individually identifying
the vehicles 1, for example.
[0219] Note that, here, the description will be given as-
suming that all the vehicle information of the vehicles 1-1
to 1-n is stored into a database by the processing of steps
S12 and S32, but only some of the vehicles 1 may be
compiled into a database.
[0220] In step S13, the grouping section 232 sets any
unprocessed vehicle 1 among the vehicles 1-1 to 1-n
stored in the database in the vehicle information collec-
tion section 231 as the processing target vehicle.
[0221] In step S14, the grouping section 232 sets a
score for implementing the grouping on the basis of the
vehicle information of the processing target vehicle.
[0222] That is, the grouping section 232 sets the score
for each vehicle 1 on the basis of the vehicle information
such that a higher score is set as the update risk (risk in
a case where a defect occurs by updating the recognition
section 73 by the update SW) is smaller.
[0223] In step S15, it is determined whether or not there
is an unprocessed vehicle 1 for which a score necessary
for grouping is not set, and in a case where there is an
unprocessed vehicle 1, the process returns to step S13.
[0224] That is, the processing of steps S13 to 15 is
repeated until scores for grouping are set for all the ve-
hicles 1 for which the vehicle information is stored in the
database in the vehicle information collection section
231.
[0225] Then, in step S15, in a case where it is deter-
mined that scores for grouping are set for all the vehicles
1 in which the vehicle information is stored in the data-
base in the vehicle information collection section 231 and
there is no unprocessed vehicle 1 for which a score nec-
essary for grouping is not set, the process proceeds to
step S16.
[0226] In step S16, the grouping section 232 obtains
(sorts) the ranks of the vehicles 1-1 to 1-n on the basis
of the obtained scores.
[0227] In step S17, the grouping section 232 sets the
number of groups. Note that the number of groups may

be set to a fixed value or may be dynamically set.
[0228] In step S18, the grouping section 232 groups
the vehicles 1-1 to 1-n so as to have a set number of
groups on the basis of the ranks according to the scores,
and outputs the result to the distribution order decision
section 233.
[0229] In step S19, the distribution order decision sec-
tion 233 decides the distribution order in units of groups
according to the scores of the groups supplied from the
grouping section 232.
[0230] In step S20, the vehicle information collection
section 231 determines whether or not the end of the
process has been instructed, and in a case where the
end of the process has not been instructed, the process
proceeds to step S21.
[0231] In step S21, the vehicle information collection
section 231 determines whether or not a predetermined
time has elapsed, and repeats similar processing until
the predetermined time has elapsed.
[0232] Then, in a case where it is determined in step
S21 that the predetermined time has elapsed, the proc-
ess returns to step S11, and the subsequent processing
is repeated.
[0233] That is, every time a predetermined time elaps-
es, the vehicle information is acquired from each vehicle
1, and the grouping based on the vehicle information is
repeated, whereby the grouping based on fixed informa-
tion such as the vehicle type of the vehicle 1 and the like
and changing information around the vehicle 1 such as
the position information, the weather, and the like is con-
tinuously set while changing in real time.
[0234] Then, in step S20, when the end of the process
is instructed, the process ends.
[0235] That is, by the above processing, in the server
2, the grouping is repeated on the basis of the vehicle
information including the fixed information of the vehicles
1 and the changing information, and the processing in
which the order in which the update SW is distributed is
set in units of groups of the vehicles 1 is repeated.
[0236] As a result, the vehicles 1 are grouped accord-
ing to the update risk by the update SW, and the distri-
bution order of the update SW is set for each group of
the vehicles 1.

<<9. Relearning Processing>>

[0237] Next, relearning processing of the recognition
section 73 will be described with reference to a flowchart
of Fig. 10.
[0238] In step S51, the recognition section 73 of the
vehicle 1 recognizes an object on the basis of the image
captured by the camera 51, and outputs the object rec-
ognition result to the control section 201 together with
the image.
[0239] In step S52, the control section 201 controls the
vehicle control section 32 on the basis of the object rec-
ognition result to control the operation of the vehicle 1.
For example, in a case where it is recognized that a pe-
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destrian is present in front of traveling on the basis of the
object recognition result, the control section 201 supplies
a control signal to the vehicle control section 32 to per-
form control so as to perform an operation of avoiding
contact with the pedestrian.
[0240] In step S53, the control section 201 controls the
communication section 22 to accumulate the object rec-
ognition result of the recognition section 73 and the image
of the camera 51 at that time together as vehicle accu-
mulation information and transmit the accumulated infor-
mation to the server 2. At this time, for example, the con-
trol section 201 may transmit an identifier for identifying
the vehicle 1 and other vehicle information to the server 2.
[0241] In step S71, the relearning section 237 of the
server 2 controls the communication section 115 to de-
termine whether or not the vehicle accumulation infor-
mation in which the object recognition result of the rec-
ognition section 73 and the image of the camera 51 at
that time are combined has been transmitted.
[0242] In a case where it is determined in step S71 that
the vehicle accumulation information in which the object
recognition result of the recognition section 73 and the
image of the camera 51 at that time are combined has
not been transmitted, the process proceeds to step S75.
[0243] Meanwhile, in a case where it is determined in
step S71 that the vehicle accumulation information in
which the object recognition result of the recognition sec-
tion 73 and the image of the camera 51 at that time are
combined has been transmitted, the process proceeds
to step S72.
[0244] In step S72, the relearning section 237 receives
and accumulates the transmitted object recognition re-
sult of the recognition section 73 and the image of the
camera 51 at that time together as vehicle accumulation
information for relearning.
[0245] At this time, in a case where an identifier for
identifying the vehicle 1 or other vehicle accumulation
information is transmitted, the relearning section 237 re-
ceives and accumulates the identifier and the other ve-
hicle accumulation information together.
[0246] Note that, here, the description will proceed on
the assumption that the vehicle accumulation information
for relearning is received and accumulated from all the
vehicles 1 by the processing of steps S71 and S72, but
the vehicle accumulation information may be partially
provided.
[0247] In step S73, the relearning section 237 relearns
the recognition section 73 by using the accumulated ve-
hicle accumulation information for relearning, and sup-
plies a relearning result to the update SW release section
238.
[0248] In step S74, the update SW release section 238
executes a simulation using the relearned recognition
section 73 to verify the recognition accuracy.
[0249] In step S75, the relearning section 237 deter-
mines whether or not the end of the process has been
instructed, and in a case where the end of the process
has not been instructed, the process returns to step S71,

and the subsequent processing is repeated.
[0250] That is, until the end of the process is instructed,
the vehicle accumulation information for relearning in-
cluding the recognition result of the recognition section
73 and the image is collected from the vehicle 1, the
relearning is repeated, and the processing in which the
recognition accuracy of the recognition section 73 sub-
jected to the relearning is obtained by simulation is re-
peated.
[0251] Then, in step S75, when the end of the process
is instructed, the process ends.
[0252] With the above processing, the vehicle accu-
mulation information for relearning including the recog-
nition result of the recognition section 73 and the image
is collected from the vehicle 1, the relearning is repeated,
and the processing in which the recognition accuracy of
the recognition section 73 subjected to the relearning is
obtained by simulation can be repeated.

<<10. Update Processing>>

[0253] Next, update processing will be described with
reference to the flowchart of Fig. 11.
[0254] In step S91, the update SW release section 238
determines whether or not to distribute the update SW
and set that there is an update on the basis of whether
or not the relearned recognition section 73 obtained by
the relearning processing described above is in the state
to be distributed, and repeats the similar processing until
it is determined that there is an update.
[0255] For example, in a case where the recognition
accuracy of the relearned recognition section 73 is im-
proved by a predetermined ratio from the recognition ac-
curacy of the recognition section 73 before relearning,
the update SW release section 238 may determine that
it is in the state to be updated.
[0256] In step S91, in a case where the update SW
release section 238 determines that it is in the state to
be updated by the relearned recognition section 73, the
process proceeds to step S92.
[0257] In step S92, the distribution planning section
235 initializes a counter i of an identifier for identifying
the grouped group to 1.
[0258] In step S93, the distribution planning section
235 acquires the vehicle information of the vehicles 1
belonging to the group i among the information of the
distribution order in units of groups decided by the distri-
bution order decision section 233.
[0259] For example, in the case of the first processing
in which the counter i = 1, even if there is a defect in the
update of the recognition sections 73 belonging to the
group G1 to which the update SW is first distributed, de-
scribed with reference to Fig. 8, the vehicle information
of the group of vehicles 1 in which the safety is ensured
is acquired.
[0260] In step S94, the distribution planning section
235 sets an unprocessed vehicle 1 among the vehicles
1 belonging to the group i as the processing target vehi-
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cle.
[0261] In step S95, the distribution planning section
235 executes distribution timing setting processing, and
sets the update timing of the recognition section 73 of
the processing target vehicle by the update SW.
[0262] In updating the recognition section 73 by dis-
tributing the update SW, since the operation of the rec-
ognition section 73 being updated is stopped, the timing
at which the movement of the vehicle 1 is stopped or the
timing at which the recognition processing by the recog-
nition section 73 related to the update is unnecessary is
set as the timing at which the update SW is distributed.
[0263] Note that details of the distribution timing setting
processing will be described later with reference to the
flowcharts of Figs. 12 and 13.
[0264] In step S96, the distribution planning section
235 determines whether or not there is an unprocessed
vehicle 1 in which the distribution timing is not set among
the vehicles 1 belonging to the group i, and in a case
where there is an unprocessed vehicle 1, the process
returns to step S94.
[0265] That is, the processing of steps S94 to S96 is
repeated until the distribution timing is set for all the ve-
hicles 1 belonging to the group i.
[0266] Then, in a case where it is determined in step
S96 that the distribution timing has been set for all the
vehicles 1 belonging to the group i, the process proceeds
to step S97.
[0267] That is, at this time point, all the distribution tim-
ings of the vehicles 1 belonging to the group i are planned,
whereby the distribution plan of the update SW is com-
pleted.
[0268] In step S97, the distribution planning section
235 determines whether or not the distribution timing of
any vehicle 1 belonging to the group i has come on the
basis of the distribution plan.
[0269] In a case where it is determined in step S97 that
the distribution timing of any vehicle 1 belonging to the
group i has come on the basis of the distribution plan,
the process proceeds to step S98. Note that, in step S97,
in a case where it is not any distribution timing of the
vehicles 1 belonging to the group i, the process proceeds
to step S103.
[0270] In step S98, the distribution planning section
235 controls the distribution section 236 to acquire the
update SW supplied from the update SW release section
238 to update the recognition section 73 generated by
relearning, and causes the communication section 115
to distribute the update SW to the vehicle 1 at the distri-
bution timing.
[0271] At this time, the distribution status confirmation
section 234 controls the communication section 115 to
acquire the distributed version of the update SW and the
information of the vehicle 1 to be the distribution desti-
nation as the distribution status.
[0272] In step S121, the update section 204 of the ve-
hicle 1 controls the communication section 22 to deter-
mine whether or not the update SW is transmitted from

the server 2.
[0273] In the case of the vehicle 1 belonging to the
group i at the distribution timing, it is determined in step
S121 that the update SW is transmitted from the server
2, and the process proceeds to step S122.
[0274] In step S122, the update section 204 stops at
least one of the operation related to the object recognition
processing of the recognition section 73 or the operation
control based on the recognition result of the recognition
section 73 in the control section 201.
[0275] In step S123, the update section 204 controls
the communication section 22 to acquire the transmitted
update SW and updates the recognition section 73. At
this time, before performing the update by the update
SW, the update section 204 holds the recognition section
73 before the update for backup.
[0276] In step S124, the update section 204 operates
the recognition section 73 on a trial basis, confirms the
operating state, and confirms that the update by the up-
date SW has been appropriately completed.
[0277] Here, in a case where the update by the update
SW is not completed, the update section 204 repeats the
update by the update SW until the update is appropriately
completed, and completes the update in an appropriate
state.
[0278] At this time point, in a case where the update
cannot be appropriately completed, the update section
204 ends the update processing and operates the rec-
ognition section 73 before the update held as a backup
again.
[0279] In step S125, after the update by the update
SW is completed, the recognition section 73 recognizes
an object on the basis of the image captured by the cam-
era 51, and outputs the recognition result to the operation
status recognition section 202.
[0280] In step S126, the operation status recognition
section 202 acquires the image captured by the camera
51 and the object recognition result of the recognition
section 73 corresponding to the image captured by the
camera 51.
[0281] In step S127, the operation status recognition
section 202 determines whether or not the operation sta-
tus of the recognition section 73 is appropriate on the
basis of the acquired object recognition result, and out-
puts the determination result to the operation status re-
porting section 203 in association with the object recog-
nition result and the image.
[0282] That is, for example, the operation status rec-
ognition section 202 specifies an object that can be rec-
ognized from the map information corresponding to the
current position information on the basis of the map in-
formation of the map information accumulation section
23 and the position information based on the signals from
the GNSS reception section 24 and the external recog-
nition sensor 25, in addition to the image captured by the
camera 51 and the object recognition result of the rec-
ognition section 73 based on the image captured by the
camera 51, and determines whether or not the recogni-
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tion section 73 is appropriately operating by comparison
with the object recognition result.
[0283] In step S128, the operation status reporting sec-
tion 203 determines whether or not reporting of the op-
eration status is necessary. That is, the necessity of the
reporting of the operation status is, for example, a case
where the operation state is inappropriate. However, the
necessity of the reporting of the operation status may be
any case where the operation status is required regard-
less of whether or not the operation status is appropriate.
[0284] In a case where it is determined in step S128
that the reporting of the operation status is necessary,
the process proceeds to step S129.
[0285] In step S129, the operation status reporting sec-
tion 203 controls the communication section 22 to report
the operation status to the server 2.
[0286] Note that, in a case where it is determined in
step S128 that reporting of the operation status is unnec-
essary, the processing of step S129 is skipped.
[0287] In step S130, the operation status recognition
section 202 determines whether or not the determination
of the operation status of the recognition section 73 after
the update is sufficient, and in a case where it is deter-
mined that the determination is not sufficient, the process
returns to step S124.
[0288] That is, the processing of steps S125 to S130
is repeated until it is determined that the determination
of the operation status of the recognition section 73 after
the update is sufficient.
[0289] Note that the determination as to whether or not
the determination of the operation status of the recogni-
tion section 73 after the update is sufficient may be made,
for example, by determining whether or not the operation
status has been recognized a predetermined number of
times or more.
[0290] In a case where it is determined in step S130
that the determination of the operation status of the rec-
ognition section 73 after the update is sufficient, the proc-
ess proceeds to step S131.
[0291] In step S131, the update section 204 deter-
mines whether or not the update of the recognition sec-
tion 73 by the update SW is appropriate.
[0292] That is, since it is the timing after it is determined
that the determination of the operation status of the rec-
ognition section 73 after the update is sufficient in the
immediately preceding processing, the update section
204 may determine whether or not the update of the rec-
ognition section 73 by the update SW is appropriate on
the basis of, for example, whether or not the ratio of the
number of times the operation status is recognized to be
inappropriate is higher than a predetermined ratio with
respect to the predetermined number of times the oper-
ation status of the operation status recognition section
202 is recognized.
[0293] In a case where it is determined in step S131
that the update of the recognition section 73 by the update
SW is appropriate, the process proceeds to step S132.
[0294] In step S132, the update section 204 resumes

the operation related to the object recognition processing
of the recognition section 73 after the update and the
operation control based on the recognition result of the
recognition section 73 after the update in the control sec-
tion 201. At this time, the update section 204 discards
the recognition section 73 before update held for backup.
[0295] In a case where it is determined in step S131
that the update of the recognition section 73 by the update
SW is not appropriate, the process proceeds to step
S133.
[0296] In step S133, the update section 204 returns
the operation to the state of the recognition section 73
before update held for backup, and resumes the opera-
tion related to the object recognition processing of the
recognition section 73 before update and the operation
control based on the recognition result of the recognition
section 73 before update in the control section 201. That
is, in this case, the recognition section 73 is not updated,
and the operation in the state before the update is con-
tinued.
[0297] That is, in this case, since the update by the
update SW of the recognition section 73 is not appropri-
ate, it is considered that the reliability of the recognition
result of the recognition section 73 after the update is
low. For this reason, if the processing based on the rec-
ognition result of the recognition section 73 after the up-
date is performed, there is a possibility that erroneous
processing based on erroneous detection is performed
and dangerous operation is caused. Therefore, the op-
eration is returned to the operation based on the recog-
nition result of the recognition section 73 before the up-
date.
[0298] Furthermore, in a case where it is determined
that the update of the recognition section 73 by the update
SW is not appropriate, instead of the processing of step
S133, a state may be made in which the processing
based on the recognition result of the recognition section
73 after the update by the update SW is not performed
in the control section 201.
[0299] At this time, since the update of the recognition
section 73 by the update SW is in an inappropriate state
and the reliability of the operation control based on the
recognition result is low, the driver who is the user may
be allowed to recognize that the operation such as the
automated driving or the like using the recognition result
of the recognition section 73 is stopped.
[0300] In step S134, it is determined whether or not
the end of the process has been instructed, and in a case
where the end of the process has not been instructed,
the process returns to step S121.
[0301] That is, when the processing of steps S121 to
S134 is repeated and the update SW is distributed until
the end of the process is instructed, the stop of the op-
eration by the recognition section 73, the update of the
recognition section 73, and the recognition of the oper-
ation status of the recognition section 73 are repeated,
and the process of reporting the operation status to the
server 2 is repeated as necessary.
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[0302] Meanwhile, in step S99, the distribution status
confirmation section 234 of the server 2 controls the com-
munication section 115 to determine whether or not there
is a report of the operation status of the recognition sec-
tion 73 updated by the update SW from any one of the
vehicles 1, and in a case where there is the report of the
operation status, the process proceeds to step S100.
Note that, in a case where there is no report of the oper-
ation status of the recognition section 73 updated by the
update SW from any vehicle 1 in step S99, the process
proceeds to step S103.
[0303] In step S100, the distribution status confirma-
tion section 234 acquires information on the operation
status of the recognition section 73 updated by the re-
ported update SW.
[0304] In step S101, the distribution status confirma-
tion section 234 aggregates the information of the oper-
ation status of the recognition section 73 updated by the
reported update SW. More specifically, the distribution
status confirmation section 234 aggregates, for example,
the rate at which the recognition processing of the rec-
ognition section 73 updated by the update SW is regard-
ed as inappropriate.
[0305] In step S102, the distribution status confirma-
tion section 234 determines whether or not the update
of the recognition section 73 by the update SW is inap-
propriate on the basis of the aggregated result.
[0306] More specifically, for example, the distribution
status confirmation section 234 determines whether or
not the update of the recognition section 73 by the update
SW is inappropriate according to whether or not the rate
at which the recognition processing of the recognition
section 73 updated by the update SW is regarded as
inappropriate is higher than a predetermined rate.
[0307] In a case where it is not determined in step S102
that the update of the recognition section 73 by the update
SW is inappropriate, the process proceeds to step S103.
[0308] In step S103, the distribution status confirma-
tion section 234 determines whether or not the update
SW is distributed and the recognition section 73 is up-
dated in all the vehicles 1 of the group i.
[0309] In step S103, in a case where the update SW
is not distributed and the recognition section 73 is not
updated in all the vehicles 1 in the group i, the process
returns to step S97.
[0310] That is, the processing of steps S97 to S103 is
repeated until the update SW is distributed and the rec-
ognition section 73 is updated in all the vehicles 1 in the
group i.
[0311] Then, in step S103, in a case where it is deter-
mined that the update SW is distributed and the recog-
nition section 73 is updated in all the vehicles 1 in the
group i, the process proceeds to step S104.
[0312] In step S104, the distribution planning section
235 increments the counter i by 1.
[0313] In step S105, the distribution planning section
235 determines whether or not the counter i is larger than
the maximum value which is the number of groups, and

the update processing has been completed for all the
groups.
[0314] In step S105, in a case where it is determined
that the counter i is equal to or less than the maximum
value which is the number of groups, and the update
processing is not completed for all the groups, the proc-
ess returns to step S93, and the subsequent processing
is repeated.
[0315] That is, the processing of distributing the update
SW in units of groups and updating the recognition sec-
tion 73 is repeated in order from each vehicle 1 in the
group with high safety in a case where there is a defect
in the updated recognition section 73, and the processing
of steps S93 to S105 is repeated until the recognition
section 73 is updated by the update SW for the vehicles
1 in the all groups.
[0316] Then, in step S105, in a case where it is deter-
mined that the counter i is larger than the maximum value
which is the number of groups and the processing has
been completed for all the groups, the process proceeds
to step S106.
[0317] In step S106, it is determined whether or not
the end of the process has been instructed, and in a case
where the end of the process has not been instructed,
the process returns to step S91, and the subsequent
processing is repeated.
[0318] Then, in a case where the end of the process
is instructed in step S106, the process ends.
[0319] Furthermore, in step S102, in a case where it
is determined that the update of the recognition section
73 by the update SW is inappropriate, the process pro-
ceeds to step S107.
[0320] In step S107, since it has been confirmed that
a defect occurs in the update of the recognition section
73 by the current update SW, the distribution status con-
firmation section 234 notifies the distribution planning
section 235 that the subsequent distribution of the update
SW is stopped.
[0321] As a result, the distribution planning section 235
discards the distribution plan and stops the subsequent
distribution of the update SW of the group i.
[0322] According to the above processing, when it is
regarded that the recognition section 73 needs to be up-
dated by the update SW obtained by relearning, the up-
date SW is distributed in order from the group having a
lower update risk for each group of vehicles 1, and the
operation status is confirmed. When it is regarded that
the recognition processing is appropriate by the recog-
nition section 73 after the update on the basis of the op-
eration status, it is possible to sequentially and stepwise
distribute the update SW to the vehicles 1 of the group
having a higher update risk to update the recognition sec-
tion 73.
[0323] As a result, since the distribution of the update
SW of the recognition section 73 is sequentially per-
formed from the group of the vehicles 1 having a lower
update risk, even if a defect is recognized from the op-
eration status of the recognition section 73 after the up-
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date, it is possible to safely update the recognition section
73 while suppressing occurrence of a fatal problem due
to erroneous recognition.
[0324] Furthermore, even in a state where complete
relearning is not performed, the recognition section 73 is
updated by the update SW in order from the vehicle 1
having a lower update risk, and the distribution of the
update SW can be gradually spread to the vehicle 1 of
the group having a higher update risk while confirming
the operation status. As a result, it is possible to reduce
the temporal cost related to relearning, and it is possible
to quickly distribute the update SW.
[0325] As a result, it is possible to quickly and safely
update the SW such as the recognition section 73 by the
update SW or the like.

<<11. Update Timing Setting Processing (Part 1)>>

[0326] Next, update timing setting processing (part 1)
of Fig. 11 will be described with reference to the flowchart
of Fig. 12.
[0327] In step S151, the distribution planning section
235 reads the vehicle information of the vehicle 1 includ-
ed in the information of the distribution order decided by
the distribution order decision section 233, and reads the
operation record of the processing target vehicle. The
operation record here is, for example, a daily operation
time zone of the vehicle 1 or the like.
[0328] In step S152, the distribution planning section
235 estimates a time zone during which the processing
target vehicle is stopped on the basis of the read opera-
tion record of the processing target vehicle.
[0329] In step S153, the distribution planning section
235 sets, as the distribution timing, the timing at which
the processing target vehicle is most likely to be stopped
in the time zone in which the processing target vehicle
is stopped.
[0330] That is, according to the above processing, it is
possible to set, as the update timing of the recognition
section 73 by the update SW, the safe timing in which
the recognition section 73 is most likely to be stopped
from the operation record even if it gets in a state of being
unable to function with the update.
[0331] Note that, in addition to this, a time zone in which
the vehicle is likely to be in the stop state such as night
or the like may be set.

<<12. Update Timing Setting Processing (Part 2)>>

[0332] Next, the update timing setting processing (part
2) of Fig. 11 will be described with reference to the flow-
chart of Fig. 13.
[0333] In the above, an example has been described
in which the timing at which the vehicle 1 is most likely
to be stopped from the operation record is set as the
update timing. However, since the users of the vehicles
1 used for car sharing and the like are not the same, there
is a possibility that the timing at which the vehicle 1 is

stopped is difficult to estimate from the operation record
and the update timing cannot be appropriately set. Fur-
thermore, in the case of the vehicle 1 used for delivery
or the like, there is a possibility that the stop timing is
originally little.
[0334] Therefore, by setting a timing at which a recog-
nition target of the recognition section 73 is unlikely to be
recognized as the update timing, the timing at which the
influence is smaller even if the recognition section 73
does not function during the update processing may be
set as the update timing.
[0335] For example, when the recognition target of the
recognition section 73 is only a pedestrian and a pedes-
trian is to be recognized, for example, a pedestrian is not
recognized, for example, during traveling on a highway
or the like when the control section 201 controls the op-
eration so as to avoid contact with a pedestrian. There-
fore, the operation to avoid contact with a pedestrian is
not required.
[0336] Therefore, on the basis of the operation record
or the driving route planning, a timing at which it is esti-
mated that a recognition target to be recognized by the
recognition section 73 is not to be detected and at which
there is no problem even if the recognition function by
the recognition section 73 is stopped may be set as the
update timing.
[0337] Therefore, in the update timing setting process-
ing (part 2), processing will be described in which, in a
case where the recognition target of the recognition sec-
tion 73 is only a pedestrian, a timing at which there is a
low possibility that a pedestrian is to be detected by the
recognition section 73 such as on a highway or the like
on the basis of the driving route planning and there is no
problem even if the recognition function of the recognition
section 73 is stopped is set as the update timing.
[0338] In step S171, the distribution planning section
235 acquires information on the driving route planned by
the action planning section 62.
[0339] In step S172, the distribution planning section
235 estimates a variation in data to be recognized on the
driving route on the basis of the acquired information of
the driving route.
[0340] That is, for example, in a case where the rec-
ognition target is a pedestrian, when the processing tar-
get vehicle moves on the planned driving route, the dis-
tribution planning section 235 estimates a position on the
driving route where (there is a high possibility that) there
is no data recognized as a pedestrian by the recognition
section 73 on the basis of the image captured by the
camera 51.
[0341] In step S173, the distribution planning section
235 specifies a section on the driving route where (there
is a high possibility that) there is no data to be recognized
on the basis of the information on the variation of the data
to be recognized on the estimated driving route.
[0342] That is, in a case where the recognition target
is a pedestrian, the distribution planning section 235
specifies a section in which (there is a high possibility
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that) there is no data of a pedestrian on the planned driv-
ing route. On the planned driving route, a section in which
there is no data of a pedestrian is, for example, on a
highway, an automobile exclusive road, or the like.
[0343] In step S174, the distribution planning section
235 sets, as the update timing, a timing at which the ve-
hicle passes through a section in which (there is a high
possibility that) there is no data to be recognized on the
estimated driving route.
[0344] That is, in this case, a timing at which the vehicle
passes through a section in which (there is a high pos-
sibility that) there is no data of a pedestrian on the planned
driving route, for example, a timing at which the vehicle
travels on a highway or the like is set as the update timing.
[0345] By setting the update timing in this manner,
when the recognition section 73 is updated by the update
SW is a timing at which a pedestrian is not to be recog-
nized since the vehicle is traveling on the highway during
the update, and a state in which a malfunction caused
by erroneous recognition such as recognition of a pedes-
trian does not occur even if the operation based on the
recognition result of the recognition section 73 is stopped,
that is, even if the function of recognizing a pedestrian is
stopped. Therefore, it is possible to safely implement the
update of the recognition section 73.
[0346] Note that, regarding the update of the recogni-
tion section 73 that executes the object recognition
processing on the basis of the image captured by the
rear camera, there is no problem even if the object rec-
ognition processing is stopped as long as it is the timing
of forward travel, and thus, the update timing may be set
during forward travel.
[0347] Furthermore, in the above description, the ex-
ample in which the server 2 sets the update timing has
been described, but the update timing may be set by the
vehicle 1.
[0348] That is, in this case, the update section 204 of
the vehicle 1 executes the update timing setting process-
ing described with reference to the flowcharts of Figs. 12
and 13 on the basis of the operation status, and sets the
update timing between steps S31 and S32 in the grouping
processing described with reference to the flowchart of
Fig. 9, for example. Then, in the processing of step S32,
the control section 201 controls the communication sec-
tion 22 to include the information of the update timing in
the vehicle information and transmit the information to
the server 2.
[0349] Furthermore, in the update processing de-
scribed with reference to the flowchart of Fig. 11, since
the update timing has already been set on the vehicle 1
side in the grouping processing, the processing of steps
S94 to S96 is skipped, and the update SW is distributed
from the server 2 at the update timing set on the vehicle
1 side.

<<13. Update for Each Processing Unit>>

<Update in Component Unit>

[0350] In the above description, regarding the update
of the recognition section 73, an example has been de-
scribed in which the operation by the recognition section
73 is stopped and the recognition section is updated by
the update SW. However, the recognition section 73 may
be updated by the update SW during the operation in
which the recognition processing is performed.
[0351] The recognition processing by the recognition
section 73 is processed in time series in units of compo-
nents. The component indicates, for example, recogni-
tion processing for each recognition target, and is set,
for example, for each recognition target such as recog-
nizing a railroad crossing, recognizing a signal, and rec-
ognizing a pedestrian. Therefore, in the object recogni-
tion processing by the recognition section 73, it can be
considered that the object recognition processing in units
of components having different recognition targets is se-
quentially executed in time series.
[0352] That is, for example, as illustrated in Fig. 14, a
case where the components C1 and C2 are executed in
time series will be considered. In Fig. 14, the processing
of the component C1 is performed at times t11 to t15,
and the processing of the component C2 is performed at
times t15 to t19.
[0353] Furthermore, the processing of each compo-
nent is performed in units of frames of an image captured
by the camera 51.
[0354] That is, in the processing of the component C1
in Fig. 14, it is illustrated that the processing of the frame
F1 is performed at times t11 to t12, the processing of the
frame F2 is performed at times t12 to t13, the processing
of the frame F3 is performed at times t13 to t14, and the
processing of the frame F4 is performed at times t14 to
t15.
[0355] Furthermore, in the processing of the compo-
nent C2 in Fig. 14, it is illustrated that the processing of
the frame F5 is performed at times t15 to t16, the process-
ing of the frame F6 is performed at times t16 to t17, the
processing of the frame F7 is performed at times t17 to
t18, and the processing of the frame F8 is performed at
times t18 to t19.
[0356] Note that, in Fig. 14, an example of processing
for four frames is illustrated in each of the components
C1 and C2, but processing for other number of frames
may be performed, or the number of frames may not be
the same for each component.
[0357] In a case where the component C1 is object
recognition processing for recognizing a railroad cross-
ing, for example, when the vehicle is traveling on a high-
way, there is no railroad crossing, and no railroad cross-
ing is detected as a recognition result. Therefore, the
object recognition processing of the component C1 is
substantially unnecessary.
[0358] For this reason, even if the accuracy of the rec-
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ognition result of the component C1 is extremely lowered,
a malfunction due to the recognition result does not occur.
[0359] Therefore, for the component C1 that recogniz-
es a railroad crossing, there is no problem even if the
update processing of the recognition section 73 by the
update SW is performed without stopping the operation
of the object recognition processing of the component
C1 (or the operation control of the control section 201
based on the recognition result of the recognition section
73) as long as the vehicle is traveling on a highway where
there is no railroad crossing.
[0360] For this reason, at the timing when the recog-
nition target is not recognized (the possibility of recogni-
tion is extremely low), the recognition section 73 may be
updated by the update SW in units of components without
stopping the operation of the recognition section 73.

<Update Between Frames>

[0361] Moreover, in each frame, imaging processing,
transfer processing, and recognition processing are per-
formed in time series.
[0362] That is, for example, in the frames F1 and F2,
as illustrated in Fig. 15, imaging processing is performed
by the camera 51 at times t11 to t31, transfer processing
of imaging data is performed by the camera 51 at times
t31 to t32, and recognition processing is performed by
the recognition section 73 at times t32 to t33.
[0363] Furthermore, in the frame F2, imaging process-
ing is performed by the camera 51 at times t12 to t34,
transfer processing of imaging data is performed by the
camera 51 at times t34 to t35, and recognition processing
is performed by the recognition section 73 at times t35
to t36.
[0364] For this reason, in the series of recognition
processing, since the operation is substantially stopped
at the timing when the recognition processing by the rec-
ognition section 73 is not actually performed, the opera-
tion control based on the recognition result is not affected
even if the recognition section 73 is updated by the up-
date SW.
[0365] Therefore, as illustrated in Fig. 15, since the
processing of the recognition section 73 is not performed
in a period T11 from the timing of time t33 at which the
recognition processing of the recognition section 73 of
the frame F1 ends to the timing of time t35 at which the
recognition processing of the recognition section 73 of
the frame F2 starts, the period is a timing at which the
update can be performed.
[0366] As described above, while the series of recog-
nition processing is continued, the update timing may be
set such that the recognition section 73 is updated by the
update SW at the timing between the frames in which
the recognition section 73 does not actually function.

<Update in Processing Block Unit>

[0367] Furthermore, since the recognition processing

by the recognition section 73 includes a plurality of
processing blocks, the update may be performed in units
of processing blocks by the update SW at a timing be-
tween blocks where the processing is not performed in
units of processing blocks.
[0368] That is, for example, as illustrated in Fig. 16, in
a case where the recognition processing of the frame F1
by the recognition section 73 includes processing blocks
B1 to B4, processing of the processing block B1 is per-
formed at times t32 to t51, processing of the processing
block B2 is performed at times t52 to t53, processing of
the processing block B3 is performed at times t54 to t55,
and processing of the processing block B4 is performed
at times t56 to t33.
[0369] Furthermore, in the recognition processing of
the frame F2 by the recognition section 73, the process-
ing of the processing block B1 is performed at times t35
to t57, the processing of the processing block B2 is per-
formed at times t58 to t59, the processing of the process-
ing block B3 is performed at times t60 to t61, and the
processing of the processing block B4 is performed at
times t62 to t36.
[0370] In this case, since the processing of the
processing block B1 is not performed in a period T31
from time t51 when the processing of the processing
block B1 of the frame F1 ends to when the processing
of the processing block B1 of the frame F2 starts, the
operation of the processing block B1 is substantially
stopped, and thus, the period is a timing at which the
update can be performed.
[0371] As described above, while the series of recog-
nition processing is continued, the recognition section 73
may be updated in units of processing blocks by the up-
date SW at the timing between the processing blocks in
which the recognition section 73 does not actually func-
tion.

<Update in Layer Unit>

[0372] In a case where each of the processing blocks
constituting the recognition processing of the recognition
section 73 is constituted by a neural network, updating
may be performed in units of specific layers in the
processing block.
[0373] That is, as illustrated in Fig. 17, update of the
processing block B1 is considered in a case where each
of the processing blocks B1 to B4 is constituted by, for
example, a neural network including layers L1 to Lx.
[0374] In this case, in the case of the processing block
B1, as illustrated in Fig. 17, the layer Lx of the processing
block B1 may be updated in units of layers at the first
timing in the period T31 similar to the updatable timing
between the processing blocks, and thereafter, may be
sequentially updated in units of layers, such as the layers
Lx-1, Lx-2, ..., L1, at similar timing. Note that, although
Fig. 17 illustrates an example in which the update by the
update SW is performed in units of one layer, the update
by the update SW may be performed in units of a plurality

41 42 



EP 4 177 734 A1

23

5

10

15

20

25

30

35

40

45

50

55

of layers.
[0375] In the case of the processing block constituted
by the neural network, the update by the update SW may
be further performed in units of channels in the layer. In
this case, the update may be performed in units of one
channel or in units of a plurality of channels.
[0376] Furthermore, in this case, since the update is
performed in units of layers or in units of channels, layers
or channels having different versions may be mixed in
the same processing block.

<<14. Update Processing for Each Processing Unit>>

[0377] Next, update processing for each processing
unit in the application example will be described with ref-
erence to the flowchart of Fig. 18.
[0378] Note that the processing of steps S201 to S204,
S206, S207, and S209 to S217 and steps S234 to S240
and S242 in the flowchart of Fig. 18 is similar to the
processing of steps S91 to S94, S96, S97, and S99 to
S107 and steps S125 to S131 and S134 in the flowchart
of Fig. 11, and thus description thereof is omitted.
[0379] That is, in step S204, when an unprocessed ve-
hicle among the vehicles 1 of the group i is set as the
processing target vehicle, in step S205, the distribution
planning section 235 executes the processing unit setting
processing, sets the update unit for updating the recog-
nition section 73 by the update SW of the processing
target vehicle, and sets the update timing according to
the update unit.

<Processing Unit Decision Processing>

[0380] Here, the processing unit decision processing
will be described with reference to the flowchart of Fig. 19.
[0381] In step S271, the distribution planning section
235 determines whether or not the processing is the up-
date processing in which the processing unit updated by
the update SW is a channel unit.
[0382] In step S271, in a case where the processing
is the update processing in which the processing unit
updated by the update SW is a channel unit, the process
proceeds to step S272.
[0383] In step S272, the distribution planning section
235 sets the update timing when the processing unit is
a channel unit.
[0384] In step S271, in a case where the processing
is not the update processing in which the processing unit
updated by the update SW is a channel unit, the process
proceeds to step S273.
[0385] In step S273, the distribution planning section
235 determines whether or not the processing is the up-
date processing in which the processing unit updated by
the update SW is a layer unit.
[0386] In step S273, in a case where the processing
is the update processing in which the processing unit
updated by the update SW is a layer unit, the process
proceeds to step S274.

[0387] In step S274, the distribution planning section
235 sets the update timing when the processing unit is
a layer unit, as described with reference to Fig. 17.
[0388] In step S273, in a case where the processing
is not the update processing in which the processing unit
updated by the update SW is a layer unit, the process
proceeds to step S275.
[0389] In step S275, the distribution planning section
235 determines whether or not the processing is the up-
date processing in which the processing unit updated by
the update SW is a block unit.
[0390] In step S275, in a case where the processing
is the update processing in which the processing unit
updated by the update SW is a block unit, the process
proceeds to step S276.
[0391] In step S276, the distribution planning section
235 sets the update timing when the processing unit is
a block unit, as described with reference to Fig. 16.
[0392] In step S275, in a case where the processing
is not the update processing in which the processing unit
updated by the update SW is a block unit, the process
proceeds to step S277.
[0393] In step S277, the distribution planning section
235 determines whether or not the processing is the up-
date processing in which the processing unit updated by
the update SW is between frames.
[0394] In step S277, in a case where the processing
is the update processing in which the processing unit
updated by the update SW is a frame unit, the process
proceeds to step S278.
[0395] In step S278, the distribution planning section
235 sets the update timing when the processing unit is
between frames, as described with reference to Fig. 15.
[0396] In step S277, in a case where the processing
is not the update processing in which the processing unit
updated by the update SW is between frames, the proc-
ess proceeds to step S279.
[0397] In step S279, the distribution planning section
235 determines whether or not the processing is the up-
date processing in which the processing unit updated by
the update SW is a component unit.
[0398] In step S279, in a case where the processing
is the update processing in which the processing unit
updated by the update SW is a component unit, the proc-
ess proceeds to step S280.
[0399] In step S280, the distribution planning section
235 sets the update timing when the processing unit is
a component unit, as described with reference to Fig. 14.
[0400] In step S279, in a case where the processing
is not the update processing in which the processing unit
updated by the update SW is a component unit, the proc-
ess proceeds to step S281.
[0401] Since the processing in step S281 is not the
update in any processing unit of a channel unit, a layer
unit, a block unit, between frames, and a component unit,
the processing is processing assuming a state in which
the recognition section 73 is stopped with the entire rec-
ognition section 73 as a unit. Therefore, the distribution

43 44 



EP 4 177 734 A1

24

5

10

15

20

25

30

35

40

45

50

55

planning section 235 sets the update timing by executing
the update timing setting processing similar to step S99
in the flowchart of Fig. 11.
[0402] Here, the description returns to the flowchart of
Fig. 18.
[0403] Then, at the timing at which the update process-
ing by the update SW set for each processing unit is
performed in step S207, the update SW for executing the
update of the recognition section 73 in each processing
unit is transmitted to the vehicle 1 in the processing of
step S208.
[0404] When it is determined in step S231 that the up-
date SW is transmitted, in step S232, the update section
204 controls the communication section 22 to acquire
the update SW corresponding to the transmitted process-
ing unit, and updates the recognition section 73. At this
time, before performing the update by the update SW,
the update section 204 holds the recognition section 73
before the update for backup.
[0405] Note that, in the update processing of Fig. 18,
as in the processing of step S122 in the update process-
ing of Fig. 11, both the operation related to the object
recognition processing of the recognition section 73 and
the operation control based on the recognition result of
the recognition section 73 in the control section 201 are
not stopped, and the operation is continued.
[0406] In step S233, the update section 204 confirms
that the recognition section 73 has been reliably updated.
[0407] At this time, for example, in a case where the
update processing is performed in units of components,
between frames, in units of blocks, in units of layers, or
in units of channels, the update section 204 may compare
the recognition result of the recognition section 73 before
the update with the recognition result of the recognition
section 73 after the update to determine whether or not
there is a change of a predetermined level or more, there-
by determining whether or not the update has been ap-
propriately performed.
[0408] Furthermore, when the operation status of the
recognition section 73 after the update is recognized, the
operation status is transmitted to the server 2 as neces-
sary, and it is determined that the determination of the
operation status is sufficient, the process proceeds to
step S240.
[0409] In step S240, the update section 204 deter-
mines whether or not the update of the recognition sec-
tion 73 by the update SW is appropriate.
[0410] In a case where it is determined in step S240
that the update of the recognition section 73 by the update
SW is not appropriate, the process proceeds to step
S241.
[0411] In step S241, the update section 204 returns to
the operation to the state of the recognition section 73
before update held for backup, and brings the operation
related to the object recognition processing of the recog-
nition section 73 before update and the operation control
based on the recognition result of the recognition section
73 before update in the control section 201 to the state

before update. That is, in this case, the recognition sec-
tion 73 is not updated, and the operation in the state
before the update is continued.
[0412] That is, in this case, since the update by the
update SW of the recognition section 73 is not appropri-
ate, it is considered that the reliability of the recognition
result of the recognition section 73 after the update is
low. For this reason, if the processing based on the rec-
ognition result of the recognition section 73 after the up-
date is performed, there is a possibility that erroneous
processing based on erroneous detection is performed
and dangerous operation is caused. Therefore, the op-
eration is returned to the operation based on the recog-
nition result of the recognition section 73 before the up-
date.
[0413] Furthermore, in a case where it is determined
that the update of the recognition section 73 by the update
SW is not appropriate, instead of the processing of step
S241, a state may be made in which the processing
based on the recognition result of the recognition section
73 after the update by the update SW is not performed
in the control section 201.
[0414] Meanwhile, in a case where it is determined in
step S240 that the update of the recognition section 73
by the update SW is appropriate, the processing of step
S241 is skipped.
[0415] That is, since the operation of the recognition
section 73 is updated without being stopped and the up-
date is appropriately performed, the operation is contin-
ued as it is.
[0416] With the series of processing described above,
the update processing of the recognition section 73 by
the update SW can be executed with the timing set for
each processing unit, so that the operation of the object
recognition processing in the recognition section 73 can
be appropriately updated without being stopped.
[0417] Note that, in the above description, the update
processing (hereinafter, also referred to as non-opera-
tion update processing) for implementing the update
processing by the update SW in a state where the object
recognition processing in the recognition section 73 is
stopped, which has been described with reference to the
flowchart of Fig. 11, and the update processing (herein-
after, also referred to as operation update processing)
for implementing the update processing by the update
SW in a state where the object recognition processing in
the recognition section 73 is stopped, which has been
described with reference to the flowchart of Fig. 18, have
been described.
[0418] Regarding the non-operation update process-
ing and the operation update processing, it is generally
considered that the non-operation update processing is
safer, but the operation update processing can update
almost at any time. Therefore, the non-operation update
processing and the operation update processing may be
switched.
[0419] For example, the non-operation update
processing may be performed within a predetermined
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period after the distribution of the update SW is started,
and the operation update processing may be performed
in a case where the update cannot be performed within
the predetermined period.
[0420] Furthermore, for example, a score indicating ur-
gency or priority according to the update content of the
recognition section 73 by the update SW may be set, and
the non-operation update processing may be performed
in a case of an update with urgency or priority lower than
a predetermined score, and the operation update
processing may be performed in a case of an update with
urgency or priority higher than a predetermined score.
[0421] Moreover, the score indicating urgency or pri-
ority may be changed according to the automated driving
plan or the like. For example, the non-operation update
processing may be performed by setting the score indi-
cating urgency or priority lower for the update processing
of the recognition section 73 related to the function that
is not scheduled to be used in the automated driving plan,
and the operation update processing may be performed
by setting the score indicating urgency or priority higher
for the update processing of the recognition section 73
related to the function that is scheduled to be used in the
automated driving plan.
[0422] Moreover, as the plan made in the automated
driving plan is changed, for example, the non-operation
update processing may be performed by changing the
setting so that the score indicating urgency or priority
becomes lower for the update processing of the recog-
nition section 73 related to the function that is not sched-
uled to be used in accordance with the change of the
automated driving plan, and the operation update
processing may be performed by changing the setting
so that the score indicating urgency or priority becomes
higher for the update processing of the recognition sec-
tion 73 related to the function that is scheduled to be used
in accordance with the change of the automated driving
plan.
[0423] Note that, in the above, an example has been
described in which the managed software program (SW)
is the recognition section 73 that executes the object rec-
ognition processing and recognizes an object. However,
as long as the SW is generated by machine learning or
the like, the SW may execute other processing. For ex-
ample, the SW may be an SW that executes a route
search formed by machine learning or an SW that imple-
ments battery management.

<<15. Example Executed by Software>>

[0424] Meanwhile, the above-described series of
processing can be executed by hardware, but can also
be executed by software. In a case where the series of
processing is executed by software, a program consti-
tuting the software is installed from a recording medium
to a computer incorporated in dedicated hardware or, for
example, a general-purpose computer or the like capable
of executing various functions by installing various pro-

grams.
[0425] Fig. 20 illustrates a configuration example of a
general-purpose computer. The personal computer in-
cludes a central processing unit (CPU) 1001. An in-
put/output interface 1005 is connected to the CPU 1001
via a bus 1004. A read only memory (ROM) 1002 and a
random access memory (RAM) 1003 are connected to
the bus 1004.
[0426] The input/output interface 1005 is connected
with an input section 1006 including an input device such
as a keyboard, a mouse, or the like with which a user
inputs an operation command, an output section 1007
that outputs an image of a processing operation screen
or a processing result to a display device, a storage sec-
tion 1008 including a hard disk drive or the like that stores
programs or various data, and a communication section
1009 including a local area network (LAN) adapter or the
like that executes communication processing via a net-
work represented by the Internet. Furthermore, a drive
1010 that reads and writes data from and to a removable
storage medium 1011 such as a magnetic disk (including
a flexible disk), an optical disk (including a compact disc-
read only memory (CD-ROM) and a digital versatile disc
(DVD)), a magneto-optical disk (including a mini disc
(MD)), a semiconductor memory, or the like is connected.
[0427] The CPU 1001 executes various processes ac-
cording to programs stored in the ROM 1002 or programs
read from the removable storage medium 1011 such as
a magnetic disk, an optical disk, a magneto-optical disk,
a semiconductor memory, or the like installed in the stor-
age section 1008, and loaded from the storage section
1008 to the RAM 1003. The RAM 1003 also appropriately
stores data and the like necessary for the CPU 1001 to
execute various processes.
[0428] In the computer configured as described above,
for example, the CPU 1001 loads a program stored in
the storage section 1008 into the RAM 1003 via the in-
put/output interface 1005 and the bus 1004 and executes
the program, whereby the above-described series of
processing is performed.
[0429] The program executed by the computer (CPU
1001) can be provided by being recorded in the remov-
able storage medium 1011 as a package medium or the
like, for example. Furthermore, the program can be pro-
vided via a wired or wireless transmission medium such
as a local area network, the Internet, or digital satellite
broadcasting.
[0430] In the computer, the program can be installed
in the storage section 1008 via the input/output interface
1005 by attaching the removable storage medium 1011
to the drive 1010. Furthermore, the program can be re-
ceived by the communication section 1009 via a wired
or wireless transmission medium and installed in the stor-
age section 1008. In addition, the program can be in-
stalled in the ROM 1002 or the storage section 1008 in
advance.
[0431] Note that the program executed by the compu-
ter may be a program in which processing is performed
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in time series in the order described in the present spec-
ification, or may be a program in which processing is
performed in parallel or at necessary timing such as when
a call is made or the like.
[0432] Note that the CPU 1001 in Fig. 20 implements
the functions of the processor 21 in Fig. 3 and the proc-
essor 111 in Fig. 5.
[0433] Furthermore, in the present specification, a sys-
tem means a set of a plurality of components (devices,
modules (parts), or the like), and it does not matter wheth-
er or not all the components are in the same housing.
Therefore, a plurality of devices housed in separate hous-
ings and connected via a network and one device in which
a plurality of modules is housed in one housing are both
systems.
[0434] Note that the embodiments of the present dis-
closure are not limited to the above-described embodi-
ments, and various modifications can be made without
departing from the gist of the present disclosure.
[0435] For example, the present disclosure can have
a configuration of cloud computing in which one function
is shared and processed in cooperation by a plurality of
devices via a network.
[0436] Furthermore, each step described in the above-
described flowchart can be executed by one device or
can be shared and executed by a plurality of devices.
[0437] Moreover, in a case where a plurality of proc-
esses is included in one step, the plurality of processes
included in the one step can be executed by one device
or can be shared and executed by a plurality of devices.
[0438] Note that the present disclosure can also have
the following configurations.

<1> An information processing apparatus including
an update section that updates a software program
(SW) of a moving apparatus for each processing unit
constituting the SW.
<2> The information processing apparatus accord-
ing to <1>,

in which the SW is formed by machine learning,
and
the update section updates the SW using an up-
date SW for updating the SW to the SW re-
learned by the machine learning.

<3> The information processing apparatus accord-
ing to <2>,
in which the SW is an SW that is formed by machine
learning and functions as an object recognition sec-
tion that executes object recognition processing
based on an image.
<4> The information processing apparatus accord-
ing to <3>,
in which the update section updates the SW in units
of components constituting the SW.
<5> The information processing apparatus accord-
ing to <4>,

in which the update section updates the SW of a
component in which a predetermined object is not
to be recognized by the object recognition process-
ing among components constituting the SW.
<6> The information processing apparatus accord-
ing to <3>,
in which the update section updates the SW at a
predetermined timing between frames of the image
captured.
<7> The information processing apparatus accord-
ing to <6>,
in which the update section updates the SW at a
timing at which the SW does not operate between
frames of the image captured.
<8> The information processing apparatus accord-
ing to <6>,

in which the SW includes a plurality of process-
ing blocks, and
the update section updates a predetermined
processing block of the SW at a timing at which
the predetermined processing block does not
operate between frames of the image captured.

<9> The information processing apparatus accord-
ing to <8>,

in which the processing block includes a neural
network, and
the update section updates a predetermined lay-
er in the predetermined processing block of the
SW at a timing at which the predetermined
processing block does not operate between
frames of the image captured.

<10> The information processing apparatus accord-
ing to <9>,
in which the update section updates a predetermined
channel in the predetermined layer in the predeter-
mined processing block of the SW at a timing at
which the predetermined processing block does not
operate between frames of the image captured.
<11> The information processing apparatus accord-
ing to <3> to <10>, further including

a control section that controls an operation on
the basis of an object recognition result of the
SW,
in which the control section stops control of the
operation based on the object recognition result
of the updated SW that functions as the object
recognition section on the basis of an operation
status of the SW.

<12> The information processing apparatus accord-
ing to <11>,
in which the control section controls the operation
on the basis of the object recognition result of the
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SW that functions as the object recognition section
before update on the basis of the operation status
of the SW.
<13> The information processing apparatus accord-
ing to <11>,

in which the moving apparatus is a vehicle, and
the control section controls automated driving
of the vehicle on the basis of the object recog-
nition result of the SW that functions as the ob-
ject recognition section.

<14> The information processing apparatus accord-
ing to <13>,
in which the update section acquires the update SW
for updating the SW distributed from a server, and
updates the SW on the basis of the update SW.
<15> The information processing apparatus accord-
ing to <14>,
in which the server groups the information process-
ing apparatus that distribute the update SW on the
basis of safety related to control of the automated
driving of the vehicle based on the object recognition
result of the SW in a case where the SW is not ap-
propriately updated by the update SW, and sequen-
tially and stepwise distributes the update SW in units
of groups from the information processing appara-
tuses of a safest group.
<16> The information processing apparatus accord-
ing to <15>,
in which the server generates a distribution plan that
is a timing of distributing the update SW to the infor-
mation processing apparatus in units of groups
grouped on the basis of the safety.
<17> The information processing apparatus accord-
ing to <14>,
in which the server distributes the update SW for
updating the SW to the relearned state when the SW
relearned reaches predetermined recognition accu-
racy on the basis of the image and the corresponding
object recognition result.
<18> An information processing method including
the step of
updating a software program (SW) of a moving ap-
paratus for each processing unit constituting the SW.
<19> A program for causing a computer to function
as
an update section that updates a software program
(SW) of a moving apparatus for each processing unit
constituting the SW.
<20> An information processing system including
an update section that updates a software program
(SW) of a moving apparatus for each processing unit
constituting the SW.

REFERENCE SIGNS LIST

[0439]

1 Vehicle
2 Server
21 Processor
22 Communication section
23 Map information accumulation section
24 GNSS reception section
25 External recognition sensor
32 Vehicle control section
51 Camera
73 Recognition section
201 Control section
202 Operation status recognition section
203 Operation status reporting section
204 Update section
231 Vehicle information collection section
232 Grouping section
233 Distribution order decision section
234 Distribution status confirmation section
235 Distribution planning section
236 Distribution section
237 Relearning section
238 Update SW release section

Claims

1. An information processing apparatus comprising
an update section that updates a software program
(SW) of a moving apparatus for each processing unit
constituting the SW.

2. The information processing apparatus according to
claim 1,

wherein the SW is formed by machine learning,
and
the update section updates the SW using an up-
date SW for updating the SW to the SW re-
learned by the machine learning.

3. The information processing apparatus according to
claim 2,
wherein the SW is an SW that is formed by machine
learning and functions as an object recognition sec-
tion that executes object recognition processing
based on an image.

4. The information processing apparatus according to
claim 3,
wherein the update section updates the SW in units
of components constituting the SW.

5. The information processing apparatus according to
claim 4,
wherein the update section updates the SW of a com-
ponent in which a predetermined object is not to be
recognized by the object recognition processing
among components constituting the SW.
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6. The information processing apparatus according to
claim 3,
wherein the update section updates the SW at a pre-
determined timing between frames of the image cap-
tured.

7. The information processing apparatus according to
claim 6,
wherein the update section updates the SW at a tim-
ing at which the SW does not operate between
frames of the image captured.

8. The information processing apparatus according to
claim 6,

wherein the SW includes a plurality of process-
ing blocks, and
the update section updates a predetermined
processing block of the SW at a timing at which
the predetermined processing block does not
operate between frames of the image captured.

9. The information processing apparatus according to
claim 8,

wherein the processing block includes a neural
network, and
the update section updates a predetermined lay-
er in the predetermined processing block of the
SW at a timing at which the predetermined
processing block does not operate between
frames of the image captured.

10. The information processing apparatus according to
claim 9,
wherein the update section updates a predetermined
channel in the predetermined layer in the predeter-
mined processing block of the SW at a timing at
which the predetermined processing block does not
operate between frames of the image captured.

11. The information processing apparatus according to
claim 3, further comprising

a control section that controls an operation on a
basis of an object recognition result of the SW,
wherein the control section stops control of the
operation based on the object recognition result
of the updated SW that functions as the object
recognition section on a basis of an operation
status of the SW.

12. The information processing apparatus according to
claim 11,
wherein the control section controls the operation on
a basis of the object recognition result of the SW that
functions as the object recognition section before up-
date on a basis of the operation status of the SW.

13. The information processing apparatus according to
claim 11,

wherein the moving apparatus is a vehicle, and
the control section controls automated driving
of the vehicle on a basis of the object recognition
result of the SW that functions as the object rec-
ognition section.

14. The information processing apparatus according to
claim 13,
wherein the update section acquires the update SW
for updating the SW distributed from a server, and
updates the SW on a basis of the update SW.

15. The information processing apparatus according to
claim 14,
wherein the server groups the information process-
ing apparatus that distribute the update SW on a
basis of safety related to control of the automated
driving of the vehicle based on the object recognition
result of the SW in a case where the SW is not ap-
propriately updated by the update SW, and sequen-
tially and stepwise distributes the update SW in units
of groups from the information processing appara-
tuses of a safest group.

16. The information processing apparatus according to
claim 15,
wherein the server generates a distribution plan that
is a timing of distributing the update SW to the infor-
mation processing apparatus in units of groups
grouped on a basis of the safety.

17. The information processing apparatus according to
claim 14,
wherein the server distributes the update SW for up-
dating the SW to a relearned state when the SW
relearned reaches predetermined recognition accu-
racy on a basis of the image and a corresponding
object recognition result.

18. An information processing method comprising the
step of
updating a software program (SW) of a moving ap-
paratus for each processing unit constituting the SW.

19. A program for causing a computer to function as
an update section that updates a software program
(SW) of a moving apparatus for each processing unit
constituting the SW.

20. An information processing system comprising
an update section that updates a software program
(SW) of a moving apparatus for each processing unit
constituting the SW.
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