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VEHICLE SURROUNDING INFORMATION 
ACQUIRING APPARATUS AND VEHICLE 

detector ; and a third processor configured to generate target 
information of the periphery of the vehicle by integrating the 
target information generated by the first processor and the 
target information generated by the second processor . CROSS - REFERENCE TO RELATED 

APPLICATIONS 
[ 0001 ] This application is a continuation of International 
Patent Application No . PCT / JP2017 / 006959 , filed Feb . 23 , 
2017 , which claims priority to and the benefit of Interna 
tional Patent Application No . PCT / JP2016 / 086225 , filed 
Dec . 6 , 2016 , and Japanese Patent Application No . 2016 
239731 , filed Dec . 9 , 2016 , the entire disclosures of which 
are incorporated herein by reference . 

Advantageous Effects of Invention 
[ 0007 ] According to the present invention , information of 
the periphery of a vehicle can be acquired precisely . 

TECHNICAL FIELD 
[ 0002 ] The present invention relates to a vehicle surround 
ing information acquiring apparatus and a vehicle . 

BRIEF DESCRIPTION OF DRAWINGS 
[ 0008 ] FIG . 1 is a block diagram showing a vehicle control 
apparatus including a vehicle surrounding information 
acquiring apparatus according to an embodiment ; 
[ 0009 ] FIG . 2 is a view for explaining an example of the 
arrangement of lidar detectors ; 
[ 0010 ] . FIG . 3 is a view showing the detection ranges of 
the lidar detectors , radar detectors , and cameras ; 
[ 0011 ] FIG . 4 is a block diagram showing processing by an 
ECU 20 ( third processor ) ; 
[ 0012 ] FIG . 5 is a view for explaining bypass information ; 
[ 0013 ] FIG . 6 is a block diagram showing the procedure of 
processing in the ECU 20 ( third processor ) ; and 
[ 0014 ] FIG . 7 is a view exemplifying a local map . 

BACKGROUND ART 
[ 0003 ] Information of the surroundings of a vehicle needs 
to be acquired as a premise for automated driving of the 
vehicle . As the arrangement of a detector for acquiring 
information of the surroundings of a vehicle , PTL 1 dis 
closes a technique of acquiring information of the surround 
ings of a vehicle by a camera , and PTL 2 discloses a 
technique of acquiring information of the surroundings of a 
vehicle by a laser . 

CITATION LIST 
Patent Literature 

PTL 1 : Japanese Patent Laid - Open No . 2000 - 172982 
PTL 2 : Japanese Patent Laid - Open No . 7 - 248382 

SUMMARY OF INVENTION 
Technical Problem 

[ 0004 ] The characteristics of the detector for acquiring 
information of the surroundings of a vehicle differ depend 
ing on the type of the detector . For this reason , the detector 
may not be able to acquire desired information under the 
influence of , for example , the traveling state of the vehicle , 
the state of surrounding road structures , and weather con 
ditions such as rainfall , snowfall , or thick fog . 
[ 0005 ] The present invention has as its object to provide a 
technique of acquiring information of the periphery of a 
vehicle precisely . 

DESCRIPTION OF EMBODIMENTS 
[ 0015 ] FIG . 1 is a block diagram showing a vehicle control 
apparatus according to an embodiment of the present inven 
tion . The vehicle control apparatus controls a vehicle 1 . In 
FIG . 1 , an outline of the vehicle 1 is shown in a plan view 
and a side view . An example of the vehicle 1 is a four - wheel 
sedan . The vehicle control apparatus includes , as an internal 
component of the apparatus , a vehicle surrounding informa 
tion acquiring apparatus for acquiring information of the 
surroundings of the vehicle 1 . The vehicle surrounding 
information acquiring apparatus according to this embodi 
ment acquires information of the surroundings of the vehicle 
1 by using detection units ( radar detectors ) that detect 
objects around the vehicle 1 by radio waves , and detection 
units ( lidar detectors ) that detect objects around the vehicle 
1 by light . 
[ 0016 ) The vehicle control apparatus in FIG . 1 includes a 
control unit 2 . The control unit 2 includes a plurality of 
ECUS 20 to 29 communicably connected by an in - vehicle 
network . Each ECU includes a processor represented by a 
CPU , a storage device such as a semiconductor memory , and 
an interface with an external device . The storage device 
stores programs to be executed by the processor , data to be 
used by the processor for processing , and the like . Each ECU 
may include a plurality of processors , storage devices , and 
interfaces . 
[ 0017 ] The functions and the like provided by the ECUS 
20 to 29 will be described below . Note that the number of 
ECUs and the provided functions can appropriately be 
designed for the vehicle 1 , and they can be subdivided or 
integrated as compared to this embodiment . 
[ 0018 ] The ECU 20 executes control associated with auto 
mated driving of the vehicle 1 . In automated driving , at least 
one of steering and acceleration / deceleration of the vehicle 
1 is automatically controlled . To execute the automated 
control , the ECU 20 generates information of the periphery 
of the vehicle 1 by integrating information generated by the 
ECU 22 and information generated by the ECU 23 , which 
will be described later . The ECU 20 recognizes the position 

Solution to Problem 
[ 0006 ] According to one aspect of the present invention , 
there is provided a vehicle surrounding information acquir - 
ing apparatus including : a radar detector configured to detect 
an object around a vehicle by radio waves ; a lidar detector 
configured to detect an object around the vehicle by light ; 
and an image detector configured to capture a periphery of 
the vehicle and detect an object from the captured image , the 
apparatus characterized by comprising : a first processor 
configured to generate target information by combining a 
detection result of the radar detector and a detection result of 
the image detector ; a second processor configured to gen 
erate target information by combining a detection result of 
the lidar detector and the detection result of the image 
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of the vehicle 1 on map information based on the generated 
information , makes an action plan about how to control the 
vehicle 1 based on the recognition result , and automatically 
controls the vehicle 1 based on the action plan . 
[ 0019 ] The ECU 21 controls an electric power steering 
device 3 . The electric power steering device 3 includes a 
mechanism that steers front wheels in accordance with a 
driving operation ( steering operation ) of the driver on a 
steering wheel 31 . In addition , the electric power steering 
device 3 includes a motor that generates a driving force to 
assist the steering operation or automatically steer the front 
wheels , and a sensor that detects the steering angle . If the 
driving state of the vehicle 1 is automated driving , the ECU 
21 automatically controls the electric power steering device 
3 in correspondence with an instruction from the ECU 20 
and controls the traveling direction of the vehicle 1 . 
[ 0020 ] The ECUs 22 and 23 perform control of detection 
units 41 - 1 , 41 - 2 , 42 , and 43 that detect the peripheral status 
of the vehicle and information processing of detection 
results . The detection units 41 - 1 and 41 - 2 are image detec 
tors ( cameras ) that capture the periphery of the vehicle 1 and 
detect an object from the captured images . The image 
detectors include the first image detector 41 - 2 ( camera ) 
connected via a first communication line 142 to the detection 
units 43 ( radar detectors ) and the ECU 23 ( first processor ) 
arranged in the vehicle 1 , and the second image detector 
41 - 1 ( camera ) connected via a second communication line 
141 to the detection units 42 ( lidar detectors ) and the ECU 
22 ( second processor ) . The image detectors are sometimes 
referred to as the cameras 41 - 1 and 41 - 2 hereinafter . 
[ 0021 ] In this embodiment , the two cameras 41 - 1 and 41 - 2 
are provided on the roof front ( top of the front window ) of 
the vehicle 1 . By analyzing images captured by the cameras 
41 - 1 and 41 - 2 , the contour of a target around the vehicle 1 
or a division line ( white line or the like ) of a lane on a road 
can be extracted . FIG . 1 shows an example in which the two 
cameras 41 - 1 and 41 - 2 are provided on the roof front of the 
vehicle 1 . However , the embodiment is not limited to this 
example , and cameras can be arranged additionally to cap 
ture the right and left sides and back of the vehicle 1 . 
[ 0022 ] The detection unit 42 ( lidar detector ) is a lidar 
( laser radar ) ( to be sometimes referred to as the lidar 42 
hereinafter ) , and detects a target around the vehicle 1 or 
measures a distance to a target by light . In this embodiment , 
five lidars 42 are provided ; one lidar at each corner portion 
of the front portion of the vehicle 1 , one at the center of the 
rear portion , and one at each side portion of the rear portion . 
The detection unit 43 ( radar detector ) is a millimeter wave 
radar ( to be sometimes referred to as the radar 43 hereinaf 
ter ) , and detects a target around the vehicle 1 or measures a 
distance to a target by radio waves . In this embodiment , five 
radars 43 are provided ; one at the center of the front portion 
of the vehicle 1 , one at each corner portion of the front 
portion , and one at each corner portion of the rear portion . 
[ 0023 ] In this embodiment , the vehicle surrounding infor 
mation acquiring apparatus includes the five detection units 
43 ( radar detectors ) and the five detection units 42 ( lidar 
detectors ) , and the radar detectors and the lidar detectors in 
the vehicle 1 have the following relative arrangement rela 
tionship . More specifically , the detection units 43 ( radar 
detectors ) are arranged one by one at four corners of the 
respective corner portions of the front and rear portions of 
the vehicle 1 and one at the center of the front portion of the 
vehicle 1 . The detection units 42 ( lidar detectors ) are 

arranged one by one inside the arrangement positions of the 
radar detectors in the vehicle width direction at the respec 
tive corner portions of the front portion of the vehicle 1 , one 
by one outside the arrangement positions of the radar 
detectors in the vehicle width direction at the respective side 
portions of the rear portion of the vehicle 1 , and one at the 
center of the rear portion of the vehicle 1 . 
[ 0024 ] FIG . 2 is a view for explaining an example of the 
arrangement of the detection units 42 ( lidar detectors ) . The 
arrangement positions of the detection units 42 ( lidar detec 
tors ) at the corner portions of the front portion of the vehicle 
1 are defined as criteria . The arrangement positions of the 
detection units 42 ( lidar detectors ) at the respective side 
portions of the rear portion and the center of the rear portion 
in the static state of the vehicle 1 ( empty state without any 
load on the vehicle 1 ) are set to be higher by a predetermined 
amount than the arrangement positions serving as the crite 
ria . When a baggage is loaded on the vehicle 1 , the dis 
placement of the suspension tends to be larger on the rear 
side of the vehicle 1 than on the front side . Considering this , 
a difference of a predetermined amount is provided in 
advance at the arrangement positions of the detection units 
42 ( lidar detectors ) in the front - and - rear direction of the 
vehicle 1 in the static state of the vehicle 1 . Even when the 
displacement of the suspension on the rear side becomes 
larger than that on the front side owing to a live load on the 
vehicle 1 at the time of traveling , the respective detection 
units 42 ( lidar detectors ) can be arranged at positions of 
almost the same height with respect to the vehicle 1 . 
[ 0025 ] Since the arrangement positions of the detection 
units 42 ( lidar detectors ) are set at positions of almost the 
same height with respect to the vehicle 1 in consideration of 
a live load on the vehicle 1 at the time of traveling , 
correction processing on detection results based on the 
arrangement height can be simplified in the ECU 22 . Arith 
metic processing for processing detection information of the 
detection units 42 ( lidar detectors ) can be performed more 
quickly . 
[ 0026 ] In FIG . 2 , the detection unit 43 ( radar detector ) 
arranged at the center of the front portion of the vehicle 1 is 
arranged , for example , behind a front grille emblem , and the 
detection units 43 ( radar detectors ) arranged one by one at 
four corners of the respective corner portions of the front and 
rear portions of the vehicle 1 are arranged , for example , 
inside bumpers . As shown in FIG . 2 , the five detection units 
43 ( radar detectors ) are arranged above positions of at least 
a height H2 with respect to the vehicle 1 , and the five 
detection units 42 ( lidar detectors ) are arranged at positions 
of a height H1 lower than the height H2 . That is , the 
detection units 42 ( lidar detectors ) are arranged at positions 
lower than the arrangement positions of the detection units 
43 ( radar detectors ) at the respective corner portions of the 
front portion of the vehicle 1 , the respective side portions of 
the rear portion , and the center of the rear portion . 
[ 0027 ] The detection units 42 ( lidar detectors ) are 
arranged at positions lower than the detection units 43 ( radar 
detectors ) . For example , even if an object that does not 
transmit radio waves is attached to the detection units 43 
( radar detectors ) at four corners of the vehicle 1 , a prede 
termined detection precision can be ensured because the 
arrangement positions of the detection units 43 ( radar detec 
tors ) do not overlap those of the detection units 42 ( lidar 
detectors ) in the top - and - bottom direction , front - and - rear 
direction , and vehicle width direction of the vehicle 1 . 
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[ 0028 ] FIG . 3 is a view schematically showing the detec 
tion ranges of the five detection units 42 ( lidar detectors ) , 
five detection units 43 ( radar detectors ) , and two second 
image detectors 41 - 1 and 41 - 2 . A detection range 43 - 1 
represents the detection range of the detection unit 43 ( radar 
detector ) arranged at the center of the front portion of the 
vehicle 1 . Detection ranges 43 - 2 represent the detection 
ranges of the detection units 43 ( radar detectors ) arranged at 
the respective corner portions of the front portion of the 
vehicle 1 . Detection ranges 43 - 3 represent the detection 
ranges of the detection units 43 ( radar detectors ) arranged at 
the respective corner portions of the rear portion of the 
vehicle 1 . 
[ 00291 The detection ranges ( detection distance character 
istics ) of the five detection units 43 ( radar detectors ) are 
different at the center of the front portion of the vehicle 1 , the 
respective corner portions of the front portion , and the 
respective corner portions of the rear portion . The detection 
distance of the detection unit 43 ( radar detector ) arranged at 
the center of the front portion of the vehicle 1 among the five 
detection units 43 is set to be longer than those of the 
detection units 43 ( radar detectors ) arranged at four corners 
of the respective corner portions of the front and rear 
portions of the vehicle 1 . Since the detection distance of the 
detection unit 43 ( radar detector ) arranged at the center of 
the front portion is set to be longer than those of the 
remaining detection units 43 , a target in front of the vehicle 
1 can be detected in a range of a longer distance . 
[ 0030 ] In FIG . 3 , detection ranges 42 - 1 represent the 
detection ranges of the detection units 42 ( lidar detectors ) 
arranged at the respective corner portions of the front 
portion of the vehicle 1 . Detection ranges 42 - 2 represent the 
detection ranges of the detection units 42 ( lidar detectors ) 
arranged at the respective side portions of the rear portion of 
the vehicle 1 . A detection range 42 - 3 represents the detection 
range of the detection unit 42 ( lidar detector ) arranged at the 
center of the rear portion of the vehicle 1 . The detection 
ranges of the five detection units 42 ( lidar detectors ) are 
almost equal . 
0031 ] The sensor center ( detection center ) of each of the 
detection units 42 ( lidar detectors ) arranged at the respective 
corner portions of the front portion of the vehicle 1 is 
arranged at an angle offset by an angle 01 with respect to the 
front ( traveling direction of the vehicle ) of the vehicle 1 . The 
detection ranges of the detection units 42 ( lidar detectors ) 
overlap each other at the center of the front of the vehicle 1 . 
Since the two detection units 42 are arranged so that the 
detection ranges of the detection units 42 ( lidar detectors ) at 
the respective corner portions of the front portion overlap 
each other , the detection unit 42 ( lidar detector ) need not be 
arranged at the center of the front portion of the vehicle 1 
and vehicle surrounding information can be acquired by a 
lower - cost arrangement . 
[ 0032 ] In the vehicle surrounding information acquiring 
apparatus according to this embodiment , one detection unit 
42 ( lidar detector ) is arranged at the center of the rear portion 
of the vehicle 1 . In general , heat sources such as a muffler 
are arranged on two sides of the rear end of a vehicle . 
However , at the center of the rear portion of the vehicle 1 , 
the detection unit 42 ( lidar detector ) can acquire vehicle 
surrounding information in a state in which the influence of 
heat sources such as a muffler is reduced . 
[ 0033 ] The detection units 42 ( lidar detectors ) are 
arranged one by one outside the arrangement positions of the 

radar detectors in the vehicle width direction at the respec 
tive side portions of the rear portion of the vehicle 1 . The 
sensor center ( detection center ) of each of the detection units 
42 ( lidar detectors ) arranged at the respective side portions 
of the rear portion of the vehicle 1 is arranged at an angle 
offset by an angle 02 ( > 01 ) with respect to the traveling 
direction of the vehicle 1 . The detection ranges of the 
detection units 42 ( lidar detectors ) arranged at the respective 
side portions of the rear portion overlap that of the detection 
unit 42 ( lidar detector ) arranged at the center of the rear 
portion of the vehicle 1 . 
[ 0034 ] As shown in the plan view of the vehicle 1 when 
viewed from the top in FIG . 2 , the detection units 42 ( lidar 
detectors ) at the respective side portions of the rear portion 
of the vehicle 1 are arranged at positions ( vehicle width W2 
in the example shown in FIG . 2 ) where the vehicle width is 
smaller than a full width W1 of the vehicle 1 in this 
embodiment . The detection surfaces of the detection units 42 
( lidar detectors ) do not protrude from the body line of the 
vehicle 1 and are arranged in conformity with the body 
shape . By arranging the detection units 42 at the respective 
side portions of the rear portion in this manner , vehicle 
surrounding information can be acquired while protecting 
the detection surfaces of the detection units 42 even when , 
for example , an obstacle exists on the side of the vehicle 1 , 
and ensuring wider detection ranges on the side and rear of 
the vehicle . 
[ 0035 ] Since the detection units 42 and 43 having different 
detection characteristics ( detection ranges ) are arranged at 
shifted positions , information of the periphery of the vehicle 
1 can be acquired by the minimum number of sensors 
without any dead angle . Information of the surroundings of 
the vehicle 1 can be acquired at a lower cost and higher 
precision , compared to a case in which the number of radar 
detectors is increased . 
[ 0036 ] Note that an example of the arrangement of the 
detection units 42 and 43 and cameras 41 - 1 and 41 - 2 has 
been explained in this embodiment as for automated driving 
when the vehicle 1 travels ahead . In automated driving when 
the vehicle travels back , it is enough to reverse the arrange 
ment of the detection units 42 and 43 and cameras 41 - 1 and 
41 - 2 with respect to the arrangement example shown in FIG . 
1 . The arrangement of the detection units 42 and 43 and 
cameras 41 - 1 and 41 - 2 in the case of automated driving 
when the vehicle 1 travels ahead or back can be summarized 
as follows . 
[ 0037 ] More specifically , the detection units 43 ( radar 
detectors ) are arranged one by one at four corners of the 
vehicle and one at the center on one side of the vehicle . The 
detection units 42 ( lidar detectors ) are arranged one by one 
inside the arrangement positions of the detection units 43 
( radar detectors ) in the vehicle width direction at the respec 
tive corner portions on one side of the vehicle , one by one 
outside the arrangement positions of the detection units 43 
( radar detectors ) in the vehicle width direction at the respec 
tive side portions on the other side of the vehicle , and one 
at the center on the other side of the vehicle . The respective 
detection units 42 ( lidar detectors ) are arranged at positions 
lower than the arrangement positions of the detection units 
43 ( radar detectors ) at the respective corner portions on one 
side of the vehicle , the respective side portions on the other 
side , and the center on the other side . The image detectors 
are arranged on one side of the vehicle at the roof of the 
vehicle and detect an object from images capturing the 
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surroundings of the vehicle . The detection distance of the 
detection unit 43 ( radar detector ) arranged at the center on 
one side of the vehicle is set to be longer than those of the 
detection units 43 ( radar detectors ) arranged at four corners 
of the respective corner portions of one and the other sides 
of the vehicle . 
[ 0038 ] Referring back to FIG . 1 , the ECU 23 performs 
control of the camera 41 - 2 and each radar 43 and informa 
tion processing of detection results . That is , the ECU 23 
( first processor ) generates target information by combining 
the detection result of each detection unit 43 ( radar detector ) 
and the detection result of the image detector ( camera 41 - 2 ) . 
[ 0039 ] The ECU 22 performs control of the camera 41 - 1 
and each lidar 42 and information processing of detection 
results . That is , the ECU 22 ( second processor ) generates 
target information by combining the detection result of each 
detection unit 42 ( lidar detector ) and the detection result of 
the image detector ( camera 41 - 1 ) . The target information 
generated by the ECU 23 ( first processor ) and the target 
information generated by the ECU 22 ( second processor ) are 
input to the ECU 20 ( third processor ) . The ECU 20 ( third 
processor ) generates target information of the periphery of 
the vehicle 1 by integrating the target information generated 
by the ECU 23 ( first processor ) and the target information 
generated by the ECU 22 ( second processor ) . Since two sets 
of devices that detect the peripheral status of the vehicle are 
provided , the reliability of detection results can be 
improved . In addition , since detection units of different 
types such as cameras , lidars , and radars are provided , the 
surrounding environment of the vehicle can be analyzed 
from various aspects . 
[ 0040 ] The ECU 24 performs control of a gyro sensor 5 , 
a GPS sensor 24b , and a communication device 24c and 
information processing of detection results or communica 
tion results . The gyro sensor 5 detects a rotary motion of the 
vehicle 1 . The course of the vehicle 1 can be determined 
from the detection result of the gyro sensor 5 , the wheel 
speed , or the like . The GPS sensor 24b detects the current 
position of the vehicle 1 . The communication device 24c 
performs wireless communication with a server that pro 
vides map information or traffic information and acquires 
these pieces of information . The ECU 24 can access a map 
information database 24a formed in the storage device . The 
ECU 24 searches for a route from a current position to a 
destination . 
[ 0041 ] The ECU 25 includes a communication device 25a 
for inter - vehicle communication . The communication 
device 25a performs wireless communication with another 
vehicle on the periphery and performs information exchange 
between the vehicles . 
[ 0042 ] The ECU 26 controls a power plant 6 . The power 
plant 6 is a mechanism that outputs a driving force to rotate 
the driving wheels of the vehicle 1 and includes , for 
example , an engine and a transmission . The ECU 26 , for 
example , controls the output of the engine in correspon 
dence with a driving operation ( accelerator operation or 
acceleration operation ) of the driver detected by an opera 
tion detection sensor 7a provided on an accelerator pedal 
7A , or switches the gear ratio of the transmission based on 
information such as a vehicle speed detected by a vehicle 
speed sensor 7c . If the driving state of the vehicle 1 is 
automated driving , the ECU 26 automatically controls the 

power plant 6 in correspondence with an instruction from 
the ECU 20 and controls the acceleration / deceleration of the 
vehicle 1 
[ 0043 ] The ECU 27 controls lighting devices ( headlights , 
taillights , and the like ) including direction indicators 8 . In 
the example shown in FIG . 1 , the direction indicators 8 are 
provided at the front portion , door mirrors , and rear portion 
of the vehicle 1 . 
[ 0044 ] The ECU 28 controls an input / output device 9 . The 
input / output device 9 outputs information to the driver and 
accepts input of information from the driver . A voice output 
device 91 notifies the driver of the information by a voice . 
A display device 92 notifies the driver of information by 
displaying an image . The display device 92 is arranged on , 
for example , the surface of the driver ' s seat and constitutes 
an instrument panel or the like . Although a voice and display 
have been exemplified here , the driver may be notified of 
information using vibrations or light . Alternatively , the 
driver may be notified of information by a combination of 
some of the voice , display , vibrations , and light . Further 
more , the combination or the notification form may be 
changed in accordance with the level ( for example , the 
degree of urgency ) of information of which the driver is to 
be notified . 
[ 0045 ] An input device 93 is a switch group that is 
arranged at a position where the driver can operate it and is 
used to input an instruction to the vehicle 1 . The input device 
93 may also include a voice input device . 
100461 The ECU 29 controls a brake device 10 and a 
parking brake ( not shown ) . The brake device 10 is , for 
example , a disc brake device that is provided for each wheel 
of the vehicle 1 and decelerates or stops the vehicle 1 by 
applying a resistance to the rotation of the wheel . The ECU 
29 , for example , controls the operation of the brake device 
10 in correspondence with a driving operation ( brake opera 
tion ) of the driver detected by an operation detection sensor 
7b provided on a brake pedal 7B . When the driving state of 
the vehicle 1 is automated driving , the ECU 29 automati 
cally controls the brake device 10 in correspondence with an 
instruction from the ECU 20 and controls deceleration and 
stop of the vehicle 1 . The brake device 10 or the parking 
brake can also be operated to maintain the stop state of the 
vehicle 1 . In addition , when the transmission of the power 
plant 6 includes a parking lock mechanism , it can be 
operated to maintain the stop state of the vehicle 1 . 
[ 0047 ] FIG . 4 is a block diagram showing processing by 
the ECU 20 ( third processor ) . The ECU 20 ( third processor ) 
is connected to the ECU 23 ( first processor ) and the ECU 22 
( second processor ) via communication lines and performs 
integration processing of pieces of target information 
acquired from the respective ECUs . The camera 41 - 2 and 
each radar 43 are connected to the ECU 23 , and the ECU 23 
( first processor ) generates target information by combining 
the detection result of each detection unit 43 ( radar detector ) 
and the detection result of the image detector ( camera 41 - 2 ) . 
[ 0048 ] Each detection unit 43 ( radar detector ) detects , for 
example , information of the speed of the vehicle ( vehicle 1 ) 
including the detection unit 43 relative to another vehicle 
positioned near the vehicle 1 or extracted information of a 
stationary object such as an outer wall of a road , a guardrail , 
a white line position , or the like , and outputs the information 
to the ECU 23 ( first processor ) . The camera 41 - 2 outputs 
classification information of a vehicle or a road structure 
present in the capturing range to the ECU 23 ( first proces 
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sor ) . The ECU 23 ( first processor generates , as target 
information , information obtained by integrating ( combin 
ing ) the information of the relative speed , extracted infor 
mation of a stationary object , or the like input from each 
detection unit 43 ( radar detector ) , and the classification 
information of a vehicle or a road structure input from the 
camera 41 - 2 . Then , the ECU 23 ( first processor ) outputs the 
target information to the ECU 20 ( third processor ) . The 
target information output from the ECU 23 ( first processor ) 
includes , for example , identification information of a 
detected object , information representing the position and 
speed of the detected object , classification information rep 
resenting the type of the detected object , and timing infor 
mation about time adjustment of the information output . 
[ 0049 ] The camera 41 - 1 and each lidar 42 are connected to 
the ECU 22 , and the ECU 22 ( second processor ) generates 
target information by combining the detection result of each 
detection unit 42 ( lidar detector ) and the detection result of 
the image detector ( camera 41 - 1 ) . Each detection unit 42 
( lidar detector ) detects , for example , information of the 
position , shape , speed , and the like of another vehicle 
positioned near the vehicle 1 , and outputs it to the ECU 22 
( second processor ) . The camera 41 - 1 outputs information 
( for example , classification , blinker / brake lamp state , and 
cut - in prediction ) of a vehicle present in the capturing range 
to the ECU 22 ( second processor ) . The ECU 22 ( second 
processor ) generates target information by integrating ( com 
bining ) the information of the position , shape , speed , and the 
like of a vehicle input from each detection unit 42 ( lidar 
detector ) and the vehicle information input from the camera 
41 - 1 , and outputs the target information to the ECU 20 ( third 
processor ) . The target information output from the ECU 22 
( second processor ) includes , for example , identification 
information of a detected object , information representing 
the position , shape , and speed of the detected object , clas 
sification information representing the type of the detected 
object , and timing information about time adjustment of the 
information output . 
[ 0050 ] FIG . 5 is a view for explaining bypass information 
output from the image detector ( camera 41 - 1 ) . The image 
detector ( camera 41 - 1 ) outputs , to the ECU 22 ( second 
processor ) via the second communication line 141 , the 
vehicle information ( for example , classification , blinker / 
brake lamp state , and cut - in prediction ) subjected to infor 
mation integration by the ECU 22 ( second processor ) . The 
image detector ( camera 41 - 1 ) outputs , as bypass informa 
tion , information not subjected to integration processing in 
integration processing by the ECU 22 ( second processor ) , 
such as information of the position of a lane or white line , 
the detection result of a signal / sign , the detection result of a 
falling object , area information ( travelable area information ) 
about a travelable free space , and the detection result of a 
branch / junction . As the output path of the bypass informa 
tion , for example , the image detector ( camera 41 - 1 ) can 
output the bypass information to the ECU 22 ( second 
processor ) via a third communication line ( for example , 
143 - 1 ) . 
[ 0051 ] The ECU 22 ( second processor ) synchronizes the 
transmission cycle of the target information obtained by 
integrating the information input from each detection unit 42 
( lidar detector and the vehicle information input from the 
image detector ( camera 41 - 1 ) with the transmission cycle of 
the bypass information input from the camera 41 - 1 , and 
outputs the pieces of information to the ECU 20 ( third 

processor ) . Since the ECU 22 ( second processor ) separately 
acquires the vehicle information and the bypass information 
from the camera 41 - 1 , the load of integration processing for 
generating target information can be reduced . Since the 
target information and the bypass information are output 
synchronously from the ECU 22 ( second processor ) , the 
load of synchronous processing can be reduced in the ECU 
20 ( third processor ) . 
10052 ] . The output path of bypass information is not lim 
ited to the above - described example , and the image detector 
( camera 41 - 1 ) can output bypass information to the ECU 20 
( third processor ) via , for example , a third communication 
line ( for example , 143 - 2 ) as the output path of bypass 
information . In this case , information not subjected to inte 
gration processing is directly output as bypass information 
from the camera 41 - 1 to the ECU 20 ( third processor ) . This 
can reduce the load of synchronous processing on the target 
information and the bypass information in the ECU 22 
( second processor ) and further speed up the integration 
processing in the ECU 22 ( second processor ) . 
[ 0053 ] Referring back to FIG . 4 , the ECU 20 ( third 
processor ) generates target information that associates the 
target information generated by the ECU 23 ( first processor ) 
with the target information generated by the ECU 22 ( second 
processor ) to internally manage them . The ECU 20 ( third 
processor ) performs position correction to synchronize the 
pieces of target information based on timing information 
included in the pieces of target information input from the 
ECU 23 ( first processor ) and the ECU 22 ( second proces 
sor ) , and integrates ( generates ) target information that asso 
ciates the input pieces of target information to internally 
manage them . By this target information integration pro 
cessing , the ECU 20 ( third processor ) generates target 
information of the periphery of the vehicle 1 . The target 
information generated by the ECU 20 ( third processor ) 
includes at least one of object identification information 
included in the target information generated by the ECU 23 
( first processor ) and object identification information 
included in the target information generated by the ECU 22 
( second processor ) , object identification information that 
associates the object identification information included in 
the target information generated by the first processor with 
the object identification information included in the target 
information generated by the second processor , information 
representing the position , shape , and speed of the associated 
object , and classification information representing the type 
of the associated object . 
[ 0054 ] The ECU 20 ( third processor ) manages the gener 
ated target information in an internal buffer . For example , 
newly detected and generated target information is regis 
tered in the internal buffer . As for already registered target 
information , a change of the target information is checked 
and the state estimation and track of the target information 
are performed . For example , even if a target is hidden by 
another vehicle and cannot be detected temporally , the state 
estimation and track of the undetected target can be per 
formed based on the target information managed in the 
internal buffer . Over - detection information can be removed 
by a multiple use of detection results from three different 
types of detection units , that is , cameras , lidar detectors , and 
radar detectors , as in the arrangement according to this 
embodiment . For example , even if a target is detected as an 
obstacle on a road in detection by a given detection unit , but 
it is not an obstacle as a result of totally analyzing detection 



US 2019 / 0286923 A1 Sep . 19 , 2019 

information . FIG . 7 is a view exemplifying the local map . 
The local map represents the relative position relationship 
between the vehicle and other peripheral vehicles , and the 
lane shape is complemented using the recognition results of 
the position of a white line , a sign , and the like , the traveling 
locus , and the map information . The ECU 20 ( third proces 
sor ) generates an action plan based on the information on the 
local map ( S20 - 4 ) . The action plan defines the traveling 
direction , speed , position , and the like of the vehicle 1 to 
implement automated driving . The ECU 20 ( third processor ) 
performs vehicle control based on the generated action plan . 
That is , the ECU 20 ( third processor ) performs driving 
control , braking control , or steering control to control the 
vehicle 1 on a predetermined locus ( S20 - 5 ) . When the driver 
instructs the ECU 20 ( third processor ) about a destination 
and automated driving , the ECU 20 ( third processor ) auto 
matically controls the traveling of the vehicle 1 toward the 
destination in accordance with a guidance route found by the 
ECU 24 . At the time of automated control , the ECU 20 ( third 
processor ) acquires pieces of information about the periph 
eral status of the vehicle 1 from the ECU 23 ( first processor ) 
and the ECU 22 ( second processor ) , and instructs the ECUS 
21 , 26 , and 29 based on the acquired pieces of information 
to control the steering and acceleration / deceleration of the 
vehicle 1 . If no predetermined detection result is obtained 
from an output from either of the ECU 23 ( first processor ) 
and the ECU 22 ( second processor ) , the ECU 20 ( third 
processor ) can notify the driver to return the vehicle 1 from 
the automated driving control state to a driving operation by 
the driver . If a response of the driver to the notification is not 
obtained , the ECU 20 ( third processor ) can perform alternate 
control to stop or decelerate the vehicle . 

results from three types of detection units , the ECU 20 ( third 
processor ) can remove corresponding target information as 
the over - detected obstacle by executing obstacle removal 
logic . 
[ 0055 ] This can improve the information processing effi 
ciency and information of the periphery of a vehicle can be 
acquired precisely . 
[ 0056 ] The ECU 20 ( third processor ) can compare pieces 
of information redundantly output from the ECU 23 ( first 
processor ) and the ECU 22 ( second processor ) with each 
other , and determine the presence / absence of an abnormality 
in the detection result . For example , when pieces of infor 
mation output from the ECU 23 ( first processor ) and the 
ECU 22 ( second processor ) include contradictory informa 
tion , the ECU 20 ( third processor ) determines a preferential 
ECU in accordance with detection items . 
100571 . For example , as for detection items concerning the 
position and shape , the detection characteristics of the 
detection unit 42 ( lidar detector ) are superior to those of the 
detection unit 43 ( radar detector ) , so the ECU 20 ( third 
processor ) performs adjustment to give priority to the detec 
tion result of the ECU 22 ( second processor ) . As for detec 
tion items concerning the speed , the detection characteristics 
of the detection unit 43 ( radar detector ) are superior to those 
of the detection unit 42 ( lidar detector ) , so the ECU 20 ( third 
processor ) performs adjustment to give priority to the detec 
tion result of the ECU 23 ( first processor ) . 
[ 0058 ] The ECU 20 ( third processor ) generates , as target 
information , information including the position , shape , 
speed , and classification result concerning vehicle informa 
tion by integration processing based on camera information 
and the detection results of each detection unit 42 ( lidar 
detector ) and each detection unit 43 ( radar detector ) . In 
addition , the ECU 20 ( third processor ) acquires white line 
position information representing the position of a white line 
on a road , sign position information representing a sign 
position on a road , travelable area information representing 
an area where the vehicle 1 can travel , and detection limit 
distance information as a performance limit detectable by 
the detection units 41 - 1 , 41 - 2 , 42 , and 43 based on pieces of 
information from the ECU 23 ( first processor ) and the ECU 
22 ( second processor ) . 
[ 0059 ] FIG . 6 is a block diagram showing the procedure of 
processing in the ECU 20 ( third processor ) . In S20 - 1 , the 
ECU 20 ( third processor ) acquires external recognition 
information representing the relative position relationship 
between the vehicle 1 and the periphery of the vehicle by 
using target information generated based on integration 
processing , white line position information , sign position 
information , travelable area information , and detection limit 
distance information . 
[ 0060 ] In S20 - 2 , the ECU 20 ( third processor ) functions as 
a map information acquiring unit ( MPU : Map Positioning 
Unit ) and acquires map information in the absolute coordi 
nate system . For example , the ECU 20 ( third processor ) can 
acquire map information in the absolute coordinate system 
at a predetermined timing via the GPS sensor 24b and the 
communication device 24c . 
10061 ] In S20 - 3 , the ECU 20 ( third processor ) performs 
recognition processing of a self - position on the map based 
on the map information in the absolute coordinate system 
and the external recognition information in the relative 
coordinate system , and outputs a local map that is a com 
bination of the map information and the external recognition 

SUMMARY OF EMBODIMENT 
[ 0062 ] 1 . The vehicle surrounding information acquiring 
apparatus according to this embodiment including : 
[ 0063 ] a radar detector ( for example , 43 ) configured to 
detect an object around a vehicle by radio waves ; 
[ 0064 ] a lidar detector ( for example , 42 ) configured to 
detect an object around the vehicle by light ; and 
[ 0065 ] image detectors ( for example , 41 - 1 , 41 - 2 ) config 
ured to capture a periphery of the vehicle and detect an 
object from the captured image , is characterized by com 
prising : 
[ 006 ] a first processor ( for example , 23 ) configured to 
generate target information by combining a detection result 
of the radar detector and a detection result of the image 
detector ; 
[ 0067 ] a second processor ( for example , 22 ) configured to 
generate target information by combining a detection result 
of the lidar detector and the detection result of the image 
detector , and a third processor ( for example , 20 ) configured 
to generate target information of the periphery of the vehicle 
by integrating the target information generated by the first 
processor and the target information generated by the second 
processor . 
[ 0068 ] According to this embodiment , information of the 
periphery of a vehicle can be acquired precisely . Over 
detection information can be removed by a multiple use of 
detection results from three types of detection units . This can 
improve the information processing efficiency and informa 
tion of the periphery of a vehicle can be acquired precisely . 
[ 0069 ] 2 . The vehicle surrounding information acquiring 
apparatus according to this embodiment is characterized in 
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that the target information generated by the first processor 
( for example , 23 ) includes identification information of a 
detected object , information representing a position and 
speed of the detected object , classification information rep 
resenting a type of the detected object , and timing informa 
tion about time adjustment of an information output , 
[ 0070 ] the target information generated by the second 
processor ( for example , 22 ) includes identification informa 
tion of a detected object , information representing a posi 
tion , shape , and speed of the detected object , classification 
information representing a type of the detected object , and 
timing information about time adjustment of an information 
output , and 
[ 0071 ] the third processor ( for example , 20 ) generates the 
target information that associates the target information 
generated by the first processor ( for example , 23 ) with the 
target information generated by the second processor ( for 
example , 22 ) to internally manage the target information 
generated by the first processor and the target information 
generated by the second processor . 
10072 ] According to this embodiment , information of the 
periphery of a vehicle can be acquired precisely . Over 
detection information can be removed by a multiple use of 
detection results from three types of detection units . This can 
improve the information processing efficiency and informa 
tion of the periphery of a vehicle can be acquired precisely . 
[ 0073 ] 3 . The vehicle surrounding information acquiring 
apparatus according to this embodiment is characterized in 
that the target information generated by the third processor 
( for example , 20 ) includes at least one information out of 
[ 0074 ] object identification information included in the 
target information generated by the first processor ( for 
example , 23 ) and the second processor ( for example , 22 ) , 
[ 0075 ] object identification information that associates the 
object identification information included in the target infor 
mation generated by the first processor ( for example , 23 ) 
with the object identification information included in the 
target information generated by the second processor ( for 
example , 22 ) , 
[ 0076 ] information representing a position , shape , and 
speed of the associated object , and 
[ 00771 classification information representing a type of the 
associated object . 
[ 0078 ] According to this embodiment , information of the 
periphery of a vehicle can be acquired precisely . Over 
detection information can be removed by a multiple use of 
detection results from three types of detection units . This can 
improve the information processing efficiency and informa 
tion of the periphery of a vehicle can be acquired precisely . 
[ 0079 ] 4 . The vehicle surrounding information acquiring 
apparatus according to this embodiment is characterized in 
that the image detector includes : 
[ 0080 ] a first image detector ( for example , 41 - 2 ) con 
nected via a first communication line to the radar detector 
and the first processor arranged in the vehicle ; and 
10081 ) a second image detector ( for example , 41 - 1 ) con 
nected via a second communication line to the lidar detector 
and the second processor arranged in the vehicle . 
[ 0082 ] According to this embodiment , information of the 
periphery of a vehicle can be acquired precisely . 
[ 0083 ] 5 . The vehicle surrounding information acquiring 
apparatus according to this embodiment is characterized in 
that the second image detector ( for example , 41 - 1 ) of the 
image detector directly outputs part of a detection result as 

bypass information to the third processor ( for example , 20 ) 
via a third communication line ( for example , 143 ) . 
[ 0084 ] According to this embodiment , information not 
subjected to integration processing is directly output as 
bypass information to the ECU 20 ( third processor ) . This 
can reduce the load of processing in the ECU 22 ( second 
processor ) and further speed up the integration processing . 
[ 0085 ) 6 . A vehicle ( for example , 1 ) according to this 
embodiment is characterized by comprising the vehicle 
surrounding information acquiring apparatus according to 
this embodiment . This embodiment can provide a vehicle 
that reflects , in automated driving , surrounding information 
of the vehicle acquired by the vehicle surrounding informa 
tion acquiring apparatus . 
[ 0086 ] The present invention is not limited to the above 
described embodiment , and various changes and modifica 
tions can be made within the spirit and scope of the present 
invention . Therefore , to apprise the public of the scope of the 
present invention , the following claims are made . 

1 . A vehicle surrounding information acquiring apparatus 
including : 

a radar detector configured to detect an object around a 
vehicle by radio waves ; 

a lidar detector configured to detect an object around the 
vehicle by light ; and 

an image detector configured to capture a periphery of the 
vehicle and detect an object from the captured image , 
the apparatus comprising : 

a first processor configured to generate target information 
by combining a detection result of the radar detector 
and a detection result of the image detector ; 

a second processor configured to generate target informa 
tion by combining a detection result of the lidar detec 
tor and the detection result of the image detector ; and 

a third processor configured to generate target information 
of the periphery of the vehicle by integrating the target 
information generated by the first processor and the 
target information generated by the second processor . 

2 . The vehicle surrounding information acquiring appa 
ratus according to claim 1 , wherein the target information 
generated by the first processor includes identification infor 
mation of a detected object , information representing a 
position and speed of the detected object , classification 
information representing a type of the detected object , and 
timing information about time adjustment of an information 
output , 

the target information generated by the second processor 
includes identification information of a detected object , 
information representing a position , shape , and speed 
of the detected object , classification information rep 
resenting a type of the detected object , and timing 
information about time adjustment of an information 
output , and 

the third processor generates the target information that 
associates the target information generated by the first 
processor with the target information generated by the 
second processor to internally manage the target infor 
mation generated by the first processor and the target 
information generated by the second processor . 

3 . The vehicle surrounding information acquiring appa 
ratus according to claim 2 , wherein the target information 
generated by the third processor includes at least one infor 
mation out of 
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object identification information included in the target 
information generated by the first processor and object 
identification information included in the target infor 
mation generated by the second processor , 

object identification information that associates the object 
identification information included in the target infor 
mation generated by the first processor with the object 
identification information included in the target infor 
mation generated by the second processor , 

information representing a position , shape , and speed of 
the associated object , and 

classification information representing a type of the asso 
ciated object . 

4 . The vehicle surrounding information acquiring appa 
ratus according to claim 1 , wherein the image detector 
includes : 

a first image detector connected via a first communication 
line to the radar detector and the first processor 
arranged in the vehicle ; and 

a second image detector connected via a second commu 
nication line to the lidar detector and the second 
processor arranged in the vehicle . 

5 . The vehicle surrounding information acquiring appa 
ratus according to claim 4 , wherein the second image 
detector of the image detector directly outputs part of a 
detection result as bypass information to the third processor 
via a third communication line . 

6 . A vehicle comprising a vehicle surrounding informa 
tion acquiring apparatus defined by claim 1 . 


