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ABSTRACT 

A method and system for the design and implementation of an 
inverse-sinc function that can efficiently process signals pro 
duced by high-speed systems is presented. An integrated 
inverse-sinc module accepts multiple data streams that may 
result from parallel Sub-systems and creates multiple outputs 
that can be interleaved to produce a sequence that has been 
filtered by an inverse-sinc function. The multiple-input, mul 
tiple-output system may be beneficially operated at a low data 
rate. Such as the data rate used by each of the Sub-systems. 
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HIGH-SPEED SYSTEMI HAVING 
COMPENSATION FOR DISTORTION INA 

DIGITAL TO-ANALOG CONVERTER 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This patent application claims the benefit of Provi 
sional Patent Application No. 60/960,158, filed Sep. 18, 
2007, entitled “High-Speed System Having Compensation 
for Distortion in a Digital-to-Analog Converter, which is 
incorporated herein by reference in its entirety. 

FIELD OF THE INVENTION 

0002 The invention relates generally to digital filters. 
More specifically, the invention relates to inverse-sinc filters. 

BACKGROUND 

0003. It is well known that digital-to-analog converters 
(DAC) introduce amplitude distortion into the frequency 
spectrum of a signal being converted. This property is 
described in H. Samueli, “The design of multiplierless FIR 
filters for compensating D/A converter frequency response 
distortion. IEEE Trans. Circuits and Systems, vol. 35, no. 8, 
pp. 1064-1066, August 1988 Samueli, which is herein 
incorporated by reference in its entirety. Moreover, a com 
monly-employed remedy for this distortion is the preprocess 
ing of the digital signal by a discrete-time transfer function 
before it enters the DAC. This transfer function performs an 
alteration of the input signals frequency spectrum that 
approximates the opposite, or inverse, of the amplitude dis 
tortion operation the DAC performs, thereby tending to can 
cel the effects of the DAC distortion. 
0004 As further evidenced by Samueli, it is well known 
that the distortion introduced by a DAC can be described by a 
transfer function involving a sinc function in the following 
al 

where sinc(x)=sin(x)/x and f1/T is the sampling rate of the 
DAC. The discrete-time transfer function that compensates 
for the DAC distortion is often referred to as an “inverse-sinc' 
function and is typically implemented by a simple system that 
takes the form of an FIR digital filter. It is common, therefore, 
to also find Such a transfer function referred to as an inverse 
sinc filter. The simple seven-tap linear-phase FIR filter shown 
in FIG. 2 depicts one exemplary implementation of an 
inverse-sinc filter. Further examples of inverse-sinc filters, 
including the filter of FIG. 2, are given in Samueli. 
0005. In application, inverse-sinc filters are often pre 
ceded by high-speed systems. One method of constructing 
certain high-speed digital systems, while employing digital 
technology that does not operate efficiently at the desired high 
speed, is to construct multiple copies of the digital system and 
operate them simultaneously, in parallel, at a lower speed. 
The outputs of these parallel systems are then interleaved 
with one another. Examples of such interleaved structures can 
be found in L. K. Tan, E. Roth, G. E. Yee, and H. Samueli, “An 
800-MHz quadrature digital synthesizer with ECL-compat 
ible output drivers in 0.8 um CMOS. in Proc. IEEE Interna 
tional Solid-State Circuits Conf, Feb. 17, 1995, pp. 258-259 
Tan: R. Hassun and A. W. Kovalick, “Waveform synthesis 
using multiplexed parallel synthesizers.” U.S. Pat. No. 4,454, 
486. Jun. 12, 1984 Hassun; and K. Gentile, “Parallel-pro 
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cess digital modulator structures and methods. U.S. Pat. No. 
6,621,366 B1. Sep. 16, 2003 Gentile, all of which are 
incorporated herein by reference. 
0006. In one example, the interleaving of two parallel 
systems outputs can be performed by a digital multiplexer 
(MUX) having two inputs and a single output. The MUX 
output value is always one of the two input values, as deter 
mined by the 0/1 setting of an input control signal that is 
supplied to the MUX. By switching the control signal back 
and forth between 0 and 1 at a high frequency f. it becomes 
possible to interleave two systems outputs, creating an output 
sequence at the high frequency f, while each of the two 
systems operates at the lower frequency f/2. Only the actual 
MUX circuitry needs to operate at the high frequency f. 
0007 Similarly, by operating four sub-systems in parallel, 
as described in Tan, and employing a four-to-one MUX, it 
becomes possible to create a system that interleaves the four 
Sub-system outputs into a single output signal having a high 
speed data rate f, while each Sub-system operates at the four 
times lower frequency f/4. The 4-to-1 MUX sequentially 
couples the four Sub-system output signals to the output of the 
MUX and then repeatedly continues this sequential coupling. 
0008. The performance of an inverse-sinc filtering opera 
tion on a high-speed signal can be problematic. For example, 
consider a high-speed system that has been constructed by 
interleaving the outputs of multiple sub-systems, wherein the 
resulting high-speed digital signal created is Supplied to a 
DAC. It appears necessary to build an FIR filter that operates 
at the high data rate of the interleaved signal, since it is not 
possible to do the filtering by including separate copies of the 
inverse-sinc filter within each of the sub-systems. That is, the 
filtering cannot be performed on each sub-system's indi 
vidual output, since the interleaving (MUXing) of such fil 
tered outputs would yield a quiet different result than the 
desired result—i.e., the filtering of the interleaved sequence. 
0009. In principle, a feed-forward system, such as an FIR 

filter, can be operated at an arbitrarily high data rate. It is well 
known that pipeline stages can be incorporated into a feed 
forward system, and, by inserting enough Such pipeline 
stages, virtually any desired high data rate can be achieved. 
0010. However, the overhead cost of such high-speed 
pipeling hardware can be prohibitive. This cost can be 
expressed in terms of an increase in the system's power dis 
sipation, an increase in integrated-circuit area, an increase in 
system complexity, and ultimately, actual monetary cost of 
system fabrication and/or operating cost. 
0011 What is therefore needed are new systems and meth 
ods for implementing inverse-sinc filters, or equivalents 
thereof, that can efficiently process signals produced by high 
speed systems. 

BRIEF DESCRIPTION OF THE 
DRAWINGS/FIGURES 

0012 FIG. 1 depicts an exemplary conventional environ 
ment, where an inverse-Sinc function is performed on a high 
data rate interleaved sequence. 
0013 FIG. 2 depicts an exemplary structure for a simple 
seven-tap linear-phase FIR filter that performs inverse-sinc 
filtering. 
0014 FIG.3 depicts an exemplary embodiment of a four 
input, four-output integrated inverse-Sinc module, in accor 
dance with the present invention. 
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0015 FIG. 4 depicts an exemplary embodiment of a four 
input, four-output integrated inverse-Sinc module employing 
refined filter-tap coefficients, in accordance with the present 
invention. 
0016 FIG. 5 depicts an alternate embodiment of a four 
input, four-output integrated inverse-Sinc module, in accor 
dance with the present invention. 
0017 FIG. 6 depicts an embodiment of a sub-module of a 
four-input, four-output integrated inverse-sinc module 
employing filter-tap coefficients refined even further than the 
embodiment of FIG. 4, in accordance with the present inven 
tion. 
0018 FIG. 7 depicts an embodiment of a quadrature 
modulator using an angle rotator. 
0019 FIG.8 depicts an exemplary system where M modu 
lator outputs are interleaved using a MUX and then inverse 
sinc filtered. 
0020 FIG.9 depicts an exemplary embodiment of a sys 
tem where M modulator outputs are first processed by a 
pre-MUX inverse-sinc filter and then interleaved using a 
MUX, in accordance with the present invention. 
0021 FIG. 10 depicts an exemplary embodiment of a sys 
tem where M modulator outputs are first processed by two, 
cascaded pre-MUX inverse-sinc filters and then interleaved 
using a MUX, in accordance with the present invention. 
0022 FIG. 11 depicts an exemplary embodiment of a sys 
tem where M modulator outputs are first processed by a 
pre-MUX inverse-sinc filter, then interleaved using a MUX. 
and further processed by a second filter, in accordance with 
the present invention. 
0023 FIG. 12 depicts an exemplary embodiment of a sys 
tem where M modulator outputs are first interleaved using a 
MUX, and then further processed by two cascaded filters, in 
accordance with the present invention. 
0024 FIG. 13 depicts an exemplary computer system, 
according to embodiments of the present invention. 
0025. The present invention will now be described with 
reference to the accompanying drawings. In the drawings, 
like reference numbers generally indicate identical, function 
ally similar, and/or structurally similar elements. The draw 
ing in which an element first appears is indicated by the 
leftmost digit(s) in the reference number. 

DETAILED DESCRIPTION OF THE INVENTION 

0026. The following detailed description of the present 
invention refers to the accompanying drawings that illustrate 
exemplary embodiments consistent with this invention. Ref 
erences in the specification to “one embodiment,” “an 
embodiment,” “an example embodiment, etc., indicate that 
the embodiment described may include a particular feature, 
structure, or characteristic, but every embodiment may not 
necessarily include the particular feature, structure, or char 
acteristic. Moreover, Such phrases are not necessarily refer 
ring to the same embodiment. 
0027. Further, when a particular feature, structure, or char 
acteristic is described in connection with an embodiment, it is 
submitted that it is within the knowledge of one skilled in the 
art to affect such feature, structure, or characteristic in con 
nection with other embodiments whether or not explicitly 
described. 
0028. Other embodiments are possible, and modifications 
may be made to the embodiments within the spirit and scope 
of the invention. Therefore, the detailed description is not 
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meant to limit the invention. Rather, the scope of the invention 
is defined by the appended claims. 

I. Overview 

0029. In order to overcome the difficulties discussed 
above, a system is presented herein that accepts multiple data 
streams that may result from parallel Sub-systems and creates 
multiple outputs that can be interleaved in the usual manner 
(e.g., by using a MUX), with the resulting interleaved 
sequence then being one that will have been filtered by an 
inverse-sinc transfer function. The multiple-input, multiple 
output system may be beneficially operated at a lower data 
rate. Such as the data rate used by each of the Sub-systems. 
Using the system presented herein, only the interleaving 
MUX needs to operate at a higher data rate. Exemplary 
embodiments of Such a system, in accordance with the 
present invention, are described in further detail in Section II, 
below. 

II. A Four-Input, Four-Output Example 
0030. For the sake of clarity, exemplary four-input, four 
output embodiments of a module, in accordance with the 
present invention will be presented. It will be evident to one of 
ordinary skill in the art that the present invention may be 
extended to a much broader context and that Such an exten 
sion is recognized as being intrinsic to the present invention. 
For example, a module in accordance with the present inven 
tion may be extended to include any number of inputs/outputs 
(e.g., M inputs/outputs) without departing from the scope of 
the present invention. 

High-Speed System Implementing a Conventional Inverse 
Sinc Filter 

0031 FIG. 1 depicts a conventional system 100, for per 
forming an inverse-Sinc function on an interleaved sequence. 
The interleaved sequence is generated from four, discrete 
time input signals a(k), b(k), c(k), and d(k), where the 
integers k=0, 1, 2, ... denote sample points of the discrete 
time signals. The discrete-time input signals a(k), b(k). 
c(k), and d(k) are respectively generated by parallel Sub 
systems 110a-d and interleaved by interleaving MUX 120. 
The resulting interleaved sequence, provided to inverse-sinc 
filter 130 is: 

0032) {a,(0),b,(0).c.,(0).d(0).a.(1).b.(1).C.(1).d. 
(1),a,(2),b,(2), ... } 

0033. As discussed above, inverse-sinc filter 130 may be 
required to operate at a high data rate compared to Sub 
systems 110a-d. For example, if sub-systems 110a-d are 
operating at a frequency f/4, inverse-sinc filter 130 may be 
required to operate at a frequency f four times faster than 
the Sub-systems—in order to process the interleaved 
sequence. In general, inverse-sinc filter 130 can be operated at 
an arbitrarily high data rate by incorporating known high 
speed design techniques, such as pipelining. However, as 
further discussed above, the overhead cost of high-speed 
pipeling hardware can be prohibitive. This cost can be 
expressed in terms of an increase in the system's power dis 
sipation, an increase in integrated-circuit area, an increase in 
system complexity, and ultimately, actual monetary cost of 
system fabrication and/or operating cost. 

Integrated Inverse-Sinc Module 
0034 FIG. 2 depicts an exemplary structure 200 for a 
conventional seven-tap inverse-sinc filter. In structure 200, 
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the input samples are processed by unit-delays 210a-f mul 
tipliers 220a-g, and adders 230a-f. The inverse-sinc filter of 
FIG. 2 can be described as 

where the tap coefficients are: ho-1/4, h--/16, h-/64, h-- 
/256. 
0035. In accordance with the present invention, the above 
specified transfer function can be “un-rolled to create four 
consecutive terms of the interleaved sequence described 
above, as follows: 

0036 FIG. 3 depicts an implementation of a four-input, 
four-output module 300, according to an embodiment of the 
present invention, whose inputs and outputs are governed by 
this set of four equations. The coefficient values are: ho-14, 
h=-/16, h/64, h -/256. 
0037 Module 300 of FIG.3 can be inserted into the overall 
system of FIG. 1 before the four-to-one interleaving opera 
tion (i.e., before MUX 120), replacing inverse-sinc filter 130. 
Module 300 can provide a very efficient embodiment to per 
form the computations needed to implement the desired 
inverse-sinc filtering, while having the ability to operate at a 
lower data rate, such as the data-rate of sub-systems 110a-d 
depicted in FIG.1. Operating at a lower data rate can benefi 
cially decrease system power dissipation, integrated-circuit 
area, system complexity, and ultimately, actual monetary cost 
of system fabrication and/or operating cost. 
0038 Module 300 is a single, integrated module (which 
may be referred to as an “integrated inverse-sinc module') 
that simultaneously processes the four discrete-time input 
signals a(k), b(k), c(k), and d(k), and simultaneously 
generates the four discrete-time outputs signals a(k), b, 
(k), c.(k), and d(k). The discrete-time output signals a, 
(k), b(k), c(k), and d(k) are generated Such that, when 
they are interleaved, the resulting interleaved sequence is 
equivalent to that produced by an inverse-Sinc filter operating 
on an interleaved sequence of the discrete-time input signals 
a;(k), b, (k), c(k), and d(k). 
0039 Module 300 comprises four sub-modules 310a-d 
that are coupled to discrete-time input signals a(k), b(k), 
c(k), and d(k), respectively. Each Sub-module 310a-d is 
configured to compute components for a plurality of the dis 
crete-time output signals, based on the discrete-time input 
signal coupled to each respective Sub-module 310a-d, using 
hard-wired right-shifts 320, adders 330, and delay elements 
340. For example, sub-module 310a computes components 
hoa, h(a+a-1), -(ha-i-ha-I), and -(ha-ha). Compo 
nents provided by sub-modules 310a-dare combined by the 
adders 330 illustrated in respective columns in the center of 
module 300, to generate discrete-time output signals a(k), 
b(k), c(k), and d(k). 
0040. As further illustrated in FIG. 3, certain components 
provided by sub-modules 310a-dare advantageously created 
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through sharing of a single delay element. For example, three 
of the components computed by Sub-module 310a h(a+ 
a), -(h-a-ha), and -(ha-+ha)—are efficiently cre 
ated through the sharing of a single delay element 350a. This 
could be viewed as a version of a commonly discussed tech 
nique for the efficient design of digital filters called “subex 
pression sharing', as described in M. Potkonjak, M. B. 
Srivastava, and A. Chandrakasan, “Efficient substitution of 
multiple constant multiplications by shifts and additions 
using iterative pairwise matching.” in DAC-94, Proceedings 
of the 31st ACM/IEEE Design Automation Conference, pp. 
189-194, 1994 Potkonjak), which is herein incorporated by 
reference in its entirety. Single delay elements 350b-d are 
similarly shared in sub-modules 310b-d, respectively. In gen 
eral, sharing of delay elements 350a-d integrates module 300 
to form a single system, while reducing any one of hardware 
demands, area, power, and cost. 
0041 As noted above, module 300 may be included in the 
overall system of FIG. 1 before interleaving MUX 120 as a 
replacement for inverse-sinc filter 130. While it certainly may 
be the case that an interleaving MUX may immediately fol 
low module 300, within the structure of a larger overall sys 
tem, this need not be the case. Conceivably, some other lower 
data rate processing of the outputs of module 300-scaling, 
for example—might be inserted before performing the inter 
leaving operation. 
0042. The configuration of module 300 requires just six 
delay elements 340 and 28 addition (or subtraction) opera 
tions 330. An adder (subtractor) 330 may be any one of a 
number of known types of adders, e.g., a carry-ripple adder, a 
carry-save adder, etc. Hard-wired bit shifts 320 are employed 
to implement power-of-two “multiplications' in a manner 
that will be understood by one having ordinary skill in the 
art(s). If the technology being employed does not easily 
accommodate the desired operating speed, pipeline registers 
may be added to the four-input, four-output design. This is a 
relatively minor change to the design of module 300, a change 
that is easily within the capabilities of one having ordinary 
skill in the art(s). 

Refining Filter Coefficients 

0043. If other filter coefficients are desired, relatively 
minor changes can be made to module 300. For example, if 
the coefficients of the inverse-sinc filter shown in the current 
Analog Devices, Inc. datasheet for the AD9957 integrated 
circuit (referred to herein as “AD9957) are desired, it may 
suffice to addjust four hard-wired shifts and four additions to 
module 300 of FIG.3. This notion is based upon the following 
analysis: 
0044 First, the AD9957 inverse-sinc coefficients are nor 
malized to values for which ho0.75 is exact. Then, in binary, 
the coefficients (ho-6729, h--562, h-134, h =-35) 
become: 

ho-dec2bin(6729x0.75/6729)=0.11 

h=-dec2bin (562x0.75/6729)=-0. 
OOO1OOOOOOOO1001001 OOOO10 

h=dec2bin (134x0.75/6729)=0. 
OOOOOO1111010010110011011 

h=-dec2bin(35x0.75/6729)=-0. 
OOOOOOOO11111111101010000 
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and thus, the normalized values are approximately (using 
binary numerical values): 

ho-0.11, exact 

h=-0.0001+e, where -2 °<e<0 

h=0.0000010001--e, where 0<e.<2'' 

h=-0.00000001+es, where 0<es<27 

0045. Here, the symbol T denotes a “signed bit, which is 
a bit having the same weight that a 1-bit would have at the 
same position in a given binary word, but whose contribution 
to the overall word's value is negative. Thus, for example, 
both of the binary words 0.11 and 1.01 represent 0.75 as a 
decimal equivalent. 
0046 FIG.4 depicts module 300 of FIG.3 modified to use 
the AD9957 inverse-sinc coefficients. Specifically, coeffi 
cient refinement units 460a-dhave been added to module 300 
to form module 400, depicted in FIG. 4. Each coefficient 
refinement unit 460a-d includes one hard-wired right shift 
420 and one adder (subtractor) 430. 
0047 Consider coefficient refinement unit 460b, which 
includes a four-bit, hard-wired right shift 420 and an addi 
tional adder 430. Coefficient refinement unit 460b is coupled 
to the portion of sub-module 410b that produces component 
value h(b+b). As noted above, coefficient he has been 
modified from a value of 0.000001 (i.e., /64) to 0.0000010001 
(i.e., /64-/1024). In operation, coefficient refinement unit 460b 
receives the original component value (/64)x(b+b) and 
Subtracts the value of (/1024)x(b+b), thereby accommo 
dating the refinement. As will be evident to one of ordinary 
skill in the art, coefficient refinement units 460a, 460c, and 
460d are configured to operate in a similar manner as coeffi 
cient refinement unit 460b. 

0048. It should be noted that other inverse-sinc filters may 
require an FIR filter with a different number of taps and/or 
may require the interleaving of a different number of sub 
system signals (different than the examples discussed in 
FIGS. 3 and 4 having four sub-systems). It will be evident to 
one of ordinary skill in the art, similar structures can be 
employed to accommodate such changes, since the systems 
differ from one another by minor differences in detail. The 
number of equations may be different than four and a differ 
ent number of delays and add/subtract operations may be 
required. Starting with the knowledge of the exemplary 
embodiments given explicitly herein, these details can be 
altered routinely by one having ordinary skill in the art. 
0049. For example, consider an inverse-sinc filter with the 
following transfer function: 

The transfer function above has three taps, in contrast to the 
seven taps of inverse-sinc filter 200, which is depicted in FIG. 
2 and used for exemplary purposes in the preceding examples. 
In addition, consider that three discrete-time input signals are 
provided, instead of four. Then, the resulting “un-rolled 
equations would be: 
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0050. As will be evident to one of ordinary skill in the art, 
the embodiments of FIGS. 3, 4, and 5, can be altered accord 
ingly to accommodate the resulting three equations above. 

Alternate Forms for the Integrated Inverse-Sinc Module 
0051 FIG. 5 depicts an alternate implementation of mod 
ule 400 illustrated in FIG.4, according to embodiments of the 
present invention. While the FIG. 4 embodiment achieves a 
reduction in the total number of adders required due, in part, 
to its “sub-expression sharing the embodiment of FIG. 5 is 
possibly preferable for high-speed implementations. Module 
500 includes 4 sub-modules 510a, 510b, 510c, and 510d that 
provide respective discrete-time output signals a(k), b, 
(k), c(k), and d(k). Each Sub-module 510a-d is coupled 
to the discrete-time input signals a(k), b(k), c(k), and 
d(k). 
0.052 Individually shifted versions of the input data, pro 
vided by discrete-time input signals a(k), b(k), c(k), and 
d(k), are Summed up through Wallace trees or Carry-Save 
adder trees 520a-d. It should be noted that any adder tree may 
be used without departing from the scope of the present 
invention. Final vector merge adders (VMAs) 530a-d convert 
the redundant carry-save representations back to two's 
complement representations. Sign-extensions of the right 
shifted inputs are eliminated by adding the constant-valued 
compensation vectors (labeled as “cmpv in FIG.5), and each 
Summing term can therefore be represented with reduced 
word length. Overflow prevention for CSA arithmetic, as 
described in T. G. Noll, “Carry-save arithmetic for high-speed 
digital signal processing.” in Proc. IEEE International Sym 
posium on Circuits and Systems, May 1990, pp. 982-986 
Noll, which is herein incorporated by reference in its 
entirety, is also omitted as Sub-expression sharing is not 
employed. 
0053. Notice that the four one-sample delay components 
550a-d, shown at the center of FIG. 5, may play a key role in 
the processing of input data for all system outputs—showing 
that even in an embodiment that may look, at first, to be rather 
separated into four isolated components, the actual run-time 
computation involves a considerable amount of interaction 
among all parts of the structure, including, for example, the 
sharing of the common signal ack-1), as this signal is pro 
vided to Sub-components 510a-c that produce a, b, and 
Cour. 
0054. It is simple to further modify the system of FIG.5if, 
for example, more refined scaled approximations of the coef 
ficient values (ho-6729, h--562, h-134, hi-35) are 
desired. This could beachieved by adding one more non-zero 
bit to the above described handhi values as follows: 

data 

h=-0.0001000000001+e, where -2'<e<0 

h=0.00000100010100+e, where 0<e.<2. 

0055. These coefficients could be realized by several 
minor alterations to the FIG. 4 system of the sort illustrated in 
FIG. 6. FIG. 6 depicts sub-module 410a of FIG. 4 with minor 
alterations (shown in bold) that further refine the scaled 
approximations of the coefficient values (ho-6729, h--562, 
h=134, h-35). Similar alterations could be realized to the 
embodiment depicted in FIG. 5 by introducing several addi 
tional shifted entries into the inputs of the adder trees. 
An Example Application 
0056. In the U.S. Utility patent application Ser. No. 
11/938.252, filed Nov. 9, 2007, the subject matter of which is 
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incorporated herein by reference, and entitled “Efficient 
Angle Rotator Configured for Dynamic Adjustment, a sys 
tem is discussed having the general form depicted by system 
700 of FIG. 7. System 700 includes read-only memory 
(ROM) 710, coarse stage 720, fine stage 730, and coarse 
stage scaling circuit 740. 
0057. In operation, system 700 accepts two digital words, 
labeled “I” and “Q', as well as a radian-dimensioned angle 0 
that may be specified in a normalized form 6 wherein a 
relation of the form 0–2 t0 applies. System 700 (also referred 
to herein as a “quadrature modulator) accepts the three 
inputs and computes an output digital word, here designated 
as R, where R is related to the inputs by the relationship R=I 
cos 0+O sin 0. It can be shown that the value R is also the X 
coordinate of the point in the (X,Y) plane that is obtained by 
starting at the point (I, Q) and rotating this point clockwise, 
around the origin in the (X, y) plane, through the angle 0. If a 
sequence of (I, Q) pairs of values is given as an input sequence 
to system 700, and if an output sequence of values R is 
produced by rotating each point in the input sequence by a 
monotone increasing sequence of equally-spaced angles 0. 
then the result is a well-known form of modulation of a 
sinusoid whose angular frequency is determined by the spe 
cifics of the sequence of angles 0, wherein the data sequence 
of (I, Q) pairs does the modulating to produce the output 
sequence of values R. Such a system can have important 
applications in digital communications applications. 
0058. One difficulty that must be overcome in implement 
ing this type of modulation system is that the digital circuitry 
that performs the R=I cos 0+O sin 0 computation may not 
operate as fast as desired. In Such a situation, one way to deal 
with the problem is to build M modulation systems, all oper 
ating in parallel with one another, and to decompose the input 
sequence of (I, Q) data pairs into blocks of length M, with one 
of the M subsystems performing the computations for one of 
the M input data pairs (I, Q). Then, each Subsystem can 
operate at a data rate that is M times slower than the overall 
system's apparent data rate. It also happens that a sequence of 
0 values must be distributed in a similar manner among all M 
Subsystems. 
0059. In this type of system, the Moutputs can be inter 
leaved by using an appropriately controlled interleaving 
MUX, as shown in FIG.8. Specifically, as depicted in FIG. 8, 
interleaving MUX810 receives Moutput data streams from 
quadrature modulators 700a-in, and produces a single high 
rate output date stream. The resulting high rate output data 
stream, provided at the output of interleaving MUX810, may 
be M-times faster than each of the M output data streams 
produced by quadrature modulators 700a-m. 
0060 Only interleaving MUX810 and any components 
located downstream from it, such as inverse-sinc filter 820 
and digital-to-analog converter (DAC) 830, must operate at 
the M-times higher data rate. When such downstream com 
ponents include an inverse-sinc filter 820, embodiments of 
the present invention can overcome the need to operate this 
filter at the high data rate. 
0061. This is shown in FIG. 9, where the pre-MUX 
inverse-sinc filter 920, also referred to herein as an integrated 
inverse-sinc-module, followed by an interleaving MUX 910 
replaces the interleaving MUX followed by a traditional 
inverse-sinc filter, as shown in FIG. 8. 
0062. It should be noted that a further simplification may 
be realized in a system of Mparallel subsystems followed by 
a pre-MUX inverse-sinc filter, such as system 900 illustrated 
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in FIG.9. Specifically, when one of the Mparallel subsystems 
employs some form of Scaling, Such as an output Scaling 
module, portions of the output Scaling module may be shared 
with the pre-MUX inverse-sinc filter. For example, the output 
scaling module of the k-th subsystem may be shared with the 
corresponding submodule(s) within the pre-MUX inverse 
sinc filter (i.e., the submodule(s) within the pre-MUX 
inverse-sinc filter that process the output of the k-th sub 
system). System 700 of FIG. 7 is one exemplary subsystem 
that includes an output scaling module 740. 
0063. In order to achieve such sharing, the output scaling 
circuitry may be required to receive some of the overall sys 
tem's control signals, such as the control signal feeding inter 
leaving MUX 920, as will be appreciated by one of ordinary 
skill in the art. 

Efficient Optimal Scaling 
0064. There are situations where it may be advantageous 
to provide additional scaling for an inverse-Sinc filter, and in 
Such situations, the type of system mentioned above, i.e., one 
in which there is an output Scaling module appearing just 
before the inverse-sinc filter is encountered, provide a good 
opportunity to do this-perhaps with little or no penalty in 
terms of additional circuitry or additional power consump 
tion. Such a situation is discussed below. 
0065 Suppose the seven-tap inverse-sinc filter discussed 
herein (the Samueli7-tap filter, shown in FIG.2) is employed, 
having 

ho-1/4, hi-/16, h-/64, h--/356. 

0.066 For this filter, the maximum gain, in dB, is given by 
the expression 

0067 20 logo (h+2(h+h)--Ih)). 
This result is discussed in Samueli. The value of this maxi 
mum gain is approximately -0.7801 dB, which means, in 
fact, that the inverse-sinc filter provides loss at all frequen 
cies. Thus, it is evident that the inverse-sinc filter is causing a 
less than optimal use of the dynamic range of the input data 
being fed to the DAC. Since -0.7801s20 logo (0.9141) it is 
clear that the overall system could benefit from the use of an 
additional output scaling factor of approximately /6.9.141=1. 
094. That is, it may be beneficial to scale up the output of the 
inverse-sinc filter by this factor (almost 10%). Doing this at 
the high data-rate in a conventional inverse-sinc system could 
be prohibitive. The use of a pre-MUX inverse-sinc filter sys 
tem could present the opportunity to perform Such scaling at 
the lower data rate. In fact, simply scaling the data up by this 
factor as it leaves each of the M subsystems would be all that 
is required. One more bit may need to be allowed at the 
high-order end of the words at each subsystem output and for 
many of the words in the datapath of the pre-MUX inverse 
sinc filter. However, the final values that are MUXed to form 
the high-data-rate input to the DAC will still be representable 
with whatever wordlength they would have if no inverse-sinc 
filter was being used. 
0068. The use of an inverse-sinc filter at the output of an 
“Efficient Angle Rotator Configured for Dynamic Adjust 
ment.” (U.S. Utility patent application Ser. No. 1 1/938,252) 
provides one further opportunity for increased efficiency. The 
inverse-sinc scaling can be combined with the naturally 
occurring output-scaling operation and thereby may not even 
require extra computation. In the Coarse Stage Scaling Cir 
cuit 740 at the output of system 700 of FIG. 7, the actual 
scaling factor is determined by the contents of a ROM 710. By 
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providing an alternate ROM for use when the output is sub 
sequently being processed by an inverse-Sinc filter (either a 
normal one, at the high data-rate, or a pre-MUX inverse-sinc 
filter) there can be just one multiplication performed. In fact, 
using an inverse-Sinc filter sometimes, and not using one at 
other times, may be an option by using the normal scaling 
ROM or the alternate scaling ROM, whichever one is appro 
priate. 
0069. There is another perspective from which the scaling 
can be viewed, one wherein we improve the capability to 
design better inverse-Sinc filters—resulting in better systems 
that employ our pre-MUX inverse-sinc filter system. From 
this perspective, our discussion of scaling is actually a form of 
re-scaling. As explained in Samueli, the optimal Scaling of 
inverse-sinc filter coefficients specifies coefficients for which 
the sum of Ih over all filter taps equals 1. By using other 
tap-coefficient Scaling factors, wherein this Sum is less than 1, 
overflows are avoided and it becomes possible, at the system 
design stage, by searching through the coefficient values 
while various scaling factors are tried, to find a set of coeffi 
cient values that can be implemented in hardware more 
cheaply. The cost of Such scaling can be the loss of some 
dynamic range at the input to the DAC, and we have examined 
a case (the Samueli 7-tap filter) wherein this loss of dynamic 
range is approximately 10%. 
0070. It is desirable to keep this loss of dynamic range to a 
minimum. If we can achieve optimal scaling, through a "re 
Scaling compensation for the non-optimal scaling factor, and 
if this re-scaling can be done at little or no cost, as explained 
above, by including a scaling (re-scaling) factor in the pro 
cessing being done in the Sub-systems being interleaved, 
especially by exploiting the essentially Zero-cost alternate 
ROM scaling for interleaved modulators, as we have 
described, we achieve the ideal situation of having the free 
dom to design the best inverse-Sinc filters and to also have 
minimal, even Zero, loss in dynamic range at the DAC input. 
Cascading Two Pre-MUX In verse-Sinc Modules 
(0071 FIG. 10 depicts exemplary system 1000, in accor 
dance with the present invention. System 1000 includes M 
subsystems 1010a-m, first pre-MUX inverse-sinc filter 
1020a, second pre-MUX inverse-sinc filter 1020b, interleav 
ing MUX 1030, and DAC 1040. First and second pre-MUX 
inverse-sinc filters 1020a and 1020b have been created by 
decomposing a single (post-MUX) inverse-sinc filter into a 
product of a first filter and a second filter. Each pre-MUX 
inverse-sinc filter, i.e., 1020a and 1020b, has been con 
structed in accordance with the present invention (e.g., mod 
ule 300 of FIG. 3, module 400 of FIG. 4, and module 500 of 
FIG. 5), to be equivalent to said first filter and second filter, 
respectively. The single pre-MUX inverse-sinc filter compris 
ing the cascaded system of the first and second pre-MUX 
inverse-sinc filters, 1020a and 1020b, is equivalent to a pre 
MUX inverse-sinc filter, constructed in accordance with the 
present invention, for said single (post-MUX) inverse-sinc 
filter. 
0072 Furthermore, it follows from the equivalence of the 
systems shown in FIGS. 8 and 9 that it is possible to eliminate 
the second pre-MUX inverse-sinc filter 1020b of FIG. 10 and, 
as shown in FIG. 11, insert said second filter 1120b after the 
MUX, to construct a system equivalent to that of FIG. 10. 
0073. It is now further apparent from FIG. 11 that first 
pre-MUX inverse-sinc filter 1020a can be removed and 
replaced by said first filter. System 1200 of FIG. 12 depicts an 
exemplary embodiment of this possibility, in accordance with 

Mar. 19, 2009 

the present invention. First filter 1220a replaces first pre 
MUX inverse-Sinc filter 1020a illustrated in FIG. 11. 

0074. It will be obvious to one of ordinary skill in the art 
that a desired inverse-sinc filter may be decomposed into a 
cascade of any number of filters, and is not limited to two. It 
will be further obvious to one of ordinary skill in the art that 
the embodiments of FIGS. 10, 11, and 12 may be readily 
extended to incorporate any number of filters in cascade that 
result from the decomposition of a desired inverse-sinc filter. 

III. Exemplary Computer System 

0075 Embodiments of the present invention may be 
implemented using hardware, Software or a combination 
thereof and may be implemented in a computer system or 
other processing system. In fact, in one embodiment, the 
invention is directed toward a software and/or hardware 
embodiment in a computer system. An example computer 
system 1302 is shown in FIG. 13. 
0076. The computer system 1302 includes one or more 
processors, such as processor 1304. The processor 1304 is 
connected to a communication bus 1306. The invention can 
be implemented in various software embodiments that can 
operate in this example computer system. After reading this 
description, it will become apparent to a person skilled in the 
relevant art how to implement the invention using other com 
puter systems and/or computer architectures. 
0077 Computer system 1302 also includes a main 
memory 1308, preferably a random access memory (RAM), 
and can also include a secondary memory or secondary Stor 
age 1310. The secondary memory 1310 can include, for 
example, a hard disk drive 1312 and a removable storage drive 
1314, representing a floppy disk drive, a magnetic tape drive, 
an optical disk drive, etc. The removable storage drive 1314 
reads from and/or writes to a removable storage unit 1316 in 
a well known manner. Removable storage unit 1316, repre 
sents a floppy disk, magnetic tape, optical disk, etc. which is 
read from, and written to, by removable storage drive 1314. 
As will be appreciated, the removable storage unit 1316 
includes a computer usable storage medium having stored 
therein computer Software and/or data. 
0078. In alternative embodiments, secondary memory 
1310 may include other similar means for allowing computer 
software and data to be loaded into computer system 1302. 
Such means can include, for example, a removable storage 
unit 1320 and a storage interface 1318. Examples of such can 
include a program cartridge and cartridge interface (such as 
that found in video game devices), a removable memory chip 
(such as an EPROM, or PROM) and associated socket, and 
other removable storage units 1320 and interfaces 1318 
which allow software and data to be transferred from the 
removable storage unit 1320 to the computer system 1302. 
0079 Computer system 1302 can also include a commu 
nications interface 1322. Communications interface 1322 
allows software and data to be transferred between computer 
system 1302 and external devices 1326. Examples of com 
munications interface 1322 can include a modem, a network 
interface (such as an Ethernet card), a communications port, 
a PCMCIA slot and card, etc. Software and data transferred 
via communications interface 1322 are in the form of signals, 
which can be electronic, electromagnetic, optical or other 
signals capable of being received by the communications 
interface 1322. These signals are provided to the communi 
cations interface 1322 via a channel 1324. This channel 1324 
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can be implemented using wire or cable, fiber optics, a phone 
line, a cellular phone link, an RF link and other communica 
tions channels. 
0080 Computer system 1302 may also include well 
known peripherals 1303 including a display monitor, a key 
board, a printer and facsimile, and a pointing device Such a 
computer mouse, track ball, etc. In this document, the terms 
“computer program medium' and “computer usable 
medium' are used to generally refer to media Such as the 
removable storage devices 1316 and 1320, a hard disk 
installed in hard disk drive 1312, and semiconductor memory 
devices including RAM and ROM. These computer program 
products are means for providing software (including com 
puter programs that embody the invention) and/or data to 
computer system 1302. 
0081 Computer programs (also called computer control 
logic or computer program logic) are generally stored in main 
memory 1308 and/or secondary memory 1310 and executed 
therefrom. Computer programs can also be received Viacom 
munications interface 1322. Such computer programs, when 
executed, enable the computer system 1302 to perform the 
features of the present invention as discussed herein. In par 
ticular, the computer programs, when executed, enable the 
processor 1304 to perform the features of the present inven 
tion. Accordingly, Such computer programs represent con 
trollers of the computer system 1302. 
0082 In an embodiment where the invention is imple 
mented using Software, the Software may be stored in a com 
puter program product and loaded into computer system 1302 
using removable storage drive 1314, hard drive 1312 or com 
munications interface 1322. The control logic (software), 
when executed by the processor 1304, causes the processor 
1304 to perform the functions of the invention as described 
herein. 
0083. In another embodiment, the invention is imple 
mented primarily in hardware using, for example, hardware 
components such as application specific integrated circuits 
(ASICs), standalone processors, and/or digital signal proces 
sors (DSPs). Implementation of the hardware state machine 
so as to perform the functions described herein will be appar 
ent to persons skilled in the relevant art(s). In embodiments, 
the invention can exist as Software operating on these hard 
ware platforms. 
0084. In yet another embodiment, the invention is imple 
mented using a combination of both hardware and software. 

CONCLUSION 

0085 While various embodiments of the present invention 
have been described above, it should be understood that they 
have been presented by way of example, and not limitation. It 
will be apparent to persons skilled in the relevant art(s) that 
various changes inform and detail can be made therein with 
out departing from the spirit and scope of the invention. Thus 
the present invention should not be limited by any of the 
above-described exemplary embodiments, but should be 
defined only in accordance with the following claims and 
their equivalents. 
What is claimed is: 
1. A multiple-input, multiple-output system, comprising: 
Minput ports configured to respectively receive a different 

one of M discrete-time input signals; 
an integrated inverse-Sinc module configured to process 

the Mdiscrete-time input signals to generate M discrete 
time output signals in parallel; and 
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Moutput ports configured to respectively provide a differ 
ent one of the M discrete-time output signals; 

wherein the integrated inverse-Sinc module is configured to 
generate the M discrete-time output signals such that, 
when the M discrete-time output signals are interleaved 
to produce a first signal, the first signal is equivalent to 
that produced by an inverse-sinc filter operating on a 
second signal created by interleaving the M discrete 
time input signals. 

2. The system of claim 1, wherein the discrete-time output 
signals are comprised of a sum of components. 

3. The system of claim 2, wherein the integrated inverse 
sinc module includes a Sub-module coupled to a single one of 
the M discrete-time input signals. 

4. The system of claim 3, wherein the sub-module is con 
figured to compute components for a plurality of the M dis 
crete-time output signals based on the single one of the M 
discrete-time input signals coupled to the Sub-module. 

5. The system of claim 4, wherein the components are 
computed using a shared delay element. 

6. The system of claim 3, wherein the integrated inverse 
sinc module includes M of said sub-modules that are respec 
tively coupled to a different one of the M input signals. 

7. The system of claim 1, wherein the integrated inverse 
sinc module includes a Sub-module coupled to a plurality of 
the M discrete-time input signals. 

8. The system of claim 7, wherein the sub-module is con 
figured to compute components for a single one of the M 
discrete-time output signals. 

9. The system of claim 8, wherein the components are 
Summed using at least one of an adder tree and a vector-merge 
adder. 

10. The system of claim 9, wherein the adder tree is at least 
one of a carry save adder tree and a Wallace tree. 

11. The system of claim 9, wherein the sum of the compo 
nents represents the value of the single one of the Mdiscrete 
time output signals at a discrete point in time. 

12. The system of claim 1, wherein the integrated inverse 
sinc module includes M of said sub-modules that respectively 
provide the value of a different one of the M discrete-time 
output signals at a discrete point in time. 

13. The system of claim 1, wherein the inverse-sinc filter is 
a finite impulse response (FIR) filter having the transfer func 
tion H(z)=h-hz'+h, Z-hoz+h Z'-hz+hsz, 
whereinho, h, h, and h are coefficients that are substan 
tially equal to 34, -/16, /64, -/256, respectively. 

14. The system of claim 1, wherein the M discrete-time 
input signals are provided by a plurality of sub-systems oper 
ating in parallel. 

15. The system of claim 14, wherein at least one of the 
Sub-systems is a quadrature modulator. 

16. The system of claim 1, wherein the integrated inverse 
sinc module is decomposed into a plurality of inverse-sinc 
modules in cascade. 

17. The system of claim 1, wherein the system employs a 
hard-wired bit shift to implement a power-of-two multiplica 
tion. 

18. A method, comprising: 
receiving M discrete-time input signals at respective 

inputs; 
processing the M discrete-time input signals to generate M 

discrete-time output signals; and 
providing M discrete-time output signals at respective out 

puts; 
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wherein the M discrete-time output signals are generated 
Such that, when the M discrete-time output signals are 
interleaved to produce a first signal, the first signal is 
equivalent to that produced by an inverse-sinc filter 
operating on a second signal created by interleaving the 
M discrete-time input signals. 

19. The method of claim 18, wherein the discrete-time 
output signals are comprised of a sum of components. 

20. The method of claim 19, further comprising: 
computing components for a plurality of the M discrete 

time output signals based on a single one of the M 
discrete-time input signals, wherein the components are 
computed using a shared delay element. 

21. The method of claim 18, further comprising: 
computing components for one of the M discrete-time 

output signals and Summing the components using at 
least one of an adder tree and a vector merge adder. 

22. The method of claim 21, wherein the adder tree is at 
least one of a carry save adder tree and a Wallace tree. 

23. The method of claim 21, wherein the sum of the com 
ponents represents the value of the one of the Mdiscrete-time 
output signals at a discrete point in time. 

24. A system, comprising: 
a plurality of Sub-systems configured to operate in parallel 

to provide first parallel output signals; 
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an integrated inverse-Sinc module configured to process 
the first parallel output signals to provide a second set of 
parallel output signals; and 

an interleaving MUX configured to sequentially couple the 
second set of parallel output signals repeatedly to an 
output of the interleaving MUX to provide an inter 
leaved signal; 

wherein the integrated inverse-Sinc module is configured to 
generate the second set of parallel output signals such 
that, when the second set of parallel output signals are 
interleaved to produce the interleaved signal, the inter 
leaved signal is equivalent to that produced by an 
inverse-sinc filter operating on an interleaved sequence 
of the first parallel output signals. 

25. The system of claim 24, wherein at least one of the 
Sub-systems is a quadrature modulator. 

26. The system of claim 24, wherein the first parallel output 
signals are scaled before being processed by the integrated 
inverse-sinc module. 

27. The system of claim 26, wherein the first parallel output 
signals are scaled to compensate for loss provided by the 
integrated inverse-Sinc module. 

28. The system of claim 24, wherein the integrated inverse 
sinc module is decomposed into a plurality of integrated 
inverse-sinc modules in cascade. 

c c c c c 


