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(57) Abstract: In order to generate annotated ground truth data for training a machine learning model for inferring a desired scan
configuration of an medical imaging system from an observed workflow scene during exam preparation, a system is provided that
comprises a sensor data interface configured to access a measurement image of a patient positioned for an imaging examination. The
measurement image is generated on the basis of sensor data obtained from a sensor arrangement, which has a field of view including at
least part of an area, where the patient is positioned for imaging. The system further comprises a medical image data interface configured
to access a medical image of the patient obtained from a medical imaging apparatus during the imaging examination. The patient is
positioned in a given geometry with respect to a reference coordinate system of the medical imaging apparatus. The system further
comprises an exam metadata interface configured to access exam metadata of the imaging examination. The system further comprises
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a processing unit, configured to determine an association between one or more features in the measurement image and one or more
features extracted from the medical image and/or from the exam metadata by mapping a point in a coordinate system of the medical
image to a point in a coordinate system of the measurement image. The system further comprises an output interface, configured to be
coupled to a training set database for adding the measurement image comprising data that labels the one or more associated features in
the measurement image to the training set database for training the machine learning model.
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Self-learning distributed system with automated ground-truth generation

FIELD OF THE INVENTION

The present invention relates to a system and a method for generating
annotated ground truth data for training a machine learning model for inferring a desired scan
configuration of an medical imaging system from an observed workflow scene during exam
preparation. The invention further relates to a medical imaging system comprising the
system, and to a computer readable medium comprising instructions for causing a processor

system to perform the methods.

BACKGROUND OF THE INVENTION

In a number of cases, the appropriate preparation and execution of medical
imaging examinations (e.g. in X-ray imaging) involves a technical operator manually
selecting a parameter based on his appreciation of anatomical and physiological patient
features. For example, the selection of the desired scan region is done in computer
tomography (CT) imaging in two steps: first, defining the appropriate body region using a
laser point, which determines the geometry of the scout scan, and then, selecting on the scout
image the appropriate region of interest.

In order to reduce the total time of imaging examinations and to reduce the
variability induced by manual operations, computer-based tools, such as machine learning,
have been developed in recent years for determining a scan configuration for the medical
imaging examinations. For example, US 2015/0228071 A1 describes that landmarks on the
depth images can be identified using a trained machine learning algorithm.

However, in the above approaches, the algorithm needs to be developed and
trained using data that have been labeled accordingly, mostly based on a manual or semi-
automated process. This initial phase of ground truth generation is most often that factor that
limits the final performance of the algorithm, either due to a limited number of accurately
labeled input data or due to inaccuracies in the labelling. Another limitation is that the
machine learning and deep learning systems are trained once on a subset of all possible data,

and then applied in the field to new data without the possibility to further extend the training
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database. If data with new and not foreseen characteristics arise, either the system will

perform poorly, or a new training based on new labelled data needs to be started.

SUMMARY OF THE INVENTION

There may be a need to provide a system for generating annotated ground truth
data for training the machine learning model.

The object of the present invention is solved by the subject-matter of the
independent claims, wherein further embodiments are incorporated in the dependent claims.
It should be noted that the following described aspects of the invention apply also for the
system, the method, the medical imaging system, and the computer readable medium.

A first aspect of the present invention provides a system for generating
annotated ground truth data for training a machine learning model for inferring a desired scan
configuration of an medical imaging system from an observed workflow scene during exam
preparation, comprising:

- an exam metadata interface, configured to access exam metadata of an
imaging examination carried out with at least one medical imaging system, wherein the exam
metadata comprises information about a configuration of the at least one medical imaging
system,;

- a sensor data interface, configured to access a measurement image of a patient
positioned in a given geometry with respect to a reference coordinate system of a medical
imaging apparatus of the at least one medical imaging system for the imaging examination,
wherein the measurement image is generated on the basis of sensor data obtained from a
sensor arrangement, which has a field of view including at least part of an area, where the
patient is positioned for imaging; and

- a medical image data interface, configured to access a medical image of the
patient obtained from the medical imaging apparatus during the imaging examination; and

- a processing unit, configured to determine an association between one or more
features in the measurement image and one or more features extracted from the medical
image and/or from the exam metadata, by mapping a point in a coordinate system of the
medical image to a point in a coordinate system of the measurement image; and

- an output interface, configured to be coupled to a training set database for
adding the measurement image comprising data that labels the one or more associated
features in the measurement image to the training set database for training the machine

learning model.
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In other words, the above system involves obtaining a measurement image of
the patient in an imaging examination, which may be a routine examination or a research
examination. The measurement image may be in the form of a depth image or an RGB
image. The measurement image is acquired when the patient is positioned for the imaging
examination, e.g., by lying or standing with the field of view of the imaging system. The
measurement image does not necessarily have to include the whole body surface of the
patient; it may relate to only part of the body surface of the patient, which is relevant for the
imaging examination. For example, if an anatomy of interest is a neck of the patient, only the
measurement image of the upper body of the patient may be captured by the sensor
arrangement.

The above system also involves obtaining the exam metadata of the imaging
examination. The exam metadata may be obtained from the log file of the medical imaging
apparatus, such as an X-ray imaging apparatus, or a magnetic resonance (MR) imaging
apparatus. The exam metadata may also be obtained from connected information, data
archiving systems, such as a radiological information system (RIS), a hospital information
system (HIS), and/or a picture archiving and communication system (PACS), and/or from
other workstations. The exam metadata may comprise a configuration parameter of a scan
volume that was planned by an operator, with which one or more features can be extracted
from the medical image.

The above system further involves obtaining a medical image of the patient
acquired by a medical imaging apparatus during the imaging examination. The medical
image may comprise two-dimensional (2D), three-dimensional (3D), or four-dimensional
(4D) images, acquired by various acquisition modalities including, but not limited to, X-ray
imaging, MR imaging, CT imaging, positron-emission tomography (PET) imaging. Further
examples of the medical imaging apparatus include a combined therapy/diagnostic apparatus,
such as an MR-Linac apparatus, an MR proton therapy apparatus, and/or a cone beam CT
apparatus.

A fully automated procedure may be used to compute one or more features,
such as landmarks, organ boundaries, region-of-interest, and/or image labels in the medical
image acquired by the medical image apparatus. One option is to use an image processing
algorithm, such as an image detection algorithm that finds an approximate center and
bounding box of the one or more features in the medical image. Another option is to derive
the one or more features from a configuration parameter of a scan volume that was planned

by an operator.
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The extracted one or more features in the medical image, e.g., landmarks,
organ boundaries, region-of-interest and/or image labels, may be mapped to the measurement
image of the patient to determine one or more associated features in the measurement image.
A relative geometry between the sensor arrangement and the at least one medical imaging
system during the imaging examination may be used to map a point in the coordinate system
of the image acquired by the sensor arrangement and a point in the coordinate system of the
medical image acquired by the medical imaging apparatus. The term “relative geometry”
may refer to a geometric relationship between the field of view of the sensor arrangement and
the field of view of the imaging system. The measurement image with data that labels the one
or more associated features in the measurement image may be added to the training data set
database for the machine learning model.

By using the above system, the position and the size of an internal anatomy of
interest can be automatically labelled in the measurement image to generate annotated ground
truth data. The annotated ground truth data may be generated from routine examinations at
one or more clinical sites. This continuous and unsupervised process of acquisitioning
annotated ground truth data provides a basis for the generation of a large ground truth
database, thereby overcoming the disadvantage of the limited number of training sets
obtained by a manual or semi-automated process. The accuracy of the labelling may also be
improved, as the associated features in the measurement image is transformed from the
features in the medical images, which are extracted by an image detection algorithm or based
on a configuration parameter of a scan volume that was planned by an operator, who is
considered to be an expert. The large number of annotated ground truth data may be essential
for training the machine learning model. For example, for deep learning approach it is
essential to train the neural networks with a very large number of data to avoid overfitting
effects, i.e. to ensure that the trained system well generalizes to unseen data. Another
advantage of the system is that the annotated ground truth data is generated continuously
from routine examinations and research examinations, thereby further and continuously
extending the training set database. If data with new and not foreseen characteristics arise, or
if the desired outcome of the trained system needs to be adapted, the continuously extending
training set database may allow retaining of the machine learning model for changes
happening overtime.

According to an embodiment of the present invention, the processing unit is
configured to extract the one or more features from the medical image using an image

processing algorithm and/or to derive the one or more features in the medical image from the
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exam metadata that comprises a configuration parameter of a scan volume that was planned
by an operator.

In an example, the image processing algorithm may be an image segmentation
algorithm that finds the outlines of the one or more features in the medical image. In another
example, the image processing algorithm may be an image detection algorithm that finds an
approximate centre and bounding box of the one or more features in the medical image. As a
further example, the one or more features in the medical image may be derived from the
exam metadata that comprises a configuration parameter, e.g. a geometry parameter, of a
scan volume that was planned by an operator. Accordingly, no user interaction is required for
identifying relevant features in the medical image.

According to an embodiment of the present invention, the system further
comprises a control unit configured to perform at least one of the following functions:
initiating the annotated ground truth data collection, interrupting the annotated ground truth
data collection, and stopping the annotated ground truth data collection.

The system may be configured to perform continuous and unsupervised
acquisition of annotated ground truth data for providing a basis for a desired generation of a
large ground truth database and will allow retaining the machine learning model to
accommodate for changes happening over time. A remote and/or local control unit may be
provided that enables to interrupt or stop that data collection and the learning process at any
time, for example, if the number of data collected is shown sufficient to fulfil the purpose of
the data collection.

According to an embodiment of the present invention, the system further
comprises a storage device for storing the training set database obtained from one or more
clinical sites.

According to an embodiment of the present invention, the processing unit is
configured to process the exam metadata to obtain an exam detail of the imaging examination
comprising at least one of: an exam target anatomy, data relating to a patient setup and an
exam preparation workflow comprising a patient orientation and laterality, a presence of a
specific device used for the imaging examination, and/or a trajectory during an insertion of a
patient support, data relating to an imaging workflow comprising a scan activity, and/or a
motion of a patient support, and a a method for temporal alignment of data from the
distributed subcomponents. The output interface is configured to be coupled to the training
set database for adding data that comprises the exam detail of the imaging examination to the

training set database for training the machine learning model.
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The exam detail of the imaging examination may comprise complementary
information to the annotated measurement image. For example, the scanning position may be
correlated to the patient orientation and laterality and/or the trajectory during insertion of the
patient support. The scanning position may also be correlated to the scan activity, such as an
intermittent table stop or a light visor activation. All scanning off-center and angulation
trajectories may also be recorded and related to the scanning position. Therefore, by
additionally adding the exam detail to the training set database, the machine learning model
may be trained to better model the relation between the patient and the scanning position.

According to an embodiment of the present invention, the processing unit is
configured to process the metadata to obtain non-image patient data of the patient. The non
image patient data of the patient comprises at least one of: weight, BMI, height of the patient,
an age of the patient, a gender of the patient, a medical condition of the patient comprising
pregnancy, allergies to some contrast agents or others, and/or a presence of implants, a
quantification of a fitness level of the patient, a breathing rate, a pulse rate a disease
diagnostic associated with the patient, a medication record associated with the patient, and a
vital parameter record associated with the patient. The output interface is configured to be
coupled to the training set database for adding the non-image patient data of the imaging
examination to the training set database for training the machine learning model.

The non-image patient data of the patient may comprise complementary
information to the measurement image captured by the sensor arrangement. For example, the
size of the lung is known to be correlated to the patient weight, age and gender and may be
influenced by certain diseases like CORP. By additionally adding the non-patient image data
obtained during the imaging procedure into the training set database, the machine learning
model may be trained to better model the relation between the patient and the scan
configuration, e.g. collimation settings, to be used in the exam preparation and/or in the
imaging procedure.

According to an embodiment of the present invention, the sensor arrangement
comprises at least one of: an optical sensor, a depth sensor, a thermal sensor, a pressure
sensor, an ultrasound sensor, and an array of radio frequency sensors.

According to an embodiment of the present invention, the desired scan
configuration comprises at least one of’ a desired patient orientation and laterality, a desired
scan position relative to the medical imaging apparatus, an acquisition parameter for the

imaging examination, and a list of accessories relevant to the scan configuration.
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In an example, the imaging system is a MR imaging system, and the
acquisition parameter is at least one of a parameter specifying the positioning of the patient
with respect to the MR imaging system, a geometry acquisition parameter, a selection
parameter for a pre-set protocol, a SENSE factor, a SENSE direction, and LPH scan oft-
centers and orientation. The term “SENSE” refers to sensitivity encoding, which is described
in the article “SENSE: Sensitivity Encoding for Fast MRI”, by Klaas P. Pruessmann et al ,
Magnetic Resonance in Medicine 42:952-962 (1999). The SENSE factor is the
undersampling factor. The SENSE direction is the direction of sensitivity encoding. In
another example, the imaging system is an X-ray imaging. The acquisition parameter is at
least one of a tube voltage, a tube current, a grid, a collimation window, and a geometry
parameter of a collimator. In a further example, the imaging system is a CT imaging system.
The acquisition parameter is at least one of a power supply level, a tube current, a dose
modulation, a scan planning parameter, and a reconstruction parameter. Data relating to the
motion of the patient support may be used to train the machine learning model to derive the
optimal scan position which can minimize overall motion of the patient support. For
example, the physical state and fitness of the patient in the non-image patient data may be
relevant for training the machine learning model to determine the collimation settings, the
exposure time settings, the tube voltage settings, the focal spot size settings, the selection of
the X-ray sensitive areas for an X-ray imaging system. The annotate measurement image may
be relevant for training the machine learning model to determine the parameter specifying the
positioning of the patient with respect to the MR imaging system, the geometry acquisition
parameter and LPH scan off-centers and orientation.

According to an embodiment of the present invention, the medical imaging
apparatus comprises an X-ray imaging apparatus, an MR imaging apparatus, a CT imaging
apparatus, a PET imaging apparatus.

According to an embodiment of the present invention, the medical imaging
apparatus is a combined therapy/diagnostic apparatus comprising an MR-Linac apparatus, an
MR proton therapy apparatus, and/or a cone beam CT apparatus.

A second aspect of the present invention provides a medical imaging system, comprising:

- a medical imaging apparatus, including a central system axis;

- a patient support, movable along the system axis;

- a sensor arrangement, configured to generate a measurement image of a
patient positioned for an imaging examination, wherein the sensor arrangement has a field of

view including at least part of an area, where the patient is positioned for imaging;
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- a computing unit, configured to determine a desired scan configuration for
performing an imaging examination of an exam target anatomy by applying a trained
machine learning model to the measurement image, wherein the machine learning model has
been trained with training data comprising annotated ground truth data generated from a
system as described above and below for determining one or more scan parameters for the
medical imaging apparatus.

By using machine learning for the measurement image, which has been trained
using a training set database comprising the automatically generated ground truth data, the
machine learning model will learn to predict the scan configuration by itself and thus
eliminate the user interaction. For example, the machine learning model can be trained to
connect the body surface in the measurement image with an internal anatomy of interest with
the annotated measurement image in the training set database.

According to an embodiment of the present invention, the system further
comprises a control unit, configured to apply the scan setting to control operation of the
medical imaging apparatus and/or the patient support before or during image acquisition of
the exam target anatomy.

According to an embodiment of the present invention, the machine learning
model comprises at least one of: an artificial neural network, and a classification tree using at
least one of Haar-like, scale-invariant feature transform (SIFT), and speed up robust feature
(SURF) image features.

The classification tree may use other image features known to a person skilled
in the art.

A further aspect of the present invention provides a method for generating
annotated ground truth data for training a machine learning model for inferring a desired scan
position from an observed workflow scene during exam preparation, comprising:

- accessing a measurement image of the patient positioned for an imaging
examination carried out with at least one medical imaging system, wherein the patient is
positioned in a given geometry with respect to a reference coordinate system of a medical
imaging apparatus of the at least one medical imaging system, and wherein the measurement
image is generated on the basis of sensor data obtained from a sensor arrangement, which has
a field of view including at least part of an area, where the patient is positioned for imaging;

- accessing a medical image of the patient obtained from the medical imaging

apparatus of the at least one medical imaging system during the imaging examination;
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- accessing exam metadata of the imaging examination carried out with the at
least one medical imaging system, wherein the exam metadata comprises information about a
configuration of the at least one medical imaging system; and

- determining an association between one or more features in the measurement
image and one or more features extracted from the medical image and/or from the exam
metadata by mapping a point in a coordinate system of the medical image to a point in a
coordinate system of the measurement image; and

- adding the measurement image comprising data that labels the one or more
associated features in the measurement image to a training set database for the machine
learning model.

A further aspect of the present invention provides a computer readable
medium comprising transitory or non-transitory data representing instructions arranged to
cause a processor system to perform the method.

These and other aspects of the present invention will become apparent from

and be elucidated with reference to the embodiments described hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other aspects of the invention will be apparent from and elucidated
further with reference to the embodiments described by way of examples in the following
description and with reference to the accompanying drawings, in which

Fig. 1 schematically shows a system for generating annotated ground truth
data for training a machine learning model for inferring a desired scan configuration of an
medical imaging system from an observed workflow scene during exam preparation.

Fig. 2 shows a system that acquires the annotated ground truth data
continuously from a routine examination.

Fig. 3 schematically shows a storage device in form of a cloud storage for
storing the training set database.

Fig. 4 schematically shows a medical imaging system.

Fig. 5 shows a flow chart of a method for generating annotated ground truth
data for training a machine learning model for inferring a desired scan configuration of an
medical imaging system from an observed workflow scene during exam preparation.

It should be noted that the figures are purely diagrammatic and not drawn to

scale. In the figures, elements which correspond to elements already described may have the
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same reference numerals. Examples, embodiments or optional features, whether indicated as

non-limiting or not, are not to be understood as limiting the invention as claimed.

DETAILED DESCRIPTION OF EMBODIMENTS

Fig. 1 schematically shows a system 100 which is configured for generating
annotated ground truth data for training a machine learning model for inferring a desired scan
configuration of an medical imaging system from an observed workflow scene during exam
preparation. The desired scan configuration at least in part defines an imaging configuration
of the medical imaging system prior to and/or during an imaging procedure with a patient.
The system comprises an exam metadata interface 110, a sensor data interface 120, a medical
image data interface 130, a processing unit 140, and an output interface 150.

The exam metadata interface 110 is configured to access exam metadata 30 of
an imaging examination carried out with at least one medical imaging system, such as
multiple medical imaging system at at one or more clinical sites as shown in Fig. 3. The
exam metadata comprises information about a configuration, e.g. scan and system
configuration, of the at least one medical imaging system. In the example of Fig. 1, the exam
metadata is obtained from a medical imaging apparatus 50 itself. In other examples, the exam
metadata interface may access exam metadata from connected information, from data
archiving systems such as radiological information system (RIS), a hospital information
system (HIS), and/or a picture archiving and communication system (PACS), and/or from
other workstations.

The sensor data interface 120 is configured to access a measurement image 10
of a patient 12 positioned in a given geometry with respect to a reference coordinate system
of a medical imaging apparatus 50 of the at least one medical imaging system for the imaging
examination, e.g., lying on a patient support 14 as show in the example of Fig. 1. The
measurement image 10 is generated on the basis of sensor data obtained from a sensor
arrangement 16. In the example of Fig. 1, the sensor arrangement comprises a depth camera.
Further examples of sensors in the sensor arrangement 16 may include an optical sensor, a
depth sensor, a thermal sensor, a pressure sensor embedded in the patient support 14, an
ultrasound sensor e.g. embedded in the patient support 14, and/or an array of radio frequency
sensors. The sensor arrangement 16 may be arranged remote from a medical imaging
apparatus 50, e.g. on the ceiling of the room, such that the sensor arrangement has a field of
view including at least part of an area, where the patient 12 is positioned for imaging. The

sensor arrangement 16, such as a pressure sensor, may be embedded in the patient support 14
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to achieve a field of view including at least part of an area, where the patient 12 is positioned
for imaging. The sensor data interface 110 may take various forms, such as a network
interface to a local area network, but also a video interface, e.g., HDMI, etc.

The medical image interface 130 is configured to access a medical image 20 of
the patient 12 obtained from a medical imaging apparatus 50 during the imaging
examination. The patient 12 is positioned in the given geometry with respect to the reference
coordinate system of the medical imaging apparatus 50 for being imaged. In the example of
Fig. 1, the medical imaging apparatus is an MR imaging apparatus. Further examples of the
medical imaging apparatus 50 may include, but not limited to, an X-ray imaging apparatus, a
CT imaging apparatus, and/or a PET imaging apparatus. The medical imaging apparatus may
also be a combined therapy/diagnostic apparatus, such as an MR-Linac apparatus, an MR
proton therapy apparatus, and a cone beam CT apparatus. The medical image 20 may also
comprises localizer images or scout images, which are used in MR and CT studies to identify
the relative anatomical position of a collection of cross-sectional images. The medical image
interface 120 may take various forms, such as a network interface to a local area network, but
also a video interface, e.g., HDMI, etc.

The processing unit 140 is configured to determine an association between one
or more features 18 in the measurement image 10 and one or more features 28 extracted from
the medical image 20 and/or from the exam metadata 30, by mapping a point in a coordinate
system of the medical image 20 to a point in a coordinate system of the measurement image
10. The one or more features 28 extracted from the medical image 20 may include, but not
limited to, landmarks, organ boundaries, region-of-interest and/or image labels in the medical
images 20 acquired by the medical apparatus 50. In the example of Fig. 1, the features 28
extracted from the medical image 20 are indicated with bounding boxes. For example, the
processing unit 140 may be configured to extract the one or more features 28 from the
medical image 20 using an image processing algorithm, such as a detection algorithm that
would find the approximate center and the bounding box of relevant features. Alternatively or
additionally, the processing unit may be configured to extract the one or more features 28
from the exam metadata that comprises a configuration parameter of a scan volume that was
planned by an operator. For example, the medical imaging apparatus 50 may comprise a
manual graphical user interface (GUI) that allows an operator to select the scan position and
the scan region for generating the scan parameter. The scan parameter may be used to extract

the one or more features 28 from the medical image 20.
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The output interface 150 is configured to be coupled to a training set database
160 for adding the measurement image 10 comprising data that labels the one or more
features 18 in the measurement image 10 to the training set database 160 for training the
machine learning model. The training set database 160 may be stored in an internal storage
device of the system 100. Alternatively or additionally, the training set database 160 may be
stored in an external storage device, e.g., in a cloud storage.

In this way, continuous and unsupervised acquisition of annotated ground truth
data can be achieved for providing a basis for ideal generation of a large ground truth
database. As no manual edition or labeling of input data to generate ground truth is required,
time efficiency may be improved. Additionally, the ground truth database can be further and
continuously extended. If data with new and not foreseen characteristics arise, or if the
desired outcome of the trained system needs to be adapted, the machine learning model
trained with the ground-truth database can accommodate for these changes happening over
time. That is, due to the large amount of real data that can be collected via distributed
systems, robustness with respect to variability in the input data can be improved. By using
the data that labels the one or more features in the measurement image, the machine learning
model may be trained to predict e.g. the size and position of an anatomy of interest, such as a
lung of the patient. Once the position and size of the anatomy of interest is predicted, a desire
scan configuration, e.g. proper collimation settings for the X-ray imaging system can be
determined so to allow an optimal imaging of the anatomy of interest. The position and size
of the anatomy of interest may also be used to infer a desired scan position of the patient with
respective to the medical imaging apparatus of the at least one medical imaging system. With
the desired scan position, a scan configuration with a parameter specifying the positioning of
the patient with respect to the medical imaging apparatus of the at least one medical imaging
system may be predict. This parameter may be used to automatically guide the patient
support to move the patient to the desired scan position.

The system 100 may be embodied as, or in, a device or apparatus, such as a
server, workstation, imaging system or mobile device. The device or apparatus may comprise
one or more microprocessors or computer processors, which execute appropriate software.
The processor of the system may be embodied by one or more of these processors. The
software may have been downloaded and/or stored in a corresponding memory, e.g. a volatile
memory such as RAM or a non-volatile memory such as flash. The software may comprise
instructions configuring the one or more processors to perform the functions described with

reference to the processor of the system. Alternatively, the functional units of the system,
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e.g., the sensor data interface, the medical image data interface, the exam metadata interface,
the processing unit, may be implemented in the device or apparatus in the form of
programmable logic, e.g., as a Field-Programmable Gate Array (FPGA). The sensor data
interface, the medical image data interface, and the exam metadata interface may be
implemented by respective interfaces of the device or apparatus. In general, each functional
unit of the system may be implemented in the form of a circuit. It is noted that the system 100
may also be implemented in a distributed manner, e.g. involving different devices or
apparatuses.

These annotated ground truth data may comprise further data that allows the
machine learning model to determine further configuration parameters of the medical
imaging system. For example, the processing unit 140 may be configured to process the exam
metadata 30 to obtain an exam detail of the imaging examination. The exam detail may
comprise exam target anatomy.

The image detail may comprise data relating to a patient setup and an exam
preparation workflow, which may be used to train the machine learning model to recognize
whether the patient is correctly prepared for the imaging examination. For example, data
relating to the patient orientation and laterality may be used to train the machine learning
model to recognize whether the patient is correctly positioned in a given geometry with
respect to a reference coordinate system of the medical imaging apparatus. Data relating to a
trajectory during an insertion of a patient support may be used to train the machine learning
model to predict a path for inserting the patient support for the imaging examination.

The exam detail may further comprise data relating to an imaging workflow,
which may be used to train the machine learning algorithm to select an acquisition parameter
for the imaging examination. For example, An intermittent table stop or a light visor
activation may be stored and related to the scanning position. All scanning off-center and
angulation trajectories may be recorded and related to the scanning position. These data may
be used to train the machine learning model to derive the optimal scanning position for an
anatomy of interest.

The exam detail may further comprise a list of accessories relevant to the scan
configuration. Examples of the specific devices may include, a MR coils, a physiology
device, such as an ECG recording device, a pulse oximeter, a respiratory belt, an injector, an
injection line, a headphone.

The exam detail may further comprise a method for temporal alignment of

data from the distributed subcomponents, e.g. using timestamps or synchronized/triggered
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data sampling, which may be used to train the machine learning model to recognize whether
the workflow during the exam preparation and/or during the imaging procedure is correctly
followed.

The output interface 150 is configured to be coupled to the training set
database 160 for adding data that comprises the exam detail of the imaging examination to
the training set database for training the machine learning model.

In a further example, the metadata processing unit 140 is configured to process
the metadata 30 to obtain non-image patient data of the patient. The non-image patient data
of the patient comprises at least one of weight, BMI, height of the patient, an age of the
patient, a gender of the patient, a medical condition of the patient comprising pregnancy,
allergies to some contrast agents or others, and/or a presence of implants, a quantification of
a fitness level of the patient, a breathing rate, a pulse rate a disease diagnostic associated with
the patient, a medication record associated with the patient, and a vital parameter record
associated with the patient. The output interface is configured to be coupled to the training set
database for adding data that comprises the exam detail of the imaging examination to the
training set database for training the machine learning model. For example, the age, gender,
physical state, fitness, and medical condition of the patient may be relevant for training the
machine learning model to determine the collimation settings, the exposure time settings, the
tube voltage settings, the focal spot size settings, and the selection of the X-ray sensitive
areas for an X-ray imaging system.

The system 100 may be installed in a hospital or other environment allowing
scanning under clinical-like conditions to collect data from a routine examination and a
research examination at one or more clinical sites. Fig. 2 shows the system 100 that acquires
the annotated ground truth data continuously from a routine examination. The system 100
may further comprise a control unit 170 configured to perform at least one of the following
functions: initiating the annotated ground truth data collection, interrupting the annotated
ground truth data collection, and stopping the annotated ground truth collection.

The system may comprise a storage device 180 for storing the training set
database obtained from one or more clinical sites. Fig. 3 shows an example of the storage
device in form of a cloud storage for storing the training set database 160. In other words,
annotated ground truth data may be collected and processed continuously on request and
upon agreement with one or more clinical sites. The annotated ground truth data may be
shared and aggregated, e.g. via cloud technology as shown in Fig. 3. This may be done in a

way which is compliant with regulation on privacy data, for example, by ensuring that the
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input data are anonymized and that only an intermediate layer of processed data is shared and
stored, in which the anonymity is guaranteed. For example, only the depth differences at
randomly selected image pixels of the depth sensor image are computed together with the
pixel coordinates of the segmented boundary of a target organ in the corresponding medical
image.

Fig. 4 schematically shows a medical imaging system 200. The medical
imaging system comprises a medical imaging apparatus 50, including a central system axis, a
patient support 14, movable along the system axis, a sensor arrangement 16, and a computing
unit 210.

The sensor arrangement 16, such as a camera or a thermal sensor, is
configured to generate a measurement image of a patient positioned for an imaging
examination. The sensor arrangement has a field of view including at least part of an area,
where the patient is positioned for imaging.

The computing unit 210 is configured to determine a desired scan
configuration for performing an imaging examination of an exam target anatomy by applying
a trained machine learning model to the measurement image. The machine learning model
has been trained with training data comprising annotated ground truth data generated from a
system as described above for determining one or more scan parameters for the medical
imaging apparatus 50. In an example, the machine learning model may be an artificial neural
network. In another example, the machine learning model may be a classification tree using
at least one of Haar-like, SIFT, SURF, image features and other image features known to a
person skilled in the art.

The scan configuration may comprise a desired patient orientation and
laterality, a desired scan position relative to the medical imaging apparatus, and/or an
acquisition parameter for the imaging examination as described above.

Optionally, the medical imaging system further comprises a control unit 220
configured to apply the scan setting to control operation of the medical imaging apparatus
and/or the patient support before or during image acquisition of the exam target anatomy.
With the control unit, an automated work flow for exam preparation and imaging
examination can be realized.

Fig. 5 shows a method 300 for generating annotated ground truth data for
training a machine learning model for inferring a desired scan position from an observed
workflow scene during exam preparation. The method 300 may, but not need to, correspond

to an operation of the system 100 as described with reference to Fig. 1 and others.
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In step 310, a measurement image of the patient positioned for an imaging
examination carried out with at least one medical imaging system, e.g. multiple medical
imaging systems shown in Fig. 3, is obtained. The patient is positioned in a given geometry
with respect to a reference coordinate system of a medical imaging apparatus of the at least
one medical imaging system. The measurement image is generated on the basis of sensor
data obtained from a sensor arrangement, which has a field of view including at least part of
an area, where the patient is positioned for imaging. The measurement image may be
captured by a sensor arrangement that comprises at least one of an optical sensor, a depth
sensor, a thermal sensor, a pressure sensor, an ultrasound sensor, and an array of radio
frequency sensors.

In step 320, a medical image of the patient may be obtained from a medical
imaging apparatus of the at least one medical imaging system during the imaging
examination. The patient is positioned in a given geometry with respect to a reference
coordinate system of the medical imaging apparatus. The medical image may be acquired by
a medical imaging apparatus selected from an X-ray imaging apparatus, an MR imaging
apparatus, a CT imaging apparatus, and/or a PET imaging apparatus. Further examples of the
medical imaging apparatus may include a combined therapy/diagnostic apparatus, such as an
MR-Linac apparatus, an MR proton therapy apparatus, and/or a cone beam CT apparatus.

In step 330, exam metadata of the imaging examination carried out with the at
least one medical imaging system may be obtained. The exam metadata comprises
information about a configuration of the at least one medical imaging system. The exam
metadata may be obtained from the medical imaging apparatus itself, from connected
information, from data archiving systems such as RIS, HIS, and/or PACS, and/or from other
workstations. Optionally, the metadata may comprise an exam detail of the imaging
examination, such as an exam target anatomy, data relating to a patient setup and an exam
preparation workflow comprising a patient orientation and laterality, a presence of a specific
device used for the imaging examination, and/or a trajectory during an insertion of a patient
support, data relating to an imaging workflow comprising a scan activity, and/or a motion of
a patient support, and a a method for temporal alignment of data from the distributed
subcomponents. As a further option, the exam metadata may comprise non-image patient
data of the patient, such as a weight of the patient, an age of the patient, a gender of the
patient, a medical condition of the patient comprising pregnancy, allergies to some contrast
agents or others, and/or a presence of implants, a quantification of a fitness level of the

patient, a breathing rate, a pulse rate a disease diagnostic associated with the patient, a
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medication record associated with the patient, and a vital parameter record associated with
the patient.

In step 340, an association between one or more features in the measurement
image and one or more features extracted from the medical image and/or from the exam
metadata is determined by mapping a point in a coordinate system of the medical image to a
point in a coordinate system of the measurement image. Optionally, the one or more features
may be extracted from the medical image using an image processing algorithm. As another
option, the one or more features in the medical image may be derived from the exam
metadata that comprises a configuration parameter of a scan volume that was planned by an
operator.

In step 350, the measurement image comprising data that labels the one or
more features in the measurement image is added to a training set database for the machine
learning model.

It will be appreciated that the above operation may be performed in any
suitable order, e.g., consecutively, simultaneously, or a combination thereof, subject to,
where applicable, a particular order being necessitated, e.g., by input/output relations.

In another exemplary embodiment of the present invention, a computer
program or a computer program element is provided that is characterized by being adapted to
execute the method steps of the method according to one of the preceding embodiments, on
an appropriate system.

The computer program element might therefore be stored on a computer unit,
which might also be part of an embodiment of the present invention. This computing unit
may be adapted to perform or induce a performing of the steps of the method described
above. Moreover, it may be adapted to operate the components of the above described
apparatus. The computing unit can be adapted to operate automatically and/or to execute the
orders of a user. A computer program may be loaded into a working memory of a data
processor. The data processor may thus be equipped to carry out the method of the invention.

This exemplary embodiment of the invention covers both, a computer program
that right from the beginning uses the invention and a computer program that by means of an
up-date turns an existing program into a program that uses the invention.

Further on, the computer program element might be able to provide all
necessary steps to fulfil the procedure of an exemplary embodiment of the method as

described above.
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According to a further exemplary embodiment of the present invention, a
computer readable medium, such as a CD-ROM, is presented wherein the computer readable
medium has a computer program element stored on it which computer program element is
described by the preceding section.

A computer program may be stored and/or distributed on a suitable medium,
such as an optical storage medium or a solid state medium supplied together with or as part
of other hardware, but may also be distributed in other forms, such as via the internet or other
wired or wireless telecommunication systems.

However, the computer program may also be presented over a network like the
World Wide Web and can be downloaded into the working memory of a data processor from
such a network. According to a further exemplary embodiment of the present invention, a
medium for making a computer program element available for downloading is provided,
which computer program element is arranged to perform a method according to one of the
previously described embodiments of the invention.

It has to be noted that embodiments of the invention are described with
reference to different subject matters. In particular, some embodiments are described with
reference to method type claims whereas other embodiments are described with reference to
the device type claims. However, a person skilled in the art will gather from the above and
the following description that, unless otherwise notified, in addition to any combination of
features belonging to one type of subject matter also any combination between features
relating to different subject matters is considered to be disclosed with this application.
However, all features can be combined providing synergetic effects that are more than the
simple summation of the features.

While the invention has been illustrated and described in detail in the drawings
and foregoing description, such illustration and description are to be considered illustrative or
exemplary and not restrictive. The invention is not limited to the disclosed embodiments.
Other variations to the disclosed embodiments can be understood and effected by those
skilled in the art in practicing a claimed invention, from a study of the drawings, the
disclosure, and the dependent claims.

In the claims, the word “comprising” does not exclude other elements or steps,
and the indefinite article “a” or “an” does not exclude a plurality. A single processor or other
unit may fulfil the functions of several items re-cited in the claims. The mere fact that certain

measures are re-cited in mutually different dependent claims does not indicate that a
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combination of these measures cannot be used to advantage. Any reference signs in the

claims should not be construed as limiting the scope.
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CLAIMS:

1. A system (100) for generating annotated ground truth data for training a
machine learning model for inferring a desired scan configuration of an medical imaging
system from an observed workflow scene during exam preparation, comprising:

- an exam metadata interface (110), configured to access exam metadata (30) of
an imaging examination carried out with at least one medical imaging system, wherein the
exam metadata comprises information about a configuration of the at least one medical
imaging system,;

a sensor data interface (120), configured to access a measurement image (10)
of a patient (12) positioned in a given geometry with respect to a reference coordinate system
of a medical imaging apparatus (50) of the at least one medical imaging system for the
imaging examination, wherein the measurement image is generated on the basis of sensor
data obtained from a sensor arrangement (16), which has a field of view including at least
part of an area, where the patient is positioned for imaging;

- a medical image data interface (130), configured to access a medical image
(20) of the patient obtained from the medical imaging apparatus of the at least one medical
imaging system during the imaging examination;

- a processing unit (140), configured to determine an association between one or
more features (18) in the measurement image and one or more features (28) extracted from
the medical image and/or from the exam metadata by mapping a point in a coordinate system
of the medical image to a point in a coordinate system of the measurement image; and

- an output interface (150), configured to be coupled to a training set database
(160) for adding the measurement image comprising data that labels the one or more
associated features in the measurement image to the training set database for training the

machine learning model.

2. System according to claim 1,
wherein the processing unit is configured to extract the one or more features

from the medical image using an image processing algorithm and/or to derive the one or
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more features in the medical image from the exam metadata that comprises a configuration

parameter of a scan volume that was planned by an operator.

3. System according to claim 1 or 2, further comprising:

- a control unit (170) configured to perform at least one of the following

functions:

- initiating the annotated ground truth data collection;

- interrupting the annotated ground truth data collection; and

- stopping the annotated ground truth data collection.

4. System according to any of the preceding claims, further comprising:

- a storage device (180) for storing the training set database obtained from one

or more clinical sites.

5. System according to any one of the preceding claims,

wherein the processing unit is configured to process the exam metadata to
obtain an exam detail of the imaging examination comprising at least one of:
- an exam target anatomy;
- data relating to a patient setup and an exam preparation workflow comprising
a patient orientation and laterality, a presence of a specific device used for the imaging
examination, and/or a trajectory during an insertion of a patient support;
- data relating to an imaging workflow comprising a scan activity, and/or a
motion of a patient support; and
- a method for temporal alignment of data from the distributed subcomponents;
and

wherein the output interface is configured to be coupled to the training set
database for adding data that comprises the exam detail of the imaging examination to the

training set database for training the machine learning model.

6. System according to any one of the preceding claims,

wherein the processing unit is configured to process the metadata to obtain
non-image patient data of the patient comprising at least one of:
- weight, BMI, height of the patient;

- an age of the patient;
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a gender of the patient;

a medical condition of the patient comprising pregnancy, allergies to some

contrast agents or others, and/or a presence of implants;

a quantification of a fitness level of the patient;

a breathing rate;

a pulse rate;

a disease diagnostic associated with the patient;

a medication record associated with the patient; and

a vital parameter record associated with the patient; and

wherein the output interface is configured to be coupled to the training set

database for adding the non-image data to the training set database for training the machine

learning model.

depth sensor, a thermal sensor, a pressure sensor, an ultrasound sensor, and an array of radio

System according to any one of the preceding claims,

wherein the sensor arrangement comprises at least one of: an optical sensor, a

frequency sensors.

10.

System according to any one of the preceding claims,

wherein the desired scan configuration comprises at least one of:
a desired patient orientation and laterality;

a desired scan position relative to the medical imaging apparatus;
an acquisition parameter for the imaging examination; and

a list of accessories relevant to the scan configuration.

System according to any one of the preceding claims,
wherein the medical imaging apparatus comprises:

an X-ray imaging apparatus;

a magnetic resonance, MR, imaging apparatus;

a computed tomography, CT, imaging apparatus; and/or

a positron-emission tomography, PET, imaging apparatus;

System according to any one of the preceding claims,
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wherein the medical imaging apparatus is a combined therapy/diagnostic
apparatus comprising;
- an MR-Linac apparatus;
- an MR proton therapy apparatus; and/or

- a cone beam CT apparatus.

11. A medical imaging system, comprising:

- a medical imaging apparatus (50), including a central system axis;

- a patient support (14), movable along the system axis;

- a sensor arrangement (16), configured to generate a measurement image of a
patient positioned for an imaging examination, wherein the sensor arrangement has a field of
view including at least part of an area, where the patient is positioned for imaging; and

- a computing unit (210), configured to determine a desired scan configuration
for performing an imaging examination of an exam target anatomy by applying a trained
machine learning model to the measurement image, wherein the machine learning model has
been trained with training data comprising annotated ground truth data generated from a
system according to any one of claims 1 to 10 for determining one or more scan parameters

for the medical imaging apparatus.

12. Medical imaging system according to claim 11,
- a control unit (220), configured to apply the scan setting to control operation
of the medical imaging apparatus and/or the patient support before or during image

acquisition of the exam target anatomy.

13. Medical imaging system according to claim 11 or 12,
wherein the machine learning model comprises at least one of:
- an artificial neural network; and
- a classification tree using at least one of Haar-like, scale-invariant feature

transform, SIFT, speed up robust feature, SURF, image features.

14. A method (300) for generating annotated ground truth data for training a
machine learning model for inferring a desired scan position from an observed workflow scene

during exam preparation, comprising:
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- accessing (310) a measurement image of the patient positioned for an imaging
examination carried out with at least one medical imaging system, wherein the patient is
positioned in a given geometry with respect to a reference coordinate system of a medical
imaging apparatus of the at least one medical imaging system, and wherein the measurement
image is generated on the basis of sensor data obtained from a sensor arrangement, which has
a field of view including at least part of an area, where the patient is positioned for imaging;

- accessing (320) a medical image of the patient obtained from the medical
imaging apparatus of the at least one medical imaging system during the imaging
examination; and

- accessing (330) exam metadata of the imaging examination carried out with
the at least one medical imaging system, wherein the exam metadata comprises information
about a configuration of the at least one medical imaging system,;

- determining (340) an association between one or more features in the
measurement image and one or more features extracted from the medical image and/or from
the exam metadata by mapping a point in a coordinate system of the medical image to a point
in a coordinate system of the measurement image; and

- adding (350) the measurement image comprising data that labels the one or
more associated features in the measurement image to a training set database for the machine

learning model.

15. A computer readable medium comprising transitory or non-transitory data
representing instructions arranged to cause a processor system to perform the method

according to claim 14.



WO 2021/004924

30

METADATA

10

115

PCT/EP2020/068791

20

100

110 120 130
L—'—li—’l
140
150



WO 2021/004924

METADATA

METADATA

METADATA

METADATA

METADATA

31

2/5

PCT/EP2020/068791

Mapping of geometry

Continuous
training

110

120

130

140

170




WO 2021/004924 PCT/EP2020/068791

3/5

180




WO 2021/004924 PCT/EP2020/068791

4/5

200
50

14

Fig. 4



WO 2021/004924

5/5

300

Fig. 5

PCT/EP2020/068791



INTERNATIONAL SEARCH REPORT

International application No

PCT/EP2020/068791

A. CLASSIFICATION OF SUBJECT MATTER

INV. A61B6/00 G16H50/00
ADD.

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

A61B Gl6H GOI1R

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

EPO-Internal, WPI Data

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category™ | Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
A US 2017/143312 Al (HEDLUND MARTIN [SE] ET 1-15
AL) 25 May 2017 (2017-05-25)
abstract
paragraph [0018] - paragraph [0031]
claim 1
A WO 2019/067524 Al (RENSSELAER POLYTECH 1-15
INST [US]) 4 April 2019 (2019-04-04)
abstract
page 11, Tine 5 - page 15, line 23
A US 2018/228460 Al (SINGH VIVEK KUMAR [US] 1-15
ET AL) 16 August 2018 (2018-08-16)
abstract
paragraph [0004] - paragraph [0006]
figures 1, 2,

D Further documents are listed in the continuation of Box C.

See patent family annex.

* Special categories of cited documents :

"A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier application or patent but published on or after the international
filing date

"L" document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

"O" document referring to an oral disclosure, use, exhibition or other
means

"P" document published prior to the international filing date but later than
the priority date claimed

"T" later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

"X" document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

"Y" document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

"&" document member of the same patent family

Date of the actual completion of the international search

28 September 2020

Date of mailing of the international search report

07/10/2020

Name and mailing address of the ISA/

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk

Tel. (+31-70) 340-2040,

Fax: (+31-70) 340-3016

Authorized officer

Montes, Pau

Form PCT/ISA/210 (second sheet) (April 2005)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No

PCT/EP2020/068791
Patent document Publication Patent family Publication
cited in search report date member(s) date
US 2017143312 Al 25-05-2017  NONE
WO 2019067524 Al 04-04-2019 US 2020273215 Al 27-08-2020
WO 2019067524 Al 04-04-2019
US 2018228460 Al 16-08-2018 CN 108433700 A 24-08-2018
US 2018228460 Al 16-08-2018

Form PCT/ISA/210 (patent family annex) (April 2005)



	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - claims
	Page 23 - claims
	Page 24 - claims
	Page 25 - claims
	Page 26 - claims
	Page 27 - drawings
	Page 28 - drawings
	Page 29 - drawings
	Page 30 - drawings
	Page 31 - drawings
	Page 32 - wo-search-report
	Page 33 - wo-search-report

