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(67)  An apparatus includes: a camera configured to
view a driver of a vehicle; and a processing unit config-
ured to receive an image of the driver from the camera;
wherein the processing unit is configured to process the
image of the driver to determine whether the driver is

engaged with a driving task or not; and wherein the
processing unit is configured to determine whether the
driver is engaged with the driving task or not based on a
pose of the driver as it appears in the image without a
need to determine a gaze direction of an eye of the driver.
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Description
FIELD
[0001] The field relates to vehicle cameras, and more

particularly, to vehicle cameras configured to monitor
drivers of vehicles.

BACKGROUND

[0002] Cameras have been used invehicles to capture
images of drivers of the vehicles. For example, cameras
have been installed in vehicles for monitoring drivers of
vehicles. In some cases, when monitoring drivers of ve-
hicles, it may be desirable to identify the eyes of the driver
in the camera images, and to determine a gazing direc-
tion of the eyes of the driver. The determined gazing di-
rection may be used to determine whether the driver is
keeping his / her eyes on the road or not.

[0003] However, in some cases, a gazing direction of
the eyes of the driver may not be detectable from camera
images. Forexample, adriver of the vehicle may be wear-
ing a hat that prevents his / her eyes from being captured
by the vehicle camera. The driver may also be wearing
sun glasses that obstruct the view of the eyes. In some
cases, if the driver is wearing transparent prescription
glasses, the frame of the glasses may also obstruct the
view of the eyes, and/or the lens of the glasses may make
detection of the eyes inaccurate.

[0004] New techniques for determining whether a driv-
er is engaged with a driving task (such as looking at an
environment in front of the vehicle being driven by the
driver) or not, without the need to detect gaze direction
of the eyes of the driver, are described herein.

SUMMARY

[0005] An apparatus includes: a camera configured to
view a driver of a vehicle; and a processing unit config-
ured to receive an image of the driver from the camera;
wherein the processing unit is configured to process the
image of the driver to determine whether the driver is
engaged with a driving task or not; and wherein the
processing unit is configured to determine whether the
driver is engaged with the driving task or not based on a
pose of the driver as it appears in the image without a
need to determine a gaze direction of an eye of the driver.
[0006] Optionally, the processing unit is configured to
attempt to determine the gaze direction; wherein the
processing unit is configured to use a neural network
model to determine one or more pose classifications for
the driver; and wherein the processing unit is configured
to determine whether the driver is engaged with the driv-
ing task or not based on the one or more pose classifi-
cations for the driver if the gaze direction cannot be de-
termined.

[0007] Optionally, the apparatus further includes a
non-transitory medium storing a model, wherein the
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processing unit is configured to process the image of the
driverbased on the model to determine whether the driver
is engaged with the driving task or not.

[0008] Optionally, the model comprises a neural net-
work model.

[0009] Optionally, the apparatus further includes a
communication unit configured to obtain the neural net-
work model.

[0010] Optionally, the neural network model is trained
based on images of other drivers.

[0011] Optionally, the processing unit is configured to
determine metric values for multiple respective pose
classifications, and wherein the processing unit is con-
figured to determine whether the driver is engaged with
the driving task or not based on one or more of the metric
values.

[0012] Optionally, the pose classifications comprise
two or more of: looking-down pose, looking-up pose,
looking-left pose, looking-right pose, cellphone-using
pose, smoking pose, holding-object pose, hand(s)-not-
on-the wheel pose, not-wearing-seatbelt pose,
eye(s)-closed pose, looking-straight pose, one-hand-on-
wheel pose, and two-hands-on-wheel pose.

[0013] Optionally, the processing unit is configured to
compare the metric values with respective thresholds for
the respective pose classifications.

[0014] Optionally, the processing unit is configured to
determine the driver as belonging to one of the pose clas-
sifications if the corresponding one of the metric values
meets or surpasses the corresponding one of the thresh-
olds.

[0015] Optionally, the processing unit is configured to
determine the driver as engaged with the driving task or
not if one or more of the metric values meet or surpass
the corresponding one or more of the thresholds.
[0016] Optionally, the apparatus further comprises an
additional camera configured to view an environment out-
side the vehicle; wherein the processing unit is config-
ured to process one or more images from the additional
camera to obtain an output; and wherein the processing
unit is configured to adjust one or more of the thresholds
based on the output.

[0017] Optionally, the processing unit is also config-
ured to process the image to determine whether a face
of the driver can be detected or not, and wherein the
processing unit is configured to process the image of the
driver to determine whether the driver is engaged with
the driving task or not if the face of the driver is detected
from the image.

[0018] Optionally, the processing unit is also config-
ured to process the image to determine whether an eye
of the driver is closed or not.

[0019] Optionally, the processing unit is also config-
ured to determine the gaze direction, and to determine
whether the driver is engaged with the driving task or not
based on the gaze direction.

[0020] Optionally, the processing unit is also config-
ured to determine a collision risk based on whether the
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driver is engaged with the driving task or not.

[0021] Optionally, the camera and the processing unit
are integrated as parts of an aftermarket device for the
vehicle.

[0022] Optionally, the apparatus further includes an
additional camera configured to view an environment out-
side the vehicle, wherein the additional camera is a part
of the aftermarket device.

[0023] Optionally, the processing unit is configured to
determine eye visibility based on a model, such as a neu-
ral network model.

[0024] An apparatus includes: a camera configured to
view a driver of a vehicle; and a processing unit config-
ured to receive an image of the driver from the camera;
wherein the processing unit is configured to attempt to
determine a gaze direction of an eye of the driver; and
wherein the processing unit is configured to determine
whether the driver is engaged with a driving task or not
based on one or more pose classifications for the driver
if the gaze direction cannot be determined.

[0025] Optionally, the processing unit is configured to
process the image of the driver to determine whether the
image of the driver meets one or more pose classifica-
tions or not; and wherein the processing unitis configured
to determine whether the driver is engaged with the driv-
ing task or not based on the image of the driver meeting
the one or more pose classifications or not.

[0026] Optionally, the processing unit is configured to
process the image of the driver based on a neural network
model to determine whether the driver is engaged with
the driving task or not.

[0027] A method performed by an apparatus, includes:
receiving an image generated by a camera viewing a
driver of a vehicle; and processing, by a processing unit,
the image of the driver to determine whether the driver
is engaged with a driving task or not; wherein the image
of the driver is processed to determine whether the driver
is engaged with the driving task or not based on a pose
of the driver as it appears in the image without a need to
determine a gaze direction of an eye of the driver.
[0028] Other and further aspects and features will be
evident from reading the following detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

[0029] The drawings illustrate the design and utility of
embodiments, in which similar elements are referred to
by common reference numerals. In order to better ap-
preciate how advantages and objects are obtained, a
more particular description of the embodiments will be
described with reference to the accompanying drawings.
Understanding that these drawings depict only exempla-
ry embodiments and are not therefore to be considered
limiting in the scope of the claimed invention.

FIG. 1 illustrates an apparatus in accordance with
some embodiments.
FIG. 2 illustrates a block diagram of the apparatus
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of FIG. 1 in accordance with some embodiments.
FIG. 3 illustrates an example of an image captured
by a camera of the apparatus of FIG. 2.

FIG. 4 illustrates an example of classifier.

FIG. 5 illustrates an algorithm for determining eyes-
on-road or eyes-off-road (gaze tracking).

FIG. 6 illustrates an example of an image captured
by the camera of FIG. 1, any various classifier out-
puts.

FIG. 7 illustrates another example of an image cap-
tured by the camera of FIG. 1, any various classifier
outputs.

FIG. 8 illustrates another example of an image cap-
tured by the camera of FIG. 1, any various classifier
outputs.

FIG. 9 illustrates a method performed by the appa-
ratus of FIG. 2 in accordance with some embodi-
ments.

FIG. 10 illustrates a technique of determining a mod-
el for use by the apparatus of FIG. 2 in accordance
with some embodiments.

FIG. 11 illustrates a specialized processing system
for implementing one or more electronic devices de-
scribed herein.

DESCRIPTION OF THE EMBODIMENTS

[0030] Various embodiments are described hereinaf-
ter with reference to the figures. It should be noted that
the figures may or may not be drawn to scale and that
elements of similar structures or functions are represent-
ed by like reference numerals throughout the figures. It
should also be noted that the figures are only intended
to facilitate the description of the embodiments. They are
not intended as an exhaustive description of the claimed
invention or as a limitation on the scope of the claimed
invention. In addition, an illustrated embodiment needs
not have all the aspects or advantages of the invention
shown. An aspect or an advantage described in conjunc-
tion with a particular embodiment is not necessarily lim-
ited to that embodiment and can be practiced in any other
embodiments evenifnotsoillustrated or if not so explicitly
described.

[0031] FIG. 1 illustrates an apparatus 200 in accord-
ance with some embodiments. The apparatus 200 is con-
figured to be mounted to a vehicle, such as to a windshield
of the vehicle, to the rear mirror of the vehicle, etc. The
apparatus 200 includes a first camera 202 configured to
view outside the vehicle, and a second camera 204 con-
figured to view inside a cabin of the vehicle. In the illus-
trated embodiments, the apparatus 200 is in a form of an
after-market device that can be installed in a vehicle (i.e.,
offline from the manufacturing process of the vehicle).
The apparatus 200 may include a connector configured
to couple the apparatus 200 to the vehicle. By means of
non-limiting examples, the connector may be a suction
cup, an adhesive, a clamp, one or more screws, etc. The
connector may be configured to detachably secure the
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apparatus 200 to the vehicle, in which case, the appara-
tus 200 may be selectively removed from and/or coupled
to the vehicle as desired. Alternatively, the connector
may be configured to permanently secure the apparatus
200 to the vehicle. In other embodiments, the apparatus
200 may be a component of the vehicle that is installed
during a manufacturing process of the vehicle. It should
be noted that the apparatus 200 is not limited to having
the configuration shown in the example, and that the ap-
paratus 200 may have other configurations in other em-
bodiments. For example, in other embodiments, the ap-
paratus 200 may have a different form factor. In other
embodiments, the apparatus 200 may be an end-user
device, such as a mobile phone, a tablet, etc., that has
one or more cameras.

[0032] FIG. 2 illustrates a block diagram of the appa-
ratus 200 of FIG. 1 in accordance with some embodi-
ments. The apparatus 200 includes the first camera 202
and the second camera 204. As shown in the figure, the
apparatus 200 also includes a processing unit 210 cou-
pled to the first camera 202 and the second camera 204,
a non-transitory medium 230 configured to store data, a
communication unit 240 coupled to the processing unit
210, and a speaker 250 coupled to the processing unit
210.

[0033] Intheillustrated embodiments, the first camera
202, the second camera 204, the processing unit 210,
the non-transitory medium 230, the communication unit
240, and the speaker 250 may be integrated as parts of
an aftermarket device for the vehicle. In other embodi-
ments, the first camera 202, the second camera 204, the
processing unit 210, the non-transitory medium 230, the
communication unit 240, and the speaker 250 may be
integrated with the vehicle, and may be installed in the
vehicle during a manufacturing process of the vehicle.
[0034] The processing unit 210 is configured to obtain
images from the first camera 202 and images from the
second camera 204, and process the images from the
first and second cameras 202, 204. In some embodi-
ments, the images from the first camera 202 may be proc-
essed by the processing unit 210 to monitor an environ-
ment outside the vehicle (e.g., for collision detection, col-
lision prevention, driving environment monitoring, etc.).
Also, in some embodiments, the images from the second
camera 204 may be processed by the processing unit
210 to monitor a driving behavior of the driver (e.g.,
whether the driver is distracted, drowsy, focused, etc.).
In further embodiments, the processing unit 210 may
process images from the first camera 202 and/or the sec-
ond camera 204 to determine a risk of collision, to predict
the collision, to provision alerts for the driver, etc. In other
embodiments, the apparatus 200 may not include the
first camera 202. In such cases, the apparatus 200 is
configured to monitor only the environment inside a cabin
of the vehicle.

[0035] The processing unit 210 of the apparatus 200
may include hardware, software, or a combination of
both. By means of non-limiting examples, hardware of
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the processing unit 210 may include one or more proc-
essors and/or more or more integrated circuits. In some
embodiments, the processing unit 210 may be imple-
mented as a module and/or may be a part of any inte-
grated circuit.

[0036] The non-transitory medium 230 is configured to
store data relating to operation of the processing unit
210. In the illustrated embodiments, the non-transitory
medium 230 is configured to store a model, which the
processing unit 210 can access and utilize to identify
pose(s) of a driver as appeared in images from the cam-
era 204, and/or to determine whether the driver is en-
gaged with a driving task or not. Alternatively, the model
may configure the processing unit 210 so that it has the
capability to identify pose(s) of the driver and/or to deter-
mine whether the driver is engaged with a driving task or
not. Optionally, the non-transitory medium 230 may also
be configured to store image(s) from the first camera 202,
and/or image(s) from the second camera 204. Also, in
some embodiments, the non-transitory medium 230 may
also be configured to store data generated by the
processing unit 210.

[0037] The model stored in the transitory medium 230
may be any computational model or processing model,
including but notlimited to neural network model. Insome
embodiments, the model may include feature extraction
parameters, based upon which, the processing unit 210
can extract features from images provided by the camera
204 for identification of objects, such as a driver’s head,
a hat, a face, a nose, an eye, a mobile device, etc. Also,
in some embodiments, the model may include program
instructions, commands, scripts, etc. In one implemen-
tation, the model may be in a form of an application that
can be received wirelessly by the apparatus 200.
[0038] The communication unit 240 of the apparatus
200 is configured to receive data wirelessly from a net-
work, such as a cloud, the Internet, Bluetooth network,
etc. In some embodiments, the communication unit 240
may also be configured to transmit data wirelessly. For
example images from the first camera 202, images from
the second camera 204, data generated by the process-
ing unit, or any combination of the foregoing, may be
transmitted by the communication unit 240 to another
device (e.g., a server, an accessory device such as a
mobile phone, another apparatus 200 in another vehicle,
etc.) via a network, such as a cloud, the Internet, Blue-
tooth network, etc. In some embodiments, the commu-
nication unit 240 may include one or more antennas. For
example, the communication 240 may include a first an-
tenna configured to provide long-range communication,
and a second antenna configured to provide near-field
communication (such as via Bluetooth). In other embod-
iments, the communication unit 240 may be configured
to transmit and/or receive data physically through a cable
or electrical contacts. In such cases, the communication
unit 240 may include one or more communication con-
nectors configured to couple with a data transmission
device. For example, the communication unit 240 may
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include a connector configured to couple with a cable, a
USB slot configured to receive a USB drive, a memory-
card slot configured to receive a memory card, etc.
[0039] The speaker 250 of the apparatus 200 is con-
figured to provide audio alert(s) and/or message(s) to a
driver of the vehicle. For example, in some embodiments,
the processing unit 210 may be configured to detect an
imminent collision between the vehicle and an object out-
side the vehicle. In such cases, in response to the de-
tection of the imminent collision, the processing unit 210
may generate a control signal to cause the speaker 250
to output an audio alert and/or message. As another ex-
ample, in some embodiments, the processing unit 210
may be configured to determine whether the driver is
engaged with a driving task or not. If the driver is not
engaged with a driving task, or is not engaged with the
driving task for a prescribed period (e.g., 2 seconds, 3
seconds, 4 seconds, 5 seconds, etc.), the processing
unit 210 may generate a control signal to cause the
speaker 250 to output an audio alert and/or message.
[0040] Although the apparatus 200 is described as
having the first camera 202 and the second camera 204,
in other embodiments, the apparatus 200 may include
only the second camera (cabin camera) 204, and not the
first camera 202. Also, in other embodiments, the appa-
ratus 200 may include multiple cameras configured to
view the cabin inside the vehicle.

[0041] During use, the apparatus 200 is coupled to a
vehicle such that the first camera 202 is viewing outside
the vehicle, and the second camera 204 is viewing a driv-
er inside the vehicle. While the driver operates the vehi-
cle, the first camera 202 captures images outside the
vehicle, and the second camera 204 captures images
inside the vehicle. FIG. 3 illustrates an example of an
image 300 captured by the second camera 204 of the
apparatus 200 of FIG. 2. As shown in the figure, the image
300 from the second camera 202 may include an image
of a driver 310 operating the subject vehicle (the vehicle
with the apparatus 200). The processing unit 210 is con-
figured to processing image(s) (e.g., the image 300) from
the camera 202, and to determine whether the driver is
engaged with a driving task or not. By means of non-
limiting examples, a driving task may be paying attention
to a road or environment in front of the subject vehicle,
having hand(s) on steering wheel, etc.

[0042] As shown in FIG. 4, in some embodiments, the
processing unit 210 is configured to process the image
300 of the driver from the camera 202, and to determine
whether the driver belongs to certain pose classifica-
tion(s). By means of non-limiting examples, the pose
classification(s) may be one or more of: looking-down
pose, looking-up pose, looking-left pose, looking-right
pose, cellphone-using pose, smoking pose, holding-ob-
ject pose, hand(s)-not-on-the wheel pose, not-wearing-
seatbelt pose, eye(s)-closed pose, looking-straight pose,
one-hand-on-wheel pose, and two-hands-on-wheel
pose. Also, in some embodiments, the processing unit
210 is configured to determine whether the driver is en-
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gaged with a driving task or not based on one or more
pose classifications. For example, if the driver’s head is
"looking" down, and the driver is holding a cell phone,
then the processing unit 210 may determine that the driv-
er is not engaged with a driving task (i.e., the driver is
not paying attention to the road or to an environment in
front of the vehicle). As another example, if the driver’s
head is "looking" to the right or left, and if the angle of
head turn has passed a certain threshold, then the
processing unit 210 may determine that the driver is not
engaged with a driving task.

[0043] Insome embodiments, the processing unit 210
is configured to determine whether the driver is engaged
with a driving task or not based on one or more pose(s)
of the driver as it appears in the image without a need to
determine a gaze direction of an eye of the driver. This
feature is advantageous because a gaze direction of an
eye of the driver may not be captured in an image, or
may not be determined accurately. For example, a driver
of the vehicle may be wearing a hat that prevents his /
her eyes from being captured by the vehicle camera. The
driver may also be wearing sun glasses that obstruct the
view of the eyes. In some cases, if the driver is wearing
transparentprescription glasses, the frame of the glasses
may also obstruct the view of the eyes, and/or the lens
of the glasses may make detection of the eyes inaccu-
rate. Accordingly, determining whether the driver is en-
gaged with a driving task or not without a need to deter-
mine gaze direction of the eye of the driver is advanta-
geous, because even if the eye(s) of the driver cannot
be detected and/or if the eye’s gazing direction cannot
be determined, the processing unit 210 can still deter-
mine whether the driver is engaged with a driving task or
not.

[0044] In some embodiments, the processing unit 210
may use context-based classification to determine
whether the driver is engaged with a driving task or not.
For example, if the driver’s head is looking downward,
and if the driver is holding a cell phone at his / her lap
wherein the driver's head is oriented towards, then the
processing unit 210 may determine that the driver is not
engaged with a driving task. The processing unit 210 may
make such determination even if the driver’s eyes cannot
be detected (e.g., because they may be blocked by a cap
like that shown in FIG. 3). The processing unit 210 may
also use context-based classification to determine one
or more poses for the driver. For example, if the driver’s
head is directing downward, then the processing unit210
may determine that the driver is looking downward even
if the eyes of the driver cannot be detected. As another
example, if the driver’s head is directing upward, then
the processing unit 210 may determine that the driver is
looking upward even if the eyes of the driver cannot be
detected. As a further example, if the driver's head is
directing towards the right, then the processing unit 210
may determine that the driver is looking right even if the
eyes of the driver cannot be detected. As a further ex-
ample, if the driver's head is directing towards the left,



9 EP 4 009 287 A1 10

then the processing unit 210 may determine that the driv-
er is looking left even if the eyes of the driver cannot be
detected.

[0045] In one implementation, the processing unit 210
may be configured to use a model to identify one or more
poses for the driver, and to determine whether the driver
is engaged with a driving task or not. The model may be
used by the processing unit 210 to process images from
the camera 204. In some embodiments, the model may
be stored in the non-transitory medium 230. Also, insome
embodiments, the model may be transmitted from a serv-
er, and may be received by the apparatus 200 via the
communication unit 240.

[0046] Insomeembodiments,the model may be aneu-
ral network model. In such cases, the neural network
model may be trained based on images of other drivers.
For example, the neural network model may be trained
using images of drivers to identify different poses, such
as looking-down pose, looking-up pose, looking-left
pose, looking-right pose, cellphone-using pose, smoking
pose, holding-object pose, hand(s)-not-on-the wheel
pose, not-wearing-seatbelt pose, eye(s)-closed pose,
looking-straight pose, one-hand-on-wheel pose, two-
hands-on-wheel pose, etc. In some embodiments, the
neural network model may be trained to identify the dif-
ferent poses even without detection of the eyes of the
persons in the images. This allows the neural network
model to identify different poses and/or to determine
whether a driver is engaged with a driving task or not
based on context (e.g., based on information captured
in the image regarding the state of the driver other than
a gazing direction of the eye(s) of the driver). In other
embodiments, the model may be any of other types of
model that is different from neural network model.
[0047] Insomeembodiments, the neural network mod-
el may be trained to classify pose(s) and/or to determine
whether the driver is engaged with a driving task or not,
based on context. For example, if the driver is holding a
cell phone, and has a head pose that is facing downward
towards the cell phone, then the neural network model
may determine that the driver is not engaged with a driv-
ing task (e.g., is notlooking at the road or the environment
in front of the vehicle) without the need to detect the eyes
of the driver.

[0048] In some embodiments, deep learning or artifi-
cial intelligence may be used to develop a model that
identifies pose(s) for the driver and/or to determine
whether the driver is engaged with a driving task or not.
Such a model can distinguish a driver who is engaged
with a driving task from a driver who is not.

[0049] Insome embodiments, the model utilized by the
processing unit 210 to identify pose(s) for the driver may
be a convolutional neural network model. In other em-
bodiments, the model may be simply any mathematical
model.

[0050] FIG. 5illustrates an algorithm 500 for determin-
ing whether a driver is engaged with a driving task or not.
For example, the algorithm 500 may be utilized for de-
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termining whether a driver is paying attention to the road
or environment in front of the vehicle. The algorithm 500
may be implemented and/or performed using the
processing unit 210 in some embodiments.

[0051] First, the processing unit 210 processes an im-
age from the camera 204 to attempt to detect a face of
adriver based on the image (item 502). If the face of the
driver cannot be detected in the image, the processing
unit 210 may then determine that it is unknown as to
whether the driver is engaged with a driving task or not.
On the other hand, if the processing unit 210 determines
that a face of the driver is present in the image, the
processing unit 210 may then determine whether the
eye(s) of the driver is closed (item 504). In one imple-
mentation, the processing unit 210 may be configured to
determine eye visibility based on a model, such as a neu-
ral network model. If the processing unit 210 determines
that the eye(s) of the driver is closed, then the processing
unit 210 may determine that the driver is not engaged
with a driving task. On the other hand, if the processing
unit 210 determines that the eye(s) of the driver is not
closed, the processing unit 210 may then attempt to de-
tect a gaze of the eye(s) of the driver based on the image
(item 506).

[0052] Referringtoitem 510 in the algorithm 500, if the
processing unit 210 successfully detects a gaze of the
eye(s) of the driver, the processing unit 210 may then
determine a direction of the gaze (item 510). For exam-
ple, the processing unit 210 may analyze the image to
determine a pitch (e.g., up-down direction) and/or a yaw
(e.g., left-right direction) of the gazing direction of the
eye(s) of the driver. If the pitch of the gazing direction is
within a prescribed pitch range, and if the yaw of the
gazing direction is within a prescribed yaw range, then
the processing unit 210 may determine that the user is
engaged with a driving task (i.e., the user is viewing the
road or the environment ahead of the vehicle) (item 512).
On the other hand, if the pitch of the gazing direction is
not within the prescribed pitch range, or if the yaw of the
gazing direction is not within the prescribed yaw range,
then the processing unit 210 may determine that the user
is not engaged with a driving task (item 514).

[0053] Referring to item 520 in the algorithm 500, if the
processing unit 210 cannot successfully detect a gaze
of the eye(s) of the driver, the processing unit 210 may
then determine whether the driver is engaged with a driv-
ing task or not without requiring a determination of a gaze
direction of the eye(s) of the driver (item 520). In some
embodiments, the processing unit210 may be configured
to use a model to make such determination based on
context (e.g., based on information captured in the image
regarding the state of the driver other than a gazing di-
rection of the eye(s) of the driver). In some embodiments,
the model may be a neural network model that is config-
ured to perform context-based classification for deter-
mining whether the driver is engaged with a driving task
or not. In one implementation, the model is configured to
process the image to determine whether the driver be-
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longs to one or more pose classifications. If the driver is
determined as belonging to one or more pose classifica-
tions, then the processing unit 210 may determine that
the driver is not engaged with a driving task (item 522).
If the driver is determined as not belonging to one or more
pose classifications, the processing unit 210 may then
determine that the driver is engaged with a driving task
or that it is unknown whether the driver is engaged with
a driving task or not (item 524).

[0054] In some embodiments, the above items 502,
504, 506, 510, 520 may be repeatedly performed by the
processing unit 210 to process multiple images in a se-
quence provided by the camera 204, thereby performing
real-time monitoring of the driver while the driver is op-
erating the vehicle.

[0055] It should be noted that the algorithm 500 is not
limited to the example described, and that the algorithm
500 implemented using the processing unit 210 may
have other features and/or variations. For example, in
other embodiments, the algorithm 500 may not include
item 502 (detection of a face of a driver). As another
example, in other embodiments, the algorithm 500 may
not include item 504 (detecting of closed-eye condition).
Also, in further embodiments, the algorithm 500 may not
include item 506 (attempt to detect gaze) and/or item 510
(determination of gaze direction).

[0056] Also, in some embodiments, even if a gaze di-
rection of the eye(s) of the driver can be detected by the
processing unit 210, the processing unit 210 may still
perform context-based classification to determine wheth-
er the driver belongs to one or more poses. In some cas-
es, the pose classification(s) may be used by the process-
ing unit 210 to confirm a gaze direction of the eye(s) of
the driver. Alternatively, the gaze direction of the eye(s)
of the driver may be used by the processing unit 210 to
confirm one or more pose classifications for the driver.
[0057] As discussed, in some embodiments, the
processing unit 210 is configured to determine whether
the driver belongs to one or more pose classifications
based on image from the camera 204, and to determine
whether the driver is engaged with a driving task or not
based on the one or more pose classifications. In some
embodiments, the processing unit 210 is configured to
determine metric values for multiple respective pose
classifications, and to determine whether the driver is
engaged with a driving task or not based on one or more
of the metric values. FIG. 6 illustrates examples of clas-
sification outputs 602 provided by the processing unit
210 based on the image 604a. In the example, the clas-
sification outputs 602 include metric values for respective
different pose classifications - i.e., "looking down" clas-
sification, "looking up" classification, "looking left" clas-
sification, "looking right" classification, "cellphone utiliza-
tion" classification, "smoking" classification, "hold-ob-
ject" classification, "eyes-closed" classification, "no face"
classification, and "no seatbelt" classification. The metric
values for these different pose classifications are rela-
tively low (e.g., below 0.2), indicating that the driver in
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the image 604a does not meet any of these pose classi-
fications. Also, in the illustrated example, because the
driver's eyes are not closed, the gaze direction of the
driver can be determined by the processing unit 210. The
gaze direction is represented by a graphical object su-
perimposed on the nose of the driver in the image. The
graphical object may include a vector or a line that is
parallel to a gaze direction. Alternatively or additionally,
the graphical object may include one or more vectors or
one or more lines that are perpendicular to the gaze di-
rection.

[0058] FIG. 7 illustrates other examples of classifica-
tion outputs 602 provided by the processing unit 210
based onimage 604b. In the illustrated example, the met-
ric value for the "looking down" pose has a relatively high
value (e.g., higher than 0.6), indicating that the driver has
a "looking down" pose. The metric values for the other
poses haverelatively low values, indicating that the driver
in the image 604b does not meet these pose classifica-
tions.

[0059] FIG. 8 illustrates other examples of classifica-
tion outputs 602 provided by the processing unit 210
based onimage 604c. In the illustrated example, the met-
ric value for the "looking left" pose has a relatively high
value (e.g., higher than 0.6), indicating that the driver has
a"looking left" pose. The metric values for the other poses
have relatively low values, indicating that the driver in the
image 604c does not meet these pose classifications.
[0060] Insome embodiments, the processing unit 210
is configured to compare the metric values with respec-
tive thresholds for the respective pose classifications. In
such cases, the processing unit 210 is configured to de-
termine the driver as belonging to one of the pose clas-
sifications if the corresponding one of the metric values
meets or surpasses the corresponding one of the thresh-
olds. For example, the thresholds for the different pose
classifications may be set to 0.6. In such cases, if any of
the metric values for any of the pose classifications ex-
ceeds 0.6, then the processing unit 210 may determine
that the driver as having a pose belonging to the pose
classification (i.e., the one with the metric value exceed-
ing 0.6). Also, in some embodiments, if any of the metric
values for any of the pose classifications exceeds the
pre-setthreshold (e.g., 0.6), then the processing unit210
may determine that the driver is not engaged with a driv-
ing task. Following the above example, if the metric value
for the "looking down" pose, the "looking up" pose, the
"looking left" pose, the "looking right" pose, the "cell-
phone usage" pose, or the "eye closed" pose is higher
than 0.6, then the processing unit 210 may determine
that the driver is not engaged with a driving task.
[0061] In the above examples, the same pre-set
threshold isimplemented for the different respective pose
classifications. In other embodiments, at least two of the
thresholds for the at least two respective pose classifi-
cations may have different values. Also, in the above
examples, the metric values for the pose classifications
have a range from 0.0 to 1.0, with 1.0 being the highest.
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In other embodiments, the metric values for the pose
classifications may have other ranges. Also, in other em-
bodiments, the convention of the metric values may be
reversed in that a lower metric value may indicate that
the driver is meeting a certain pose classification, and a
higher metric value may indicate that the driver is not
meeting a certain pose classification.

[0062] Also, in some embodiments, the thresholds for
the different pose classifications may be tuned in a tuning
procedure, so that the different pose classifications will
have their respective tuned thresholds for allowing the
processing unit 210 to determine whether an image of a
driver belongs to certain pose classification(s) or not.
[0063] In some embodiments, a single model may be
utilized by the processing unit 210 to provide multiple
pose classifications. The multiple pose classifications
may be outputted by the processing unit 210 in parallel
or in sequence. In other embodiments, the model may
comprise multiple sub-models, with each sub-model be-
ing configured to detect a specific classification of pose.
Forexample, there may be a sub-model that detects face,
a sub-model that detects gaze direction, a sub-model
that detects looking-up pose, a sub-model that detects
looking-down pose, a sub-model that detects looking-
right pose, a sub-model that detects looking-left pose, a
sub-model that detects cell phone usage pose, a sub-
modelthat detects hand(s)-not-on-the wheel pose, a sub-
model that detects not-wearing-seatbelt pose, a sub-
model that detects eye(s)-closed pose, etc.

[0064] In the above embodiments, the thresholds for
the respective pose classifications are configured to de-
termine whether a driver’'s image meet the respective
pose classifications. In other embodiments, the thresh-
olds for the respective pose classifications may be con-
figured to allow the processing unit 210 to determine
whether the driver is engaging with a driving task or not.
In such cases, if one or more metric values for one or
more respective pose classifications meet or surpass the
respective one or more thresholds, then the processing
unit 210 may determine that the driver is engaged with
the driving task or not. In some embodiments, the pose
classifications may belongto a "distraction" class. In such
cases, if a criterion for any of the pose classifications is
met, then the processing unit 210 may determine that
the driver is not engaged with the driving task (e.g., the
driver is distracted). Examples of pose classifications be-
longing to "distraction" class include "looking-left" pose,
"looking-right" pose, "looking-up" pose, "looking-down"
pose, "cell phone holding" pose, etc. In other embodi-
ments, the pose classifications may belong to an "atten-
tion" class. In such cases, if a criterion for any of the pose
classifications is met, then the processing unit 210 may
determine that the driver is engaged with the driving task
(e.g., the driver is paying attention to driving). Examples
of pose classifications belonging to "attention" class in-
clude "looking-straight" pose, "hand(s) on wheel" pose,
etc.

[0065] As illustrated in the above examples, context-
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based classification is advantageous because it allows
the processing unit 210 to identify driver who is not en-
gaged with a driving task even if a gaze direction of the
eyes of the driver cannot be detected. In some cases,
even if the apparatus 200 is mounted at very off angle
with respect to the vehicle (which may result in the driver
appearing at odd angles and/or positions in the camera
images), context-based identification will still allow the
processing unit 210 to identify driver who is not engaged
with adriving task. Aftermarket products may be mounted
in different positions, making it difficult to detect eyes and
gaze. The features described herein are advantageous
because they allow determination of whether the driver
is engaged with driving task or not even if the apparatus
200 is mounted in such a way that the driver’s eyes and
gaze cannot be detected.

[0066] It should be noted that the processing unit 210
is not limited to using a neural network model to deter-
mine pose classification(s) and/or whether a driver is en-
gaged with a driving task or not, and that the processing
unit 210 may utilized any processing technique, algo-
rithm, or processing architecture to determine pose clas-
sification(s) and/or whether a driver is engaged with a
driving task or not. By means of non-limiting examples,
the processing unit 210 may utilize equations, regres-
sion, classification, neural networks (e.g., convolutional
neural networks, deep neural networks), heuristics, se-
lection (e.g., from a library, graph, or chart), instance-
based methods (e.g., nearest neighbor), correlation
methods, regularization methods (e.g., ridge regression),
decision trees, Baysean methods, kernel methods, prob-
ability, deterministics, or a combination of two or more of
the above, to process image(s) from the camera 204 to
determine pose classification(s) and/or whether a driver
is engaged with a driving task or not. A pose classification
canbe abinary classification or binary score (e.g., looking
up or not), a score (e.g., continuous or discontinuous), a
classification (e.g., high, medium, low), or be any other
suitable measure of pose classification.

[0067] Also, it should be noted that the processing unit
210 is not limited to detecting poses indicating that the
driver is not engaged with driving task (e.g., poses be-
longing to "distraction" class). In other embodiments, the
processing unit 210 may be configured to detect poses
indicating that the driver is engaged with driving task
(e.g., poses belonging to "attention" class). In further em-
bodiments, the processing unit 210 may be configured
to detect both (1) poses indicating that the driver is not
engaged with driving task, and (2) poses indicating that
the driver is engaged with driving task.

[0068] In one or more embodiments described herein,
the processing unit 210 may be further configured to de-
termine a collision risk based on whether the driver is
engaged with adriving task or not. In some embodiments,
the processing unit 210 may be configured to determine
the collision risk based solely on whether the driver is
engaged with a driving task or not. For example, the
processing unit 210 may determine that the collision risk
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is "high" if the driver is not engaged with a driving task,
and may determine that the collision risk is "low" if the
driver is engaged with a driving task. In other embodi-
ments, the processing unit 210 may be configured to de-
termine the collision risk based on additional information.
For example, the processing unit 210 may be configured
to keep track how long the driver is not engaged with a
driving task, and may determine a level of collision risk
based on a duration of the "lack of engagement with a
driving task" condition. As another example, the process-
ing unit 210 may process images from the first camera
202 to determine whether there is an obstacle (e.g., a
vehicle, a pedestrian, etc.) in front of the subject vehicle,
and may determine the collision risk based on a detection
of such obstacle and in combination of the pose classi-
fication(s).

[0069] In the above embodiments, camera images
from the camera 204 (viewing an environment in the cab-
in of the vehicle) are utilized to monitor driver's engage-
ment with driving task. In other embodiments, camera
images from the camera 202 (the camera viewing the
external environment of the vehicle) may also be utilized
as well. For example, in some embodiments, the camera
images capturing the outside environment of the vehicle
may be processed by the processing unit 210 to deter-
mine whether the vehicle is turning left, moving straight,
or turning right. Based on the direction in which the ve-
hicle is travelling, the processing unit 210 may then adjust
one or more thresholds for pose classifications of the
driver, and/or one or more thresholds for determining
whether the driver is engaged with driving task or not.
For example, if the processing unit 210 determines that
the vehicle is turning left (based on processing of images
from the camera 202), the processing unit 210 may then
adjust the threshold for the "looking-left" pose classifica-
tion, sothatadriver whois looking left will notbe classified
as not engaged with driving task. In one implementation
the threshold for "looking-left" pose classification may
have a value of 0.6 for a straight-travelling vehicle, and
may have a value of 0.9 for a left-turning vehicle. In such
cases, if the processing unit 210 determines that the ve-
hicle is travelling straight (based on processing of im-
age(s) from the camera 202), and determines that the
metric for the "looking-left" pose has a value of 0.7 (based
on processing of image(s) from the camera 204), then
the processing unit 210 may determine that the driver is
not engaged with the driving task (because the metric
value of 0.7 surpasses the threshold 0.6 for straight trav-
elling vehicle). On the other hand, if the processing unit
210 determines that the vehicle is turning left (based on
processing of image(s) from the camera 202), and de-
termines that the metric for the "looking-left" pose has a
value of 0.7 (based on processing of image(s) from the
camera 204), then the processing unit 210 may deter-
mine that the driver is engaged with the driving task (be-
cause the metric value of 0.7 does not surpass the thresh-
old 0.9 for left-turning vehicle). Thus, as illustrated in the
above examples, a pose classification (e.g., "looking-left"
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pose) may belong to "distraction" class in one situation,
and may belong to "attention" class in another situation.
In some embodiments, the processing unit 210 is con-
figured to process images of the external environment
from the camera 202 to obtain an output, and adjust one
or more thresholds based on the output. By means of
non-limiting examples, the output may be a classification
of driving condition, a classification of the external envi-
ronment, a determined feature of the environment, a con-
text of an operation of the vehicle, etc.

[0070] FIG. 9 illustrates a method 800 performed by
the apparatus 200 of FIG. 2 in accordance with some
embodiments. The method 800 includes receiving an im-
age generated by a camera viewing a driver of a vehicle
(item 802), and processing, by a processing unit, the im-
age of the driver to determine whether the driver is en-
gaged with a driving task or not; wherein the image of
the driver is processed to determine whether the driver
is engaged with a driving task or not based on a pose of
the driver as it appears in the image without a need to
determine a gaze direction of an eye of the driver (item
804).

[0071] Optionally, the method 800 further includes, at-
tempting, by the processing unit, to determine the gaze
direction; and using a neural network model to determine
one or more pose classifications for the driver; wherein
the driver is determined to be engaged with a driving task
or not based on the one or more pose classifications for
the driver if the gaze direction cannot be determined.
[0072] Optionally, the method 800 further includes
storing a model in a non-transitory medium, wherein the
image of the driver is processed based on the model to
determine whether the driver is engaged with a driving
task or not.

[0073] Optionally, in the method 800, the model com-
prises a neural network model.

[0074] Optionally, the method 800 further includes, ob-
taining the neural network model by a communication
unit.

[0075] Optionally, in the method 800, the neural net-
work model is trained based on images of other drivers.
[0076] Optionally, the method 800 further includes de-
termining metric values for multiple respective pose clas-
sifications, wherein the driver is determined to be en-
gaged with a driving task or not based on one or more
of the metric values.

[0077] Optionally, in the method 800, the pose classi-
fications comprise two or more of: looking-down pose,
looking-up pose, looking-left pose, looking-right pose,
cellphone-using pose, smoking pose, holding-object
pose, hand(s)-not-on-the wheel pose, not-wearing-seat-
belt pose, eye(s)-closed pose, looking-straight pose,
one-hand-on-wheel pose, and two-hands-on-wheel
pose.

[0078] Optionally, the method 800 further includes
comparing the metric values with respective thresholds
for the respective pose classifications.

[0079] Optionally, the method 800 further includes de-
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termining the driver as belonging to one of the pose clas-
sifications if the corresponding one of the metric values
meets or surpasses the corresponding one of the thresh-
olds.

[0080] Optionally, the method 800 further includes
processing the image to determine whether a face of the
driver can be detected or not, and wherein the driver is
determined to be engaged with a driving task or not if the
face of the driver is detected from the image.

[0081] Optionally, the method 800 further includes
processing the image to determine whether an eye of the
driver is closed or not.

[0082] Optionally, the method 800 further includes de-
termining the gaze direction, and to determine whether
the driver is engaged with a driving task or not based on
the gaze direction.

[0083] Optionally, the method 800 further includes de-
termining a collision risk based on whether the driver is
engaged with a driving task or not.

[0084] Optionally, in the method 800, the camera and
the processing unit are integrated as parts of an after-
market device for the vehicle.

[0085] Optionally, in the method 800, the aftermarket
device includes an additional camera configured to view
an environment outside the vehicle.

[0086] FIG. 10 illustrates a technique of determining a
model for use by the apparatus 200 in accordance with
some embodiments. As shown in the figure, there may
be multiple vehicles 910a-910d with respective appara-
tuses 200a-200d. Each of the apparatuses 200a-200d
may have the configuration and features described with
reference to the apparatus 200 of FIG. 2. During use,
cameras of the apparatuses 200b-200d in the vehicles
910b-910d capture images of the environments outside
the respective vehicles 910b-910d. The images are
transmitted, directly or indirectly, to a server 920 via a
network (e.g., a cloud, the Internet, etc.). The server 920
include a processing unit 922 configured to process the
images from the apparatuses 200b-300d in the vehicles
910b-910d to determine a model 930. The model 930
may then be stored in a non-transitory medium 924 in
the server 920. The server 920 may transmit the model
930, directly or indirectly, to the apparatus 200a in the
vehicle 910a via a network (e.g., a cloud, the Internet,
etc.). The apparatus 200a can then use the model 930
to process images received by the camera of the appa-
ratus 200a to determine a region of interest for the cam-
era.

[0087] Inthe example showninFIG. 10, there are three
apparatuses 200b-200d in three respective vehicles
910b-910dforproviding images. In other examples, there
may be more than three apparatuses 200 in more than
three respective vehicles 910 for providing images to the
server 920, or there may be fewer than three apparatuses
200 in fewer than three vehicles 910 for providing images
to the server 920.

[0088] In some embodiments, the model 930 provided
by the server 920 may be a neural network model. In
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such cases, the server 920 may be a neural network, or
a part of a neural network, and the images from the ap-
paratuses 200b-200d may be utilized by the server 920
to configure the model 930. In particular, the processing
unit 922 of the server 920 may configure the model 930
by training the model 930 via machine learning. In some
cases, the images from the different apparatuses 200b-
200d form a rich data set from different cameras mount-
ing at different positions with respect to the correspond-
ing vehicles, which will be useful in training the model
930. As used in this specification, the term "neural net-
work" refers to any computing device, system, or module
made up of a number of interconnected processing ele-
ments, which process information by their dynamic state
response to input. In some embodiments, the neural net-
work may have deep learning capability and/or artificial
intelligence. In some embodiments, the neural network
may be simply any computing element that can be trained
using one or more data sets. By means of non-limiting
examples, the neural network may be a perceptron, a
feedforward neural network, a radial basis neural net-
work, a deep-feed forward neural network, a recurrent
neural network, a long/short term memory neural net-
work, a gated recurrent unit, an auto encoder neural net-
work, a variational auto encoder neural network, a de-
noising auto encoder neural network, a sparse auto en-
coder neural network, a Markov chain neural network, a
Hopfield neural network, a Boltzmann machine, a restrict-
ed Boltzmann machine, a deep belief network, a convo-
lutional network, a deconvolutional network, a deep con-
volutional inverse graphics network, a generative adver-
sarial network, a liquid state machine, an extreme learn-
ing machine, an echo state network, a deep residual net-
work, a Kohonen network, a support vector machine, a
neural turing machine, a modular neural network, a se-
quence-to-sequence model, etc., or any combination of
the foregoing.

[0089] Insome embodiments, the processing unit 922
of the server 920 uses the images to configure (e.g., to
train) the model 930 to identify certain poses of drivers.
By means of non-limiting examples, the model 930 may
be configured to identify whether a driver is looking-down
pose, looking-up pose, looking-left pose, looking-right
pose, cellphone-using pose, smoking pose, holding-ob-
ject pose, hand(s)-not-on-the wheel pose, not-wearing-
seatbelt pose, eye(s)-closed pose, looking-straight pose,
one-hand-on-wheel pose, two-hands-on-wheel pose,
etc. Also, in some embodiments, the processing unit 922
of the server 920 may use the images to configure the
model to determine whether a driver is engaged with a
driving task or not. In some embodiments, the determi-
nation of whether a driver is engaged with a driving task
or not may be accomplished by a processing unit
processing pose classifications of the driver. In one im-
plementation, pose classifications may be output provid-
ed by a neural network model. In such cases, the neural
network model may be passed to a processing unit, which
determines whether the driver is engaged with a driving
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task or not based on the pose classifications from the
neural network model. In other embodiments, the
processing unit receiving the pose classifications may be
another (e.g., second) neural network model. In such
cases, the first neural network model is configured to
output pose classifications, and the second neural net-
work model is configured to determine whether a driver
is engaged with a driving task or not based on the pose
classifications outputted by the first neural network mod-
el. In such cases, the model 930 may be considered as
having both a first neural network model and a second
neural network model. In furtherembodiments, the model
930 may be a single neural network model that is con-
figured to receive images as input, and to provide an
outputindicating whether a driver is engaged with a driv-
ing task or not.

[0090] In other embodiments, the model 930 may not
be a neural network model, and may be any of other
types of model. In such cases, the configuring of the mod-
el 930 by the processing unit 922 may not involve any
machine learning, and/or images from the apparatuses
200b-200d may not be needed. Instead, the configuring
of the model 930 by the processing unit 922 may be
achieved by the processing unit 922 determining (e.g.,
obtaining, calculating, etc.) processing parameters (such
as feature extraction parameters) for the model 930. In
some embodiments, the model may include program in-
structions, commands, scripts, parameters (e.g., feature
extraction parameters), etc. In one implementation, the
model may be in a form of an application that can be
received wirelessly by the apparatus 200.

[0091] Afterthe model 930 has been configured by the
server 920, the model 930 is then available for use by
apparatuses 200 in different vehicles 910 to identify ob-
jectsin cameraimages. As shown in the figure, the model
930 may be transmitted from the server 920 to the ap-
paratus 200a in the vehicle 910a. The model 930 may
also be transmitted from the server 920 to the appara-
tuses 200b-200d in the respective vehicles 910b-910d.
After the apparatus 200a has received the model 930,
the processing unitin the apparatus 200a may then proc-
ess images generated by the camera of the apparatus
200a to identify poses of drivers, and/or to determine
whether drivers are engaged with a driving task or not,
as described herein.

[0092] In some embodiments, the transmission of the
model 930 from the server 920 to the apparatus 200 (e.g.,
the apparatus 200a) may be performed by the server 920
"pushing" the model 930, so that the apparatus 200 is
not required to request for the model 930. In other em-
bodiments, the transmission of the model 930 from the
server 920 may be performed by the server 920 in re-
sponse to a signal generated and sent by the apparatus
200. For example, the apparatus 200 may generate and
transmit a signal after the apparatus 200 is turned on, or
after the vehicle with the apparatus 200 has been started.
The signal may be received by the server 920, which
then transmits the model 930 for reception by the appa-
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ratus 200. As another example, the apparatus 200 may
include a user interface, such as a button, which allows
a user of the apparatus 200 to send a request for the
model 930. In such cases, when the button is pressed,
the apparatus 200 then transmits a request for the model
930 to the server 920. In response to the request, the
server 920 then transmits the model to the apparatus 200.
[0093] It should be noted that the server 920 of FIG.
10 is not limiting to being one server device, and may be
more than one server devices. Also, the processing unit
922 of the server 920 may include one or more proces-
sors, one or more processing modules, etc.

[0094] In other embodiments, the images obtained by
the server 920 may not be generated by the apparatuses
200b-200d. Instead, the images used by the server 920
to determine (e.g., to train, to configure, etc.) the model
930 may be recorded using other device(s), such as mo-
bile phone(s), camera(s) in other vehicles, etc. Also, in
other embodiments, the images used by the server 920
to determine (e.g., to train, to configure, etc.) the model
930 may be downloaded to the server 920 from a data-
base, such as from a database associated with the server
920, or a database owned by a third party.

Specialized Processing System

[0095] FIG.11illustrates a specialized processing sys-
tem for implementing one or more electronic devices de-
scribed herein. For examples, the processing system
1600 may implement the apparatus 200, or atleast a part
of the apparatus 200, such as the processing unit 210 of
the apparatus 200.

[0096] Processing system 1600 includes a bus 1602
or other communication mechanism for communicating
information, and a processor 1604 coupled with the bus
1602 for processing information. The processor system
1600 also includes a main memory 1606, such as a ran-
dom access memory (RAM) or other dynamic storage
device, coupled to the bus 1602 for storing information
and instructions to be executed by the processor 1604.
The main memory 1606 also may be used for storing
temporary variables or other intermediate information
during execution of instructions to be executed by the
processor 1604. The processor system 1600 further in-
cludes a read only memory (ROM) 1608 or other static
storage device coupled to the bus 1602 for storing static
information and instructions for the processor 1604. A
data storage device 1610, such as a magnetic disk or
optical disk, is provided and coupled to the bus 1602 for
storing information and instructions.

[0097] The processor system 1600 may be coupled
via the bus 1602 to a display 167, such as a screen or a
flat panel, for displaying information to a user. An input
device 1614, including alphanumeric and other keys, or
a touchscreen, is coupled to the bus 1602 for communi-
cating information and command selections to processor
1604. Another type of user input device is cursor control
1616, such as a touchpad, a touchscreen, a trackball, or
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cursor direction keys for communicating direction infor-
mation and command selections to processor 1604 and
for controlling cursor movement on display 167. This in-
put device typically has two degrees of freedom in two
axes, a first axis (e.g., x) and a second axis (e.g., y), that
allows the device to specify positions in a plane.

[0098] In some embodiments, the processor system
1600 can be used to perform various functions described
herein. According to some embodiments, such use s pro-
vided by processor system 1600 in response to proces-
sor 1604 executing one or more sequences of one or
more instructions contained in the main memory 1606.
Those skilled in the art will know how to prepare such
instructions based on the functions and methods de-
scribed herein. Such instructions may be read into the
main memory 1606 from another processor-readable
medium, such as storage device 1610. Execution of the
sequences of instructions contained in the main memory
1606 causes the processor 1604 to perform the process
steps described herein. One or more processors in a mul-
ti-processing arrangement may also be employed to ex-
ecute the sequences of instructions contained in the main
memory 1606. In alternative embodiments, hardwired
circuitry may be used in place of or in combination with
software instructions to implement the various embodi-
ments described herein. Thus, embodiments are not lim-
ited to any specific combination of hardware circuitry and
software.

[0099] The term "processor-readable medium" as
used herein refers to any medium that participates in pro-
viding instructions to the processor 1604 for execution.
Such a medium may take many forms, including but not
limited to, non-volatile media, volatile media, and trans-
mission media. Non-volatile mediaincludes, forexample,
optical or magnetic disks, such as the storage device
1610. A non-volatile medium may be considered an ex-
ample of non-transitory medium. Volatile media includes
dynamic memory, such as the main memory 1606. A
volatile medium may be considered an example of non-
transitory medium. Transmission media includes cables,
wire and fiber optics, including the wires that comprise
the bus 1602. Transmission media can also take the form
of acoustic or light waves, such as those generated dur-
ing radio wave and infrared data communications.
[0100] Common forms of processor-readable media
include, for example, hard disk, a magnetic medium, a
CD-ROM, any other optical medium, a RAM, a PROM,
and EPROM, a FLASH-EPROM, any other memory chip
or cartridge, a carrier wave as described hereinafter, or
any other medium from which a processor can read.
[0101] Various forms of processor-readable media
may be involved in carrying one or more sequences of
one or more instructions to the processor 1604 for exe-
cution. For example, the instructions may initially be car-
ried on a storage of a remote computer or remote device.
The remote computer or device can send the instructions
over a network, such as the Internet. A receiving unit
local to the processing system 1600 can receive the data
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from the network, and provide the data on the bus 1602.
The bus 1602 carries the data to the main memory 1606,
from which the processor 1604 retrieves and executes
the instructions. The instructions received by the main
memory 1606 may optionally be stored on the storage
device 1610 either before or after execution by the proc-
essor 1604.

[0102] The processing system 1600 also includes a
communication interface 1618 coupled to the bus 1602.
The communication interface 1618 provides a two-way
data communication coupling to a network link 1620 that
is connected to a local network 1622. For example, the
communication interface 1618 may be an integrated
services digital network (ISDN) card to provide a data
communication. As anotherexample, the communication
interface 1618 may be a local area network (LAN) card
to provide a data communication connection to a com-
patible LAN. Wireless links may also be implemented. In
any such implementation, the communication interface
1618 sends and receives electrical, electromagnetic or
optical signals that carry data streams representing var-
ious types of information.

[0103] The network link 1620 typically provides data
communication through one or more networks to other
devices. For example, the network link 1620 may provide
a connection through local network 1622 to a host com-
puter 1624 orto equipment 1626. The data streams trans-
ported over the network link 1620 can comprise electrical,
electromagnetic or optical signals. The signals through
the various networks and the signals on the network link
1620 and through the communication interface 1618,
which carry data to and from the processing system 1600,
are exemplary forms of carrier waves transporting the
information. The processing system 1600 can send mes-
sages and receive data, including program code, through
the network(s), the network link 1620, and the commu-
nication interface 1618.

[0104] As used in this specification, the term "image"
is not limited to an image that is displayed, and may refer
to an image that is displayed or not displayed (e.g., an
image in data or digital form that is stored). Similarly, as
used in this specification, the term "graphical element"
or any of other similar terms, such as "graphical identifi-
er", may refertoan item thatis displayed or notdisplayed.
The item may be a computational element, an equation
representing the graphical element / identifier, one or
more geometric parameters associated with the graphi-
cal element / identifier.

[0105] In addition, as used in this specification, the
term "model" may refer to one or more algorithms, one
or more equations, one or more processing applications,
one or more variables, one or more criteria, one or more
parameters, or any combination of two or more of the
foregoing.

[0106] Furthermore, as used in this specification, the
phrase "determine whether the driver is engaged with a
driving task or not", or any of other similar phrases, do
not necessarily require both (1) "driver is engaged with
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adriving task" and (2) "driver is not engaged with a driving
task" to be possible determination outcomes. Rather,
such phrase and similar phases are intended to cover
(1) "driver is engaged with a driving task" as a possible
determination outcome, or (2) "driver is not engaged with
a driving task" as a possible determination outcome, or
(3) both "driver is engaged with a driving task" and "driver
is not engaged with a driving task" to be possible deter-
mination outcomes. Also, the above phrase and other
similar phrases do not exclude other determination out-
comes, such as an outcome indicating that a state of the
driver is unknown. For example, the above phrase or
other similar phrases cover an embodiment in which a
processing unit is configured to determine that (1) the
driver is engaged with a driving task, or (2) it is unknown
whether the driver is engaged with a driving task, as two
possible processing outcomes (because the first part of
the phrase mentions the determination outcome (1)). As
another example, the above phrase or other similar
phrases cover an embodimentin which a processing unit
is configured to determine that (1) the driver is not en-
gaged with a driving task, or (2) it is unknown whether
the driver is not engaged with a driving task, as two pos-
sible processing outcomes (because the later part of the
phrase mentions the determination outcome (2)).
[0107] Also, as used in this specification, the term "sig-
nal" may refer to one or more signals. By means of non-
limiting examples, a signal may include one or more data,
one or more information, one or more signal values, one
or more discrete values, etc.

[0108] Although particular features have been shown
and described, it will be understood that they are not in-
tended to limit the claimed invention, and it will be made
obvious to those skilled in the art that various changes
and modifications may be made without departing from
the spirit and scope of the claimed invention. The spec-
ification and drawings are, accordingly to be regarded in
an illustrative rather than restrictive sense. The claimed
invention is intended to cover all alternatives, modifica-
tions and equivalents.

Claims
1. An apparatus comprising:

acamera configured to view a driver of a vehicle;
and

aprocessing unit configured toreceive animage
of the driver from the camera;

wherein the processing unit is configured to
process the image of the driver to determine
whether the driver is engaged with a driving task
or not; and

wherein the processing unit is configured to de-
termine whether the driver is engaged with the
driving task or not based on a pose of the driver
as it appears in the image without a need to de-
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termine a gaze direction of an eye of the driver.

2. The apparatus of claim 1, wherein the processing
unit is configured to attempt to determine the gaze
direction;

wherein the processing unit is configured to use
a neural network model to determine one or
more pose classifications for the driver; and
wherein the processing unit is configured to de-
termine whether the driver is engaged with the
driving task or not based on the one or more
pose classifications for the driver if the gaze di-
rection cannot be determined.

3. The apparatus of claim 1, further comprising a non-
transitory medium storing a model, wherein the
processing unit is configured to process the image
ofthe drive based on the model to determine whether
the driver is engaged with the driving task or not.

4. The apparatus of claim 3, wherein the model com-
prises a neural network model.

5. The apparatus of claim 4, further comprising a com-
munication unit configured to obtain the neural net-
work model.

6. The apparatus of claim 4, wherein the neural network
model is trained based on images of other drivers.

7. The apparatus of claim 1, wherein the processing
unit is configured to determine metric values for mul-
tiple respective pose classifications, and wherein the
processing unit is configured to determine whether
the driver is engaged with the driving task or not
based on one or more of the metric values.

8. The apparatus of claim 7, wherein the pose classifi-
cations comprise two or more of:

looking-down pose, looking-up pose, looking-
left pose, looking-right pose, cellphone-using
pose,

smoking pose, holding-object pose,
hand(s)-not-on-the wheel pose, not-wearing-
seatbelt pose,

eye(s)-closed pose, looking-straight pose, one-
hand-on-wheel pose, and two-hands-on-wheel
pose.

9. The apparatus of claim 7, wherein the processing
unit is configured to compare the metric values with
respective thresholds for the respective pose clas-
sifications.

10. The apparatus of claim 9, wherein the processing
unit is configured to determine the driver as belong-
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ing to one of the pose classifications if the corre-
sponding one of the metric values meets or surpass-
es the corresponding one of the thresholds.

The apparatus of claim 9, wherein the processing
unitis configured to determine the driver as engaged
with the driving task or not if one or more of the metric
values meet or surpass the corresponding one or
more of the thresholds.

The apparatus of claim 11, wherein the apparatus
further comprises an additional camera configured
to view an environment outside the vehicle;

wherein the processing unit is configured to
process one or more images from the additional
camera to obtain an output; and

wherein the processing unit is configured to ad-
just one or more of the thresholds based on the
output.

The apparatus of claim 1, wherein the processing
unit is also configured to process the image to de-
termine whether a face of the driver can be detected
or not, and wherein the processing unitis configured
to process the image of the driver to determine
whether the driver is engaged with the driving task
or not if the face of the driver is detected from the
image.

The apparatus of claim 1, wherein the processing
unit is also configured to process the image to de-
termine whether an eye of the driver is closed or not.

The apparatus of claim 1, wherein the processing
unit is also configured to determine the gaze direc-
tion, and to determine whether the driver is engaged
with the driving task or not based on the gaze direc-
tion.

The apparatus of claim 1, wherein the processing
unit is also configured to determine a collision risk
based on whether the driver is engaged with the driv-
ing task or not.

The apparatus of claim 1, wherein the camera and
the processing unit are integrated as parts of an af-
termarket device for the vehicle.

The apparatus of claim 17, further comprising an ad-
ditional camera configured to view an environment
outside the vehicle, wherein the additional camera
is a part of the aftermarket device.
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