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SAMPLE ADAPTIVE OFFSET ( SAO ) 
PARAMETER SIGNALING 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

cause visual impairments or artifacts . To help reduce such 
artifacts in decompressed video , the emerging HEVC stan 
dard defines three in - loop filters : a deblocking filter to 
reduce blocking artifacts , a sample adaptive offset filter 
( SAO ) to reduce distortion caused by intensity shift , and an 
adaptive loop filter ( ALF ) to minimize the mean squared 
error ( MSE ) between reconstructed video and original 
video . These filters may be applied sequentially , and , 
depending on the configuration , the SAO and ALF loop 
filters may be applied to the output of the deblocking filter . 

SUMMARY 

[ 0001 ] This application is a continuation of U.S. patent 
application Ser . No. 16 / 741,611 , filed Jan. 13 , 2020 , which 
is a continuation of U.S. patent application Ser . No. 16/056 , 
215 , filed Aug. 6 , 2018 , ( now U.S. Pat . No. 10,536,722 ) , 
which is a continuation of U.S. patent application Ser . No. 
13 / 593,973 filed Aug. 24 , 2012 , ( now U.S. Pat . No. 10,070 , 
152 ) , which claims the benefit of U.S. Provisional Patent 
Application No. 61 / 526,931 , filed Aug. 24 , 2011 , and U.S. 
Provisional Patent Application No. 61 / 577,969 , filed Dec. 
20 , 2011 , both of which are incorporated herein by reference 
in their entirety . This application is related to application Ser . 
No. 14 / 338,693 , filed Jul . 23 , 2014 ( now U.S. Pat . No. 
8,923,407 ) which is incorporated herein by reference in its 
entirety . 

BACKGROUND OF THE INVENTION 

Field of the Invention 
[ 0002 ] Embodiments of the present invention generally 
relate to sample adaptive offset ( SAO ) parameter signaling 
in video coding . 

Description of the Related Art 

[ 0005 ] Embodiments of the present invention relate to 
methods , apparatus , and computer readable media for 
sample adaptive offset ( SAO ) filtering and SAO parameter 
signaling . In one aspect , a method for sample adaptive offset 
( SAO ) filtering and SAO parameter signaling in a video 
encoder is provided that includes determining SAO param 
eters for largest coding units ( LCUs ) of a reconstructed 
picture , wherein the SAO parameters include an indicator of 
an SAO filter type and a plurality of SAO offsets , applying 
SAO filtering to the reconstructed picture according to the 
SAO parameters , and entropy encoding LCU specific SAO 
information for each LCU of the reconstructed picture in an 
encoded video bit stream , wherein the encoded LCU specific 
SAO information for the LCUs is interleaved with entropy 
encoded data for the LCUs in the encoded video bit stream . 
Determining SAO parameters may include determining the 
LCU specific SAO information to be entropy encoded for 
each LCU according to an SAO prediction protocol . 
[ 0006 ] In one aspect , a method for sample adaptive offset 
( SAO ) filtering in a video decoder is provided that includes 
entropy decoding LCU specific SAO information for an 
LCU from an encoded video bit stream , determining SAO 
parameters for the LCU from the LCU specific SAO infor 
mation , and applying SAO filtering to the reconstructed 
picture according to the SAO parameters , wherein encoded 
LCU specific SAO information for LCUs of a picture is 
interleaved with entropy encoded data for the LCUs in the 
encoded video bit stream . Determining SAO parameters 
may include determining values of the SAO parameters 
from the LCU specific SAO information for the LCU 
according to an SAO prediction protocol . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0003 ] The Joint Collaborative Team on Video Coding 
( ICT - VC ) of ITU - T WP3 / 16 and ISO / IEC JTC 1 / SC 29 / WG 
11 is currently developing the next - generation video coding 
standard referred to as High Efficiency Video Coding 
( HEVC ) . Similar to previous video coding standards such as 
H.264 / AVC , HEVC is based on a hybrid coding scheme 
using block - based prediction and transform coding . First , 
the input signal is split into rectangular blocks that are 
predicted from the previously decoded data by either motion 
compensated ( inter ) prediction or intra prediction . The 
resulting prediction error is coded by applying block trans 
forms based on an integer approximation of the discrete 
cosine transform , which is followed by quantization and 
coding of the transform coefficients . While H.264 / AVC 
divides a picture into fixed size macroblocks of 16x16 
samples , HEVC divides a picture into largest coding units 
( LCUs ) , of 16x16 , 32x32 or 64x64 samples . The LCUs may 
be further divided into smaller blocks , i.e. , coding units 
( CU ) , using a quad - tree structure . A CU may be split further 
into prediction units ( PUs ) and transform units ( TUS ) . The 
size of the transforms used in prediction error coding can 
vary from 4x4 to 32x32 samples , thus allowing larger 
transforms than in H.264 / AVC , which uses 4x4 and 8x8 
transforms . As the optimal size of the above mentioned 
blocks typically depends on the picture content , the recon 
structed picture is composed of blocks of various sizes , each 
block being coded using an individual prediction mode and 
the prediction error transform . 
[ 0004 ] In a coding scheme that uses block - based predic 
tion , transform coding , and quantization , some characteris 
tics of the compressed video data may differ from the 
original video data . For example , discontinuities referred to 
as blocking artifacts can occur in the reconstructed signal at 
block boundaries . Further , the intensity of the compressed 
video data may be shifted . Such intensity shift may also 

[ 0007 ] Particular embodiments will now be described , by 
way of example only , and with reference to the accompa 
nying drawings : 
[ 0008 ] FIG . 1 illustrates band offset ( BO ) classification in 
sample adaptive offset ( SAO ) filtering ; 
[ 0009 ] FIG . 2A illustrates edge offset ( EO ) classification 
patterns in SAO filtering ; 
[ 0010 ] FIG . 2B illustrates edge types by EO category ; 
[ 0011 ] FIG . 3 is an example of prior art signaling of slice 
based SAO parameter signaling ; 
[ 0012 ] FIG . 4 is an example of largest coding unit ( LCU ) 
based SAO parameter signaling ; 
[ 0013 ] FIG . 5 is a block diagram of a digital system ; 
[ 0014 ] FIG . 6 is a block diagram of a video encoder ; 
[ 0015 ] FIG . 7 is a block diagram of the in - loop filter 
component of the video encoder ; 
[ 0016 ] FIG . 8 is a block diagram of a video decoder ; 
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[ 0017 ] FIG . 9 is a block diagram of the in - loop filter 
component of the video decoder ; 
[ 0018 ] FIG . 10 is a flow diagram of a method for SAO 
signaling in an encoder ; 
[ 0019 ) FIG . 11 is an example of spatially neighboring 
LCUs for SAO parameter prediction ; 
[ 0020 ] FIG . 12 is a flow diagram of a method for SAO 
filtering in a decoder ; and 
[ 0021 ] FIG . 13 is a block diagram of an illustrative digital 
system . 

DETAILED DESCRIPTION OF EMBODIMENTS 
OF THE INVENTION 

[ 0022 ] Specific embodiments of the invention will now be 
described in detail with reference to the accompanying 
figures . Like elements in the various figures are denoted by 
like reference numerals for consistency . 
[ 0023 ] As used herein , the term “ picture ” may refer to a 
frame or a field of a frame . A frame is a complete image 
captured during a known time interval . For convenience of 
description , embodiments are described herein in reference 
to HEVC . One of ordinary skill in the art will understand 
that embodiments of the invention are not limited to HEVC . 
In HEVC , a largest coding unit ( LCU ) is the base unit used 
for block - based coding . A picture is divided into non 
overlapping LCUs . That is , an LCU plays a similar role in 
coding as the macroblock of H.264 / AVC , but it may be 
larger , e.g. , 32x32 , 64x64 , etc. An LCU may be partitioned 
into coding units ( CU ) . A CU is a block of pixels within an 
LCU and the CUs within an LCU may be of different sizes . 
The partitioning is a recursive quadtree partitioning . The 
quadtree is split according to various criteria until a leaf is 
reached , which is referred to as the coding node or coding 
unit . The maximum hierarchical depth of the quadtree is 
determined by the size of the smallest CU ( SCU ) permitted . 
The coding node is the root node of two trees , a prediction 
tree and a transform tree . A prediction tree specifies the 
position and size of prediction units ( PU ) for a coding unit . 
A transform tree specifies the position and size of transform 
units ( TU ) for a coding unit . A transform unit may not 
larger than a coding unit and the size of a transform unit may 
be 4x4 , 8x8 , 16x16 , and 32x32 . The sizes of the transforms 
units and prediction units for a CU are determined by the 
video encoder during prediction based on minimization of 
rate / distortion costs . 
[ 0024 ] Various versions of HEVC are described in the 
following documents , which are incorporated by reference 
herein : T. Wiegand , et al . , “ WD3 : Working Draft 3 of 
High - Efficiency Video Coding , " JCTVC - E603 , Joint Col 
laborative Team on Video Coding ( JCT - VC ) of ITU - T SG16 
WP3 and ISO / IEC JTC1 / SC29 / WG11 , Geneva , CH , March 
16-23 , 2011 ( “ WD3 ” ) , B. Bross , et al . , “ WD4 : Working 
Draft 4 of High - Efficiency Video Coding , ” JCTVC - F803_ 
d6 , Joint Collaborative Team on Video Coding ( JCT - VC ) of 
ITU - T SG16 WP3 and ISO / IEC JTC1 / SC29 / WG11 , Torino , 
IT , Jul . 14-22 , 2011 ( “ WD4 ” ) , B. Bross . et al . , “ WD5 : 
Working Draft 5 of High - Efficiency Video Coding , ” 
JCTVC - G1103_d9 , Joint Collaborative Team on Video Cod 
ing ( ICT - VC ) of ITU - T SG16 WP3 and ISO / IEC JTC1 / 
SC29 / WG11 , Geneva , CH , Nov. 21-30 , 2011 ( “ WD5 % ) , B. 
Bross , et al . , “ High Efficiency Video Coding ( HEVC ) Text 
Specification Draft 6 , " JCTVC - H1003 , Joint Collaborative 
Team on Video Coding ( ICT - VC ) of ITU - T SG16 WP3 and 
ISO / IEC JTC1 / SC29 / WG1 , Geneva , CH , Nov. 21-30 , 2011 

( “ HEVC Draft 6 ” ) , B. Bross , et al . , “ High Efficiency Video 
Coding ( HEVC ) Text Specification Draft 7 , ” JCTVC - 11003_ 
do , Joint Collaborative Team on Video Coding ( JCT - VC ) of 
ITU - T SG16 WP3 and ISO / IEC JTC1 / SC29 / WG1 , Geneva , 
CH , April 17 - May 7 , 2012 ( “ HEVC Draft 7 ' ' ) , and B. Bross , 
et al . , " High Efficiency Video Coding ( HEVC ) Text Speci 
fication Draft 8 , ” JCTVC - J1003_d7 , Joint Collaborative 
Team on Video Coding ( JCT - VC ) of ITU - T SG16 WP3 and 
ISO / IEC JTC1 / SC29 / WG1 , Stockholm , SE , Jul . 11-20 , 
2012 ( “ HEVC Draft 8 ” ) . 
[ 0025 ] As previously mentioned , a sample adaptive offset 
( SAO ) in - loop filter is one of the in - loop filters included in 
the emerging HEVC standard . These in - loop filters are 
applied in the encoder and the decoder . SAO may be applied 
to reconstructed pixels after application of a deblocking 
filter . In general , SAO involves adding an offset to compen 
sate for intensity shift directly to a reconstructed pixel . The 
value of the offset depends on the local characteristics 
surrounding the pixel , i.e. , edge direction / shape and / or pixel 
intensity level . There are two techniques used for determin 
ing offset values : band offset ( BO ) and edge offset ( EO ) . In 
previous HEVC specifications , e.g. , WD4 and WD5 , for 
purposes of SAO , seven SAO filter types are defined : two 
types of BO , four types of EO , and one type for no SAO . 
These types are described in more detail below . 
[ 0026 ] The encoder divides a reconstructed picture into 
LCU - aligned regions according to a top - down quadtree 
partitioning and decides which of the SAO filter types is to 
be used for each region . Each region in a partitioning 
contains one or more LCUs . More specifically , the encoder 
decides the best LCU quadtree partitioning and the SAO 
filter type and associated offsets for each region based on a 
rate distortion technique that estimates the coding cost 
resulting from the use of each SAO filter type . For each 
possible region partitioning , the encoder estimates the cod 
ing costs of the SAO parameters , e.g. , the SAO filter type 
and SAO offsets , resulting from using each of the predefined 
SAO filter types for each region , selects the SAO filter type 
with the lowest cost for the region , and estimates an aggre 
gate coding cost for the partitioning from the region coding 
costs . The partitioning with the lowest aggregate cost is 
selected for the picture . 
[ 0027 ] For BO , the pixels of a region are classified into 
multiple bands where each band contains pixels in the same 
intensity interval . That is , the intensity range is equally 
divided into 32 bands from zero to the maximum intensity 
value ( e.g. , 255 for 8 - bit pixels ) . Based on the observation 
that an offset tends to become zero when the number of 
pixels in a band is large , especially for central bands , the 32 
bands are divided into two groups , the central 16 bands and 
two side bands as shown in FIG . 1. Each pixel in a region 
is classified according to its intensity into one of two 
categories : the side band group or the central band group . 
The five most significant bits of a pixel are used as the band 
index for purposes of classification . An offset is also deter 
mined for each band of the central group and each band of 
the side band group . The offset for a band may be computed 
as an average of the differences between the original pixel 
values and the reconstructed pixel values of the pixels in the 
region classified into the band . 
[ 0028 ] For EO , pixels in a region are classified based on 
a one dimensional ( 1 - D ) delta calculation . That is , the pixels 
can be filtered in one of four edge directions ( 0 , 90 , 135 , and 
45 ) as shown in FIG . 2A . For each edge direction , a pixel is 
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TABLE 2 

sao_type_idx NumSaoCategory Edge type 

NO 1 
2 
3 
4 
5 
6 

0 
4 
4 
4 
4 

16 
16 

Not applied 
1D 0 - degree edge 
1D 90 - degree edge 
1D 135 - degree edge 
1D 45 - degree edge 
Central band 
Side band 

classified into one of five categories based on the intensity 
of the pixel relative to neighboring pixels in the edge 
direction . Categories 1-4 each represent specific edge shapes 
as shown in FIG . 2B while category 0 is indicative that none 
of these edge shapes applies . Offsets for each of categories 
1-4 are also computed after the pixels are classified . 
[ 0029 ] More specifically , for each edge direction , a cat 
egory number c for a pixel is computed as c = sign ( p0 - p1 ) + 
sign ( p0 - p2 ) where po is the pixel and pl and p2 are 
neighboring pixels as shown in FIG . 2A . The edge condi 
tions that result in classifying a pixel into a category are 
shown in Table 1 and are also illustrated in FIG . 2B . After 
the pixels are classified , offsets are generated for each of 
categories 1-4 . The offset for a category may be computed 
as an average of the differences between the original pixel 
values and the reconstructed pixel values of the pixels in the 
region classified into the category . 

TABLE 1 

Category Condition 

1 
2 

3 

po < pl and pop2 
( po < pl and p0 = p2 ) or 
( po < p2 and po = pl ) 
( p0 > pl and p0 = p2 ) or 
( po > p2 and po = pl ) 
po > pl and po > p2 
none of above 

4 . 

[ 0030 ] Once the partitioning of the LCUs into regions and 
the SAO filter type and offsets for each region are deter 
mined , the encoder applies the selected SAO offsets to the 
reconstructed picture according to the selected LCU parti 
tioning and selected SAO filter types for each region in the 
partitioning . The offsets are applied as follows . If SO type 0 
is selected for a region , no offset is applied . If one of SAO 
filter types 1-4 is selected for a region , for each pixel in the 
region , the category of the pixel ( see Table 1 ) is determined 
as previously described and the offset for that category is 
added to the pixel . If the pixel is in category 0 , no offset is 
added . 

[ 0033 ] In a decoder , the SAO parameters for a slice are 
decoded , and SAO filtering is applied according to the 
parameters . That is , the decoder applies SAO offsets to the 
LCUs in the slice according to the signaled region partition 
ing for the picture and the signaled SAO filter type and 
offsets for each of the regions . The offsets for a given region 
are applied in the same way as previously described for the 
encoder . 
[ 0034 ] As illustrated in FIG . 3 , the SAO parameters for 
LCUs in a picture are encoded in the slice header ; thus , in 
a decoder , a delay in LCU processing is incurred as all data 
for SAO of LCUs in an entire picture has to be decoded and 
stored before processing of the LCU data in the slice data 
can begin . Moreover , the decoded SAO parameters for the 
entire picture have to be stored before LCU decoding is 
started , which may increase the memory requirements in a 
decoder . Encoding the SAO parameters in the slice header 
also causes a delay in processing in the encoder since the 
encoder cannot complete the SAO parameter portion of the 
slice header until after the SAO parameters for a picture are 
determined . 
[ 0035 ] Embodiments of the invention provide alternative 
techniques for signaling of SAO parameters . In some 
embodiments , rather than signaling the SAO parameters on 
a slice basis , which requires signaling of the LCU region 
partition information for each picture , the needed SAO 
information is signaled for each LCU . This eliminates the 
need to signal the region partitioning of a picture . Further , as 
shown in the example of FIG . 4 , the SAO information for 
each LCU is interleaved with the LCU data rather than being 
encoded in the slice header . In some embodiments , the SAO 
information for an LCU may immediately precede the LCU 
data in the encoded bit stream as shown in FIG . 4. In some 
embodiments , the SAO information may immediately fol 
low the LCU data in the encoded bit stream . 
[ 0036 ] Further , in some embodiments , rather than directly 
encoding the values of the LCU SAO parameters in the LCU 
SAO information in the bit stream , the values of some or all 
of the SAO parameters may be predicted according to an 
agreed upon prediction protocol between the encoder and 
the decoder and one or more prediction indicators encoded 
in the LCU SAO information in lieu of the actual values to 
reduce the number of bits to be encoded . In essence , 
depending on the prediction protocol , one or more predic 
tion indicators indicate to the decoder how an actual param 
eter value ( or more than one actual parameter value ) is to be 
determined . 
[ 0037 ] As used herein in describing various embodiments , 
the term “ SAO parameters ” refers to parameters of an SAO 
implementation that together indicate the type of filtering to 
be applied , i.e. , BO or EO , the offset values to be used , and 
any other information needed in order to apply the offset 
values . SAO may be implemented in different ways and the 
number of parameters and the semantics of the parameters 

[ 0031 ] If one of the two BO SAO filter types , i.e. , SAO 
filter types 5 and 6 , is selected for a region , for each pixel in 
the region , the band of the pixel is determined as previously 
described . If the pixel is in one of the bands for the SAO 
filter type , i.e. , one of the central bands for SAO filter type 
5 or one of the side bands for SAO filter type 6 , the offset 
for that band is added to the pixel ; otherwise , the pixel is not 
changed . 
[ 0032 ] Further , for each picture , the encoder signals SAO 
parameters such as the LCU region partitioning for SAO , the 
SAO filter type for each LCU region , and the offsets for each 
LCU region in the encoded bit stream . Table 2 shows the 
SAO filter types ( sao_type_idx ) and the number of SAO 
offsets ( NumSaoCategory ) that are signaled for each filter 
type . Note that as many as sixteen offsets may be signaled 
for a region . For SAO filter types 1-4 , the four offsets are 
signaled in category order ( see Table 1 ) . For SAO filter types 
5 and 6 , the 16 offsets are signaled in band order ( lowest to 
highest ) . 
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are defined by the implementation . For example , in the SAO 
previously described herein , the parameters are a filter type 
and the offset values for that filter type . Further , the seman 
tics of the filter type parameter are such that edge direction 
is communicated for EO type filtering and the bands to 
which offsets are to be applied are communicated for BO 
type filtering ( see Table 2 ) . In addition , the semantics of the 
filter type parameter also communicate the number of off 
sets . 
[ 0038 ] In another example , the parameters of the SAO in 
HEVC Draft 8 are as follows : 1 ) a filter type that is O if no 
SAO is to be applied , 1 for BO type filtering , and 2 for EO 
type filtering ; 2 ) four offset values that are the absolute 
values of the actual offset values ; 3 ) the signs of each 
non - zero offset value ( for BO type filtering ) ; 4 ) a band 
position ( for BO type filtering ) indicating the left - most band 
of four consecutive bands where the offsets are to be applied ; 
and 5 ) an EO class ( for EO type filtering ) that indicates the 
edge direction ( See Table 3 ) . The signs for the offset values 
for EO type filtering are inferred from the category , i.e. , plus 
for categories 1 and 2 , and minus for categories 3 and 4 . 

TABLE 3 

EO Class Edge Direction 
0 

?? ?? ??? 

1D 0 - degree edge offset 
1D 90 - degree edge offset 
1D 135 - degree edge offset 
1D 45 - degree edge offset 

[ 0039 ] Unless otherwise explicitly stated herein , embodi 
ments of the invention are not limited to any particular SAO 
parameter set / SAO implementation . 
[ 0040 ] As used herein in describing various embodiments , 
the term “ SAO information ” refers to the data that is 
encoded in the video bit stream to communicate the SAO 
parameters to a decoder . The “ SAO information ” may be 
different in different embodiments . For example , SAO infor 
mation may be the directly encoded SAO parameters , one or 
more prediction indicators , or a combination there of . 
[ 0041 ] FIG . 5 shows a block diagram of a digital system 
that includes a source digital system 500 that transmits 
encoded video sequences to a destination digital system 502 
via a communication channel 516. The source digital system 
500 includes a video capture component 504 , a video 
encoder component 506 , and a transmitter component 508 . 
The video capture component 504 is configured to provide 
a video sequence to be encoded by the video encoder 
component 506. The video capture component 504 may be , 
for example , a video camera , a video archive , or a video feed 
from a video content provider . In some embodiments , the 
video capture component 504 may generate computer graph 
ics as the video sequence , or a combination of live video , 
archived video , and / or computer - generated video . 
[ 0042 ] The video encoder component 506 receives a video 
sequence from the video capture component 504 and 
encodes it for transmission by the transmitter component 
508. The video encoder component 506 receives the video 
sequence from the video capture component 504 as a 
sequence of pictures , divides the pictures into largest coding 
units ( LCUs ) , and encodes the video data in the LCUs . The 
video encoder component 506 may be configured to perform 
SAO filtering and SAO parameter signaling during the 
encoding process as described herein . An embodiment of the 

video encoder component 506 is described in more detail 
herein in reference to FIG . 6 . 
[ 0043 ] The transmitter component 508 transmits the 
encoded video data to the destination digital system 502 via 
the communication channel 516. The communication chan 
nel 516 may be any communication medium , or combina 
tion of communication media suitable for transmission of 
the encoded video sequence , such as , for example , wired or 
wireless communication media , a local area network , or a 
wide area network . 
[ 0044 ] The destination digital system 502 includes a 
receiver component 510 , a video decoder component 512 
and a display component 514. The receiver component 510 
receives the encoded video data from the source digital 
system 500 via the communication channel 516 and pro 
vides the encoded video data to the video decoder compo 
nent 512 for decoding . The video decoder component 512 
reverses the encoding process performed by the video 
encoder component 506 to reconstruct the LCUs of the 
video sequence . The video decoder component 512 may be 
configured to perform SAO filtering during the decoding 
process as described herein . An embodiment of the video 
decoder component 512 is described in more detail below in 
reference to FIG . 8 . 
[ 0045 ] The reconstructed video sequence is displayed on 
the display component 514. The display component 514 may 
be any suitable display device such as , for example , a plasma 
display , a liquid crystal display ( LCD ) , a light emitting diode 
( LED ) display , etc. 
[ 0046 ] In some embodiments , the source digital system 
500 may also include a receiver component and a video 
decoder component and / or the destination digital system 502 
may include a transmitter component and a video encoder 
component for transmission of video sequences both direc 
tions for video steaming , video broadcasting , and video 
telephony . Further , the video encoder component 506 and 
the video decoder component 512 may perform encoding 
and decoding in accordance with one or more video com 
pression standards . The video encoder component 506 and 
the video decoder component 512 may be implemented in 
any suitable combination of software , firmware , and hard 
ware , such as , for example , one or more digital signal 
processors ( DSPs ) , microprocessors , discrete logic , applica 
tion specific integrated circuits ( ASICs ) , field - program 
mable gate arrays ( FPGAs ) , etc. 
[ 0047 ] FIG . 6 shows a block diagram of the LCU pro 
cessing portion of an example video encoder . A coding 
control component ( not shown ) sequences the various opera 
tions of the LCU processing , i.e. , the coding control com 
ponent runs the main control loop for video encoding . The 
coding control component receives a digital video sequence 
and performs any processing on the input video sequence 
that is to be done at the picture level , such as determining the 
coding type ( I , P , or B ) of a picture based on the high level 
coding structure , e.g. , IPPP , IBBP , hierarchical - B , and divid 
ing a picture into LCUs for further processing . 
[ 0048 ] In addition , for pipelined architectures in which 
multiple LCUs may be processed concurrently in different 
components of the LCU processing , the coding control 
component controls the processing of the LCUs by various 
components of the LCU processing in a pipeline fashion . For 
example , in many embedded systems supporting video 
processing , there may be one master processor and one or 
more slave processing modules , e.g. , hardware accelerators . 
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The master processor operates as the coding control com 
ponent and runs the main control loop for video encoding , 
and the slave processing modules are employed to off load 
certain compute - intensive tasks of video encoding such as 
motion estimation , motion compensation , intra prediction 
mode estimation , transformation and quantization , entropy 
coding , and loop filtering . The slave processing modules are 
controlled in a pipeline fashion by the master processor such 
that the slave processing modules operate on different LCUS 
of a picture at any given time . That is , the slave processing 
modules are executed in parallel , each processing its respec 
tive LCU while data movement from one processor to 
another is serial . 
[ 0049 ] The LCU processing receives LCUs of the input 
video sequence from the coding control component and 
encodes the LCUs under the control of the coding control 
component to generate the compressed video stream . The 
LCUs in each picture are processed in row order . The CUS 
in the CU structure of an LCU may be processed by the LCU 
processing in a depth - first Z - scan order . The LCUS 600 from 
the coding control unit are provided as one input of a motion 
estimation component 620 , as one input of an intra - predic 
tion component 624 , and to a positive input of a combiner 
602 ( e.g. , adder or subtractor or the like ) . Further , although 
not specifically shown , the prediction mode of each picture 
as selected by the coding control component is provided to 
a mode selector component and the entropy encoder 634 . 
[ 0050 ] The storage component 618 provides reference 
data to the motion estimation component 620 and to the 
motion compensation component 622. The reference data 
may include one or more previously encoded and decoded 
pictures , i.e. , reference pictures . 
[ 0051 ] The motion estimation component 620 provides 
motion data information to the motion compensation com 
ponent 622 and the entropy encoder 634. More specifically , 
the motion estimation component 620 performs tests on CUS 
in an LCU based on multiple inter - prediction modes ( e.g. , 
skip mode , merge mode , and normal or direct inter - predic 
tion ) , PU sizes , and TU sizes using reference picture data 
from storage 618 to choose the best CU partitioning , PU / TU 
partitioning , inter - prediction modes , motion vectors , etc. 
based on a rate distortion coding cost . To perform the tests , 
the motion estimation component 620 may divide an LCU 
into CUs according to the maximum hierarchical depth of 
the quadtree , and divide each CU into PUs according to the 
unit sizes of the inter - prediction modes and into TUs accord 
ing to the transform unit sizes , and calculate the coding costs 
for each PU size , prediction mode , and transform unit size 
for each CU . 
[ 0052 ] The motion estimation component 620 provides 
the motion vector ( MV ) or vectors and the prediction mode 
for each PU in the selected CU partitioning to the motion 
compensation component 622 and the selected CU / PU / TU 
partitioning with corresponding motion vector ( s ) , reference 
picture index ( indices ) , and prediction direction ( s ) ( if any ) to 
the entropy encoder 634 . 
[ 0053 ] The motion compensation component 622 provides 
motion compensated inter - prediction information to the 
mode decision component 626 that includes motion com 
pensated inter - predicted PUs , the selected inter - prediction 
modes for the inter - predicted PUs , and corresponding TU 
sizes for the selected CU partitioning . The coding costs of 
the inter - predicted CUs are also provided to the mode 
decision component 626 . 

[ 0054 ] The intra - prediction component 624 provides intra 
prediction information to the mode decision component 626 
and the entropy encoder 634. More specifically , the intra 
prediction component 624 performs intra - prediction in 
which tests on CUs in an LCU based on multiple intra 
prediction modes , PU sizes , and TU sizes are performed 
using reconstructed data from previously encoded neighbor 
ing CUs stored in the buffer 628 to choose the best CU 
partitioning , PU / TU partitioning , and intra - prediction modes 
based on a rate distortion coding cost . To perform the tests , 
the intra - prediction component 624 may divide an LCU into 
CUs according to the maximum hierarchical depth of the 
quadtree , and divide each CU into PUs according to the unit 
sizes of the intra - prediction modes and into TUs according 
to the transform unit sizes , and calculate the coding costs for 
each PU size , prediction mode , and transform unit size for 
each PU . The intra - prediction information provided to the 
mode decision component 626 includes the intra - predicted 
PUs , the selected intra - prediction modes for the PUs , and the 
corresponding TU sizes for the selected CU partitioning . 
The coding costs of the intra - predicted CUs are also pro 
vided to the mode decision component 626. The intra 
prediction information provided to the entropy encoder 634 
includes the selected CU / PU / TU partitioning with corre 
sponding intra - prediction modes . 
[ 0055 ] The mode decision component 626 selects between 
intra - prediction of a CU and inter - prediction of a CU based 
on the intra - prediction coding cost of the CU from the 
intra - prediction component 624 , the inter - prediction coding 
cost of the CU from the inter - prediction component 620 , and 
the picture prediction mode provided by the mode selector 
component . Based on the decision as to whether a CU is to 
be intra- or inter - coded , the intra - predicted PUs or inter 
predicted PUs are selected , accordingly . 
[ 0056 ] The output of the mode decision component 626 , 
i.e. , the predicted PUs , is provided to a negative input of the 
combiner 602 and to a delay component 630. The associated 
transform unit size is also provided to the transform com 
ponent 604. The output of the delay component 630 is 
provided to another combiner ( i.e. , an adder ) 638. The 
combiner 602 subtracts each predicted PU from the original 
PU to provide residual PUs to the transform component 604 . 
Each resulting residual PU is a set of pixel difference values 
that quantify differences between pixel values of the original 
PU and the predicted PU . The residual blocks of all the PUs 
of a CU form a residual CU block for the transform 
component 604 . 
[ 0057 ] The transform component 604 performs block 
transforms on the residual CU to convert the residual pixel 
values to transform coefficients and provides the transform 
coefficients to a quantize component 606. More specifically , 
the transform component 604 receives the transform unit 
sizes for the residual CU and applies transforms of the 
specified sizes to the CU to generate transform coefficients . 
[ 0058 ] The quantize component 606 quantizes the trans 
form coefficients based on quantization parameters ( QPs ) 
and quantization matrices provided by the coding control 
component and the transform sizes . The quantized transform 
coefficients are taken out of their scan ordering by a scan 
component 608 and arranged sequentially for entropy cod 
ing . In essence , the coefficients are scanned backward in 
highest to lowest frequency order until a coefficient with a 
non - zero value is located . Once the first coefficient with a 
non - zero value is located , that coefficient and all remaining 
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coefficient values following the coefficient in the highest to 
lowest frequency scan order are serialized and passed to the 
entropy encoder 634 . 
[ 0059 ] The entropy encoder 634 entropy encodes the 
relevant data , i.e. , syntax elements , output by the various 
encoding components and the coding control component to 
generate the compressed video bit stream that is provided to 
a video buffer 636 for transmission or storage . The syntax 
elements are encoded according to the syntactical order 
specified in HEVC . This syntactical order specifies the order 
in which syntax elements should occur in a compressed 
video bit stream . Among the syntax elements that are 
encoded are flags indicating the CU / PU / TU partitioning of 
an LCU , the prediction modes for the CUs , and the ordered 
quantized transform coefficients for the CUs . The entropy 
encoder 634 also codes relevant data from the in - loop 
filtering component 616 such as the LCU specific SAO 
information for each LCU . The LCU SAO information is 
signaled on an LCU - by - LCU basis rather than all together in 
slice headers as in the prior art . In some embodiments , the 
SAO information for an LCU may immediately precede the 
LCU data in the encoded bit stream as shown in FIG . 4. In 
some embodiments , the SAO information may immediately 
follow the LCU data in the encoded bit stream . 
[ 0060 ] The LCU processing includes an embedded 
decoder . As any compliant decoder is expected to recon 
struct an image from a compressed bit stream , the embedded 
decoder provides the same utility to the video encoder . 
Knowledge of the reconstructed input allows the video 
encoder to transmit the appropriate residual energy to com 
pose subsequent pictures . To determine the reconstructed 
input , i.e. , reference data , the ordered quantized transform 
coefficients for a CU provided via the scan component 608 
are returned to their original post - transform arrangement by 
an inverse scan component 610 , the output of which is 
provided to a dequantize component 612 , which outputs a 
reconstructed version of the transform result from the trans 
form component 604 . 
[ 0061 ] The dequantized transform coefficients are pro 
vided to the inverse transform component 614 , which out 
puts estimated residual information representing a recon 
structed version of a residual CU . The inverse transform 
component 614 receives the transform unit size used to 
generate the transform coefficients and applies inverse trans 
form ( s ) of the specified size to the transform coefficients to 
reconstruct the residual values . 
[ 0062 ] The reconstructed residual CU is provided to the 
combiner 638. The combiner 638 adds the delayed selected 
CU to the reconstructed residual CU to generate a recon 
structed CU , which becomes part of reconstructed picture 
data . The reconstructed picture data is stored in a buffer 628 
for use by the intra - prediction component 624 and is pro 
vided to an in - loop filter component 616 . 
[ 0063 ] The in - loop filter component 616 applies various 
filters to the reconstructed picture data to improve the 
quality of the reference picture data used for encoding 
decoding of subsequent pictures . FIG . 7 shows the in - loop 
filter component 616 in more detail . The filters in the in - loop 
filter component 616 include a deblocking filter 704 and a 
sample adaptive offset filter ( SAO ) 706. The in - loop filter 
component 616 may apply these filters , for example , on an 
LCU - by - LCU basis . The two filters may be applied sequen 
tially as shown in FIG . 7. That is , the deblocking filter 704 
may be first applied to the reconstructed data . Then , the SAO 

706 may be applied to the deblocked reconstructed picture 
data . Referring again to FIG . 6 , the final filtered reference 
picture data is provided to storage component 618 . 
[ 0064 ] The deblocking filter 704 operates to smooth dis 
continuities at block boundaries , i.e. , TU and CU block 
boundaries , in a reconstructed picture . In general , for each 
LCU of the reconstructed picture , the SAO filter 706 deter 
mines the best offset values , i.e. , band offset values or edge 
offset values , to be added to pixels of that LCU to compen 
sate for intensity shift that may have occurred during the 
block based coding of the picture , applies the offset values 
to the reconstructed LCU , and determines the SAO infor 
mation to be encoded in the bit stream for the LCU . The 
operation of embodiments of the SAO filter 706 of the 
in - loop filter component 616 is described in more detail 
herein in reference to the method of FIG . 10 . 
[ 0065 ] FIG . 8 shows a block diagram of an example video 
decoder . The video decoder operates to reverse the encoding 
operations , i.e. , entropy coding , quantization , transforma 
tion , and prediction , performed by the video encoder of FIG . 
6 to regenerate the pictures of the original video sequence . 
In view of the above description of a video encoder , one of 
ordinary skill in the art will understand the functionality of 
components of the video decoder without detailed explana 
tion . 
[ 0066 ] The entropy decoding component 800 receives an 
entropy encoded ( compressed ) video bit stream and reverses 
the entropy coding to recover the encoded PUs and header 
information such as the prediction modes , the encoded CU 
and PU structures of the LCUs , and the LCU specific SAO 
information for each LCU . If the decoded prediction mode 
is an inter - prediction mode , the entropy decoder 800 then 
reconstructs the motion vector ( s ) as needed and provides the 
motion vector ( s ) to the motion compensation component 
810 . 
[ 0067 ] The inverse quantization component 802 de - quan 
tizes the quantized transform coefficients of the residual CU . 
The inverse transform component 804 transforms the fre 
quency domain data from the inverse quantization compo 
nent 802 back to the residual CU . That is , the inverse 
transform component 804 applies an inverse unit transform , 
i.e. , the inverse of the unit transform used for encoding , to 
the de - quantized residual coefficients to produce the residual 
CUs . 
[ 0068 ] A residual CU supplies one input of the addition 
component 806. The other input of the addition component 
806 comes from the mode switch 808. When an inter 
prediction mode is signaled in the encoded video stream , the 
mode switch 808 selects predicted PUs from the motion 
compensation component 810 and when an intra - prediction 
mode is signaled , the mode switch selects predicted PUs 
from the intra - prediction component 814 . 
[ 0069 ] The motion compensation component 810 receives 
reference data from storage 812 and applies the motion 
compensation computed by the encoder and transmitted in 
the encoded video bit stream to the reference data to 
generate a predicted PU . That is , the motion compensation 
component 810 uses the motion vector ( s ) from the entropy 
decoder 800 and the reference data to generate a predicted 
PU . 
[ 0070 ] The intra - prediction component 814 receives 
reconstructed samples from previously reconstructed PUs of 
a current picture from the buffer 807 and performs the 
intra - prediction computed by the encoder as signaled by an 
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intra - prediction mode transmitted in the encoded video bit 
stream using the reconstructed samples as needed to gener 
ate a predicted PU . 
[ 0071 ] The addition component 806 generates a recon 
structed CU by adding the predicted PUs selected by the 
mode switch 808 and the residual CU . The output of the 
addition component 806 , i.e. , the reconstructed CUs , sup 
plies the input of the in - loop filter component 816 and is also 
stored in the buffer 807 for use by the intra - prediction 
component 814 . 
[ 0072 ] The in - loop filter component 816 applies the same 
filters to the reconstructed picture data as the encoder , i.e. , a 
deblocking filter and SAO , in the same order to improve the 
quality of the reconstructed picture data . The output of the 
in - loop filter component 816 is the decoded pictures of the 
video bit stream . Further , the output of the in - loop filter 
component 816 is stored in storage 812 to be used as 
reference data by the motion compensation component 810 . 
[ 0073 ] FIG . 9 shows the in - loop filter component 816 in 
more detail . The filters in the in - loop filter component 816 
include a deblocking filter 904 and a sample adaptive offset 
filter ( SAO ) 906. The deblocking filter 904 operates in the 
same manner as the deblocking filter of the encoder . In 
general , for each reconstructed LCU , the SAO filter 906 
applies the offset values determined by the encoder for the 
LCU to the pixels of the LCU . More specifically , the SAO 
filter 906 receives decoded LCU specific SAO information 
from the entropy decoding component 800 for each recon 
structed LCU , determines the SAO parameters for the LCU 
from the SAO information , and applies the determined offset 
values to the pixels of the LCU according to values of other 
parameters in the SAO parameter set . The operation of 
embodiments of the SAO filter 906 of the in - loop filter 
component 816 for each LCU is described in more detail 
herein in reference to the method of FIG . 12 . 
[ 0074 ] FIG . 10 is a flow diagram of a method for SAO 
filtering and SAO parameter signaling that may be per 
formed in a video encoder , e.g. , the encoder of FIG . 6. In 
general , in this method , SAO parameters are determined for 
each LCU in a picture , SAO filtering is performed on each 
LCU according to the SAO parameters determined for the 
LCU , and SAO information for each LCU is encoded in the 
bit stream interleaved with the LCU data . In an encoder , 
method steps 1000 and 1002 may be performed by an SAO 
filter , e.g. , SAO 706 of FIG . 7 , and method step 1004 may 
be performed by an entropy encoder , e.g. , entropy encoder 
634 of FIG . 6 . 
[ 0075 ] Referring now to FIG . 10 , SAO parameters are 
determined 1000 for LCUs in a reconstructed picture ( after 
a deblocking filter is applied ) . That is , SAO parameters are 
determined for each LCU in the reconstructed picture . Any 
suitable technique may be used for determining the LCU 
SAO parameters . For example , a region - based approach for 
determining SAO parameters that uses quadtree partitioning 
such as the one previously described herein may be used . In 
such an approach , the same SAO parameters are used for all 
LCUs in a region . In another example , a fixed picture 
partitioning that is LCU - aligned may be used in which SAO 
parameters are determined for each partition . The same SAO 
parameters would apply to all LCUs in a partition . In another 
example , SAO parameters may be determined individually 
for each LCU . 
[ 0076 ] Once the SAO parameters for an LCU are deter 
mined , the SAO information to be encoded in the bit stream 

for that LCU is also determined . In some embodiments , the 
actual values of the SAO parameters determined for an LCU 
are the SAO information for the LCU . As is explained in 
more detail below , in some embodiments , a prediction 
protocol may be used to predict some or all of the SAO 
parameters for an LCU in order to reduce the size of the 
SAO information encoded in the bit stream . In such embodi 
ments , the SAO information for an LCU is determined 
according to the prediction protocol . 
[ 0077 ] SAO filtering is then performed 1002 on the recon 
structed picture according to the SAO parameters deter 
mined for the LCUs . More specifically , SAO filtering is 
performed on each LCU according to the particular SAO 
parameters determined for that LCU . In general , the SAO 
filtering applies the specified offsets in the SAO parameters 
to pixels in the LCU according to the filter type indicated in 
the SAO parameters . 
[ 0078 ] The LCU specific SAO information for each LCU 
is also entropy coded 1004 into the compressed bit stream on 
an LCU by LCU basis , i.e. , the LCU specific SAO infor 
mation is interleaved with the LCU data rather than being 
encoded in the slice header as in the prior art . In some 
embodiments , the SAO information for LCU may imme 
diately precede the LCU data in the encoded bit stream as 
shown in the example of FIG . 4. In some embodiments , the 
SAO information may immediately follow the LCU data in 
the encoded bit stream . 
[ 0079 ] Direct encoding of the SAO parameters for each 
LCU may increase the encoded bit stream size over the prior 
art in which SAO parameters for regions were coded instead . 
To reduce the number of bits needed for encoding SAO 
parameters , rather than encoding the values of some or all of 
the LCU SAO parameters , in some embodiments of the 
method of FIG . 10 , the values may be predicted according 
to an agreed upon prediction protocol between the encoder 
and the decoder and prediction indicators encoded in lieu of 
the actual values to reduce the number of bits to be encoded . 
In essence , depending on the prediction protocol , one or 
prediction indicators indicate to the decoder how an actual 
parameter value ( or more than one actual parameter value ) 
is to be determined . 
[ 0080 ] In some embodiments , offset values are predicted 
based on previously encoded offset values and the differ 
ences ( deltas ) signaled as prediction indicators for the offset 
values . In such embodiments , the SAO information for an 
LCU includes the prediction indicators in lieu of the offset 
values . In some such embodiments , a prediction indicator 
for an offset value is the delta between the offset value and 
the previously encoded offset value . More specifically , the 
offset values for an LCU may be signaled in a known order . 
The actual value of the first offset value is encoded . The 
absolute value of this first offset value is then used as the 
predictor for the second offset value . The difference between 
the absolute value of the first offset value and the actual 
second offset value is determined , and this delta is encoded 
as the prediction indicator for the second offset value . The 
absolute value of this delta is then used as the predictor for 
the third offset value . The difference between the absolute 
value of the delta and the actual value of the third offset 
value is determined , and this delta is encoded as the pre 
diction indicator for the third offset value . This process is 
repeated for each of the remaining offset values . For 
example , depending on the particular SAO implementation , 
there may be 16 SAO offsets to be signaled ( see Table 2 ) . 



US 2021/0266606 A1 Aug. 26 , 2021 
8 

The agreed upon order for signaling these offsets may be 
according to band order from lowest band number to highest 
band number . If the offsets are 2 , 2 , 4 , 5 , 6 , 6 , 7 , 7 , 3 , 12 , 2 , 
2 , 3 , 6 , 6 , 7 , these offset values would be signaled as deltas 
( prediction indicators ) 2 , 0 , 2 , 1 , 1 , 0 , 1 , 0 , -4 , 9 , 10 , 0 , 1 , 
3 , 0 , 1 . 
[ 0081 ] In some embodiments , a prediction protocol for 
LCU SAO parameters may be used in which an LCU is 
“ merged ” with a neighboring LCU in the same slice , i.e. , a 
spatially neighboring LCU , such that the LCU shares the 
SAO parameters of the neighboring LCU . In general , the 
SAO parameters of the neighboring LCU serve as the 
predictors for the SAO parameters of the LCU if the SAO 
parameters of the LCU and the neighboring LCU are the 
same . In such a prediction protocol , a merge indicator , e.g. , 
a merge flag , is encoded for each LCU to indicate whether 
or not merging is used . If merging is used , the SAO 
parameters of the LCU are not encoded . If merging is not 
used , the actual SAO parameters of the LCU are encoded in 
addition to the merge indicator . 
[ 0082 ] Different schemes may be used to identify a neigh 
boring LCU for possible merging . For example , in some 
embodiments , a single neighboring LCU , e.g. , the immedi 
ate left neighboring LCU or the immediate top neighboring 
LCU , may be considered for merging with the current LCU . 
If the SAO parameters of the current LCU and the single 
neighboring LCU are the same , the merge indicator is set to 
indicate merging of the current LCU and is encoded in the 
bit stream . The actual SAO parameters for the current LCU 
need not be signaled as the decoder can use the SAO 
parameters of the neighboring LCU . If the SAO parameters 
of the current LCU and the single neighboring LCU are not 
the same or the neighboring LCU is not available , e.g. , the 
current LCU is at a left or top slice boundary , the merge 
indicator is set to indicate no merging and the merge 
indicator and the other SAO parameters of the current LCU 
are encoded in the bit stream . 
[ 0083 ] In some embodiments , multiple spatially neighbor 
ing LCUs , i.e. , two or more neighboring LCUs , may be 
considered for merging with the current LCU . In such 
embodiments , the SAO parameters of the current LCU are 
compared to the SAO parameters of each of the spatially 
neighboring LCU candidates ( if available ) in a specified 
order , and the first neighboring LCU with matching param 
eters , if any , is selected for merging with the current LCU . 
If a match is found , an identifier for the selected neighboring 
LCU , e.g. , an index , is encoded in the bit stream along with 
the merge indicator set to indicate merging . If no match is 
found , a merge indicator set to indicate no merging is 
encoded in the bit stream along with the other SAO param 
eters of the current LCU . 
[ 0084 ] For example , in some embodiments , the four spa 
tially neighboring LCUs indicated in FIG . 5 may be con 
sidered for merging with the current LCU . In this figure , the 
X denotes the current LCU and the numbered blocks are the 
spatially neighboring LCUs to be considered . Note that 
depending on the location of the current LCU in the slice , 
one or more of these spatially neighboring LCUs may not be 
available . For example , if the current LCU is at the left 
boundary of the slice , neighboring LCU O and neighboring 
LCU 2 will not be available to be considered for merging 
with the current LCU . The number inside each block indi 
cates the order in which the neighboring LCUs are to be 
considered for merging with the current LCU . This number 

also serves as an index to identify the neighboring LCU to 
the decoder if that LCU is selected for merging . In some 
embodiments , a subset of these spatially neighboring LCUS 
may be used . For example , only LCU O ( the immediate left 
neighboring LCU ) and LCU 1 ( the immediate top neigh 
boring LCU ) may be considered for merging . 
[ 0085 ] In some embodiments , a prediction protocol for 
LCU SAO parameters may be used in which an LCU is 
“ merged ” with a temporally co - located LCU such that the 
LCU shares the SAO parameters of the co - located LCU . In 
general , a co - located LCU or temporally co - located LCU is 
a square area in a reference picture having the same coor 
dinates , size , and shape of an LCU in a picture currently 
being encoded or decoded . For purposes of merging , the 
temporally co - located LCU for a current LCU is a square 
area in a reference picture having the same coordinates , size , 
and shape of the current LCU . If the SAO parameters of the 
current LCU and the co - located LCU are the same , the 
merge indicator is set to indicate merging of the current LCU 
and is encoded in the bit stream . The actual SAO parameters 
for the current LCU need not be signaled as the decoder can 
use the SAO parameters of the co - located LCU . If the SAO 
parameters of the current LCU and the co - located LCU are 
not the same or the co - located LCU is not available , the 
merge indicator is set to indicate no merging and the merge 
indicator and the other SAO parameters of the current LCU 
are encoded in the bit stream . 
[ 0086 ] In some embodiments , a prediction protocol for 
LCU SAO parameters may be used in which multiple 
spatially neighboring LCUS and the co - located LCU are 
considered for merging with the current LCU . In some such 
embodiments , the SAO parameters of the current LCU are 
compared to the SAO parameters of each of the spatially 
neighboring LCU candidates and the co - located LCU ( if 
available ) in a specified order , and the first LCU candidate 
with matching parameters , if any , is selected for merging 
with the current LCU . If a match is found , an identifier for 
the selected candidate LCU , e.g. , an index , is encoded in the 
bit stream along with the merge indicator set to indicate 
merging . If no match is found , a merge indicator set to 
indicate no merging is encoded in the bit stream along with 
the other SAO parameters of the current LCU . 
[ 0087 ] For example , in some embodiments , the spatially 
neighboring LCUs may be the LCUs indicated in FIG . 5 
with the ordering as indicated in FIG . 5 and the co - located 
LCU may be assigned an index of 4 , making it the last LCU 
to be considered . An SAO merge candidate list is con 
structed by considering each of the five candidate LCUs in 
the order specified . If a candidate LCU is available , it is 
added as the next entry in the SAO merge candidate list . 
Thus , if all five candidate LCUs are available , the ordered 
candidate LCUs in the SAO merge list will be LCU 0 , LCU 
1 LCU 2 , LCU 3 , and the temporally co - located LCU , LCU 
4. If , for example , LCU O and LCU 2 are not available , the 
ordered candidate LCUs in the SAO merge list will be LCU 
1 , LCU 3 , and LCU 4 . 
[ 0088 ] The SAO parameters are then compared to the 
SAO parameters of each candidate LCU in the SAO merge 
candidate list in order . The first candidate LCU in the list 
having the same SAO parameters , if any , is selected for 
merging with the current LCU . If a match is found , an 
identifier for the selected LCU candidate , e.g. , the index of 
the location of the selected LCU candidate in the SAO 
merge candidate list , is encoded in the bit stream along with 
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the merge indicator set to indicate merging . If no match is 
found , a merge indicator set to indicate no merging is 
encoded in the bit stream along with the SAO parameters of 
the current LCU . In some embodiments , if only one of the 
candidate LCUs was available , i.e. , only one candidate LCU 
was in the constructed SAO merge candidate list , and the 
SAO parameters matched , the LCU candidate identifier is 
not encoded in the bit stream , i.e. , only a merge indicator set 
to indicate merging is encoded . 
[ 0089 ] In some embodiments , a prediction protocol for 
LCU SAO parameters may be used in which the parameters 
of multiple reference LCUs are combined to predict the 
SAO parameters of the current LCU . The reference LCUS 
may be spatially neighboring LCUs or may be spatially 
neighboring LCUs and the temporally co - located LCU . On 
the encoder side , an SAO filter type for the current LCU is 
selected as the one occurring most frequently in the param 
eters of the reference LCUs . If two or more filter types occur 
with the same frequency , the one with the smaller filter type 
index is chosen . The value of each offset for the current LCU 
is then computed as the average value of that offset in each 
of the reference LCUs having the filter type selected . The 
encoder then uses some criteria , e.g. , coding cost , to decide 
whether these predicted parameters or the actual SAO 
parameters of the LCU should be used . If the predicted 
parameters are chosen , the merge indicator is set to indicate 
merging and is encoded in the bit stream . If the actual SAO 
parameters are chosen , the merge indicator is set to indicate 
no merging and is encoded in the bit stream along with the 
actual SAO parameters . In addition , the predicted param 
eters would be used to apply SAO filtering to the LCU in the 
encoder rather than the actual SAO parameters Note that on 
the decoder side , if merging is indicated , the decoder would 
repeat the process used in the encoder to determine the 
predicted parameters . 
[ 0090 ] FIG . 12 is a flow diagram of a method for SAO 
filtering that may be performed in a video decoder , e.g. , the 
decoder of FIG . 8. In general , in this method , the SAO 
information for an LCU encoded in a compressed video bit 
stream as per an embodiment of the method of FIG . 10 is 
entropy decoded , the SAO parameters for the LCU are 
determined from the decoded SAO information , and SAO 
filtering is performed on the reconstructed LCU according to 
the determined SAO parameters . In a video decoder , method 
steps 1202 and 1204 may be performed by an SAO filter , 
e.g. , SAO 906 of FIG . 9 , and method step 11200 may be 
performed by an entropy decoder , e.g. , entropy decoder 800 
of FIG . 8 . 
[ 0091 ] Referring now to FIG . 12 , initially the SAO infor 
mation for an LCU is entropy decoded 1200. In some 
embodiments , the SAO information for the LCU is the 
actual values of the SAO parameters determined for the 
LCU by the encoder . In some embodiments , the content of 
the SAO information for the LCU corresponds to a predic 
tion protocol used by the encoder to predict some or all of 
the SAO parameters for the LCU . 
( 0092 ] The SAO parameters for the LCU are then deter 
mined 1202 from the SAO information . In embodiments in 
which the SAO information is the directly coded actual 
values of the SAO parameters for the LCU , determination of 
the SAO parameter values is simple . In embodiments where 
the SAO information for the LCU corresponds to a predic 
tion protocol , the decoded SAO information is further ana 
lyzed according to the prediction protocol to determine the 

SAO parameters . Given the benefit of the foregoing descrip 
tion of prediction protocols that may be used in embodi 
ments of the encoding method of FIG . 10 , one of ordinary 
skill in the art will understand how the SAO parameters may 
be determined using the decoded SAO information when 
these prediction protocols are used in encoding without need 
for further written description . 
[ 0093 ] SAO filtering is then performed on the recon 
structed LCU according to the determined SAO parameters . 
In general , the SAO filtering applies the specified offsets in 
the SAO parameters to pixels in the LCU according to the 
filter type indicated in the SAO parameters . 
[ 0094 ] As is well known , a picture may include more than 
one color component . The aforementioned SAO information 
and SAO parameters can be shared among multiple color 
components . Or , alternatively , SAO parameters and SAO 
information may be used for each color component . In such 
cases , the SAO parameters and SAO information for each 
color component may be determined and signaled according 
to embodiments described herein . In embodiments using one 
of the merging forms of prediction is used , a merge indicator 
may be signaled for each color component or a common 
merge indicator may be signaled for all color component . 
For example , one of the commonly used color formats is 
YCbCr . If the SAO parameters of Y , Cb , and Cr of the 
current LCU can be predicted by the SAO parameters of Y , 
Cb , and Cr in another LCU ( as determined by the particular 
prediction protocol ) , then a single merge indicator set to 
indicate merging is encoded in the bit stream . Otherwise , a 
single merge indicator set to indicate no merging is encoded 
in the bit stream as well as the SAO parameter set for Y and 
the SAO parameter set for Cb and Cr . 
[ 0095 ] FIG . 13 is a block diagram of an example digital 
system suitable for use as an embedded system that may be 
configured to perform SAO filtering and SAO parameter 
signaling as described herein during encoding of a video 
stream and / or SAO filtering during decoding of an encoded 
video bit stream . This example system - on - a - chip ( SOC ) is 
representative of one of a family of DaVinciTM Digital 
Media Processors , available from Texas Instruments , Inc. 
This SoC is described in more detail in “ TMS320DM6467 
Digital Media System - on - Chip " , SPRS403G , December 
2007 or later , which is incorporated by reference herein . 
[ 0096 ] The SoC 1300 is a programmable platform 
designed to meet the processing needs of applications such 
as video encode / decode / transcode / transrate , video surveil 
lance , video conferencing , set - top box , medical imaging , 
media server , gaming , digital signage , etc. The SoC 1300 
provides support for multiple operating systems , multiple 
user interfaces , and high processing performance through 
the flexibility of a fully integrated mixed processor solution . 
The device combines multiple processing cores with shared 
memory for programmable video and audio processing with 
a highly - integrated peripheral set on common integrated 
substrate . 
[ 0097 ] The dual - core architecture of the SoC 1300 pro 
vides benefits of both DSP and Reduced Instruction Set 
Computer ( RISC ) technologies , incorporating a DSP core 
and an ARM926EJ - S core . The ARM926EJ - S is a 32 - bit 
RISC processor core that performs 32 - bit or 16 - bit instruc 
tions and processes 32 - bit , 16 - bit , or 8 - bit data . The DSP 
core is a TMS320C64x + TM core with a very - long - instruc 
tion - word ( VLIW ) architecture . In general , the ARM is 
responsible for configuration and control of the SoC 1300 , 
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Other Embodiments including the DSP Subsystem , the video data conversion 
engine ( VDCE ) , and a majority of the peripherals and 
external memories . The switched central resource ( SCR ) is 
an interconnect system that provides low - latency connec 
tivity between master peripherals and slave peripherals . The 
SCR is the decoding , routing , and arbitration logic that 
enables the connection between multiple masters and slaves 
that are connected to it . 

[ 0098 ] The SoC 1300 also includes application - specific 
hardware logic , on - chip memory , and additional on - chip 
peripherals . The peripheral set includes : a configurable 
video port ( Video Port I / F ) , an Ethernet MAC ( EMAC ) with 
a Management Data Input / Output ( MDIO ) module , a 4 - bit 
transfer / 4 - bit receive VLYNQ interface , an inter - integrated 
circuit ( 12C ) bus interface , multichannel audio serial ports 
( MCASP ) , general - purpose timers , a watchdog timer , a con 
figurable host port interface ( HPI ) ; general - purpose input / 
output ( GPIO ) with programmable interrupt / event genera 
tion modes , multiplexed with other peripherals , UART 
interfaces with modem interface signals , pulse width modu 
lators ( PWM ) , an ATA interface , a peripheral component 
interface ( PCI ) , and external memory interfaces ( EMIFA , 
DDR2 ) . The video port UF is a receiver and transmitter of 
video data with two input channels and two output channels 
that may be configured for standard definition television 
( SDTV ) video data , high definition television ( HDTV ) video 
data , and raw video data capture . 
[ 0099 ] As shown in FIG . 13 , the SoC 1300 includes two 
high - definition video / imaging coprocessors ( HDVICP ) and 
a video data conversion engine ( VDCE ) to offload many 
video and image processing tasks from the DSP core . The 
VDCE supports video frame resizing , anti - aliasing , chromi 
nance signal format conversion , edge padding , color blend 
ing , etc. The HDVICP coprocessors are designed to perform 
computational operations required for video encoding such 
as motion estimation , motion compensation , intra - predic 
tion , transformation , and quantization . Further , the distinct 
circuitry in the HDVICP coprocessors that may be used for 
specific computation operations is designed to operate in a 
pipeline fashion under the control of the ARM subsystem 
and / or the DSP subsystem . 
[ 0100 ] As was previously mentioned , the SoC 1300 may 
be configured to perform SAO filtering and SAO parameter 
signaling during video encoding and / or SAO filtering during 
decoding of an encoded video bitstream using methods 
described herein . For example , the coding control of the 
video encoder of FIG . 6 may be executed on the DSP 
subsystem or the ARM subsystem and at least some of the 
computational operations of the block processing , including 
the intra - prediction and inter - prediction of mode selection , 
transformation , quantization , and entropy encoding may be 
executed on the HDVICP coprocessors . At least some of the 
computational operations of the SAO filtering and SAO 
parameter signaling during encoding of a video stream may 
also be executed on the HDVICP coprocessors . Similarly , at 
least some of the computational operations of the various 
components of the video decoder of FIG . 8 , including 
entropy decoding , inverse quantization , inverse transforma 
tion , intra - prediction , and motion compensation may be 
executed on the HDVICP coprocessors . Further , at least 
some of the computational operations of the SAO filtering 
during decoding of an encoded video bit stream may also be 
executed on the HDVICP coprocessors . 

[ 0101 ] While the invention has been described with 
respect to a limited number of embodiments , those skilled in 
the art , having benefit of this disclosure , will appreciate that 
other embodiments can be devised which do not depart from 
the scope of the invention as disclosed herein . 
[ 0102 ] For example , in some of the SAO prediction pro 
tocols described herein , the criteria for selecting the SAO 
parameters of another LCU as predictors for the current 
LCU is that the parameters of the two LCUs are the same . 
One of ordinary skill in the art will understand other 
embodiments in which criteria other than an exact match are 
used to decide if the SAO parameters of another LCU are to 
be used as predictors . For example , the encoder could 
compute coding costs of using the SAO parameters of the 
neighboring LCUs and / or co - located LCU for the current 
LCU and choose the parameters with the best coding cost as 
the predictors . 
[ 0103 ] In another example , particular SAO filter types , 
edge directions , pixel categories , numbers of offset values , 
etc. , drawn from versions of the emerging HEVC standard 
have been described above . One of ordinary skill in the art 
will understand embodiments in which the SAO filter types , 
edge directions , pixel categories , number of offset values , 
and / or other specific details of SAO filtering differ from the 
ones described . 
[ 0104 ] Embodiments of the methods , encoders , and 
decoders described herein may be implemented in hardware , 
software , firmware , or any comb thereof . If com 
pletely or partially implemented in software , the software 
may be executed in one or more processors , such as a 
microprocessor , application specific integrated circuit 
( ASIC ) , field programmable gate array ( FPGA ) , or digital 
signal processor ( DSP ) . The software instructions may be 
initially stored in a computer - readable medium and loaded 
and executed in the processor . In some cases , the software 
instructions may also be sold in a computer program prod 
uct , which includes the computer - readable medium and 
packaging materials for the computer - readable medium . In 
some cases , the software instructions may be distributed via 
removable computer readable media , via a transmission path 
from computer readable media on another digital system , 
etc. Examples of computer - readable media include non 
writable storage media such as read - only memory devices , 
writable storage media such as disks , flash memory , 
memory , or a combination thereof . 
[ 0105 ] Although method steps may be presented and 
described herein in a sequential fashion , one or more of the 
steps shown in the figures and described herein may be 
performed concurrently , may be combined , and / or may be 
performed in a different order than the order shown in the 
figures and / or described herein . Accordingly , embodiments 
should not be considered limited to the specific ordering of 
steps shown in the figures and / or described herein . 
[ 0106 ] It is therefore contemplated that the appended 
claims will cover any such modifications of the embodi 
ments as fall within the true scope of the invention . 
What is claimed is : 
1. A system for video processing , the system comprising : 
an entropy decoder component configured to decode an 

entropy encoded bit stream ; 
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an inverse quantization component coupled to the entropy 
decoder component and configured to perform an 
inverse quantization function on at least a portion of the 
decoded bit stream ; 

an inverse transform component coupled to the inverse 
quantization component and configured to perform an 
inverse transform component on bit stream data output 
from the inverse quantization component ; 

a combiner component coupled to the inverse transform 
component and configured to combine bit stream data 
output from the inverse transform component with 
additional data to form non - overlapping regions of a 
reconstructed picture ; 

a deblocking filter component coupled to the combiner 
component , the deblocking filter component configured 
to perform deblocking filtering on the non - overlapping 
regions of the reconstructed picture ; 

a SAO filter component coupled to the deblocking filter 
component and configured to : 
perform SAO filtering on the deblocked non - overlap 

ping regions of the reconstructed picture using SAO 
parameters for a color component extracted from 
decoded slice data , wherein the SAO parameters for 
the color component for the associated non - overlap 
ping regions and data for the associated non - over 
lapping regions are interleaved in the slice data 
portion of the decoded bit stream ; and 

apply SAO parameters for the color component 
extracted for an immediate left nearest neighbor 
non - overlapping region to a first non - overlapping 
region or SAO parameters for the color component 
extracted for an immediate top nearest neighbor 
non - overlapping region to a second non - overlapping 
region when a first merge flag from the decoded slice 
data is set . 

2. The system of claim 1 wherein the system comprises 
multiple processing units with a memory on a common 
integrated circuit . 

3. The system of claim 2 wherein said multiple processing 
units further comprises at least a first processing unit for 
controlling video processes and at least a second processing 
unit wherein at least some of the SAO filtering is performed 
on the second processing unit . 

4. The system of claim 2 further comprising software to 
be executed by at least some of the multiple processor units 
during video processes wherein the software is initially 
stored in a computer - readable medium and loaded and 
executed in the at least some of the multiple processor units . 

5. A system for sample adaptive offset ( SAO ) filtering , the 
system comprising : 

a receiver component configured to receive encoded video 
data from a communications channel ; 

a decoder component coupled to the receiver component , 
the decoder component further comprising : 

an entropy decoder component configured to decode an 
entropy encoded bit stream ; 

an inverse quantization component coupled to the entropy 
decoder component and configured to perform an 
inverse quantization function on at least a portion of the 
decoded bit stream ; 

an inverse transform component coupled to the inverse 
quantization component and configured to perform an 
inverse transform component on bit stream data output 
from the inverse quantization component ; 

a combiner component coupled to the inverse transform 
component and configured to combine bit stream data 
output from the inverse transform component with 
additional data to form non - overlapping regions of a 
reconstructed picture ; 

a deblocking filter component coupled to the combiner 
component , the deblocking filter component configured 
to perform deblocking filtering on the non - overlapping 
regions of the reconstructed picture ; 

a SAO filter component coupled to the deblocking filter 
and configured to : 
perform SAO filtering for a color component on the 

non - overlapping regions of the reconstructed picture 
using SAO parameters for the color component 
extracted from decoded slice data , wherein the SAO 
parameters for the associated non - overlapping 
regions and data for the associated non - overlapping 
regions are interleaved in the slice data portion of the 
decoded bit stream ; 

apply SAO parameters for the color component 
extracted for an immediate left nearest neighbor 
non - overlapping region to a first non - overlapping 
region or SAO parameters for the color component 
extracted for an immediate top nearest neighbor 
non - overlapping region to a second non - overlapping 
region when a first merge flag from the decoded slice 
data is set ; and 

a display component coupled to the decoder component 
and configured to display an SAO filtered reconstructed 
picture . 

6. The system of claim 5 wherein the decoder component 
is configured from a system comprising multiple processing 
units with a memory on a common integrated circuit . 

7. The system of claim 6 wherein said multiple processing 
units further comprises at least a first processing unit for 
controlling video processes and at least a second processing 
unit wherein at least some of the SAO filtering is performed 
on the second processing unit . 

8. The system of claim 6 further comprising software to 
be executed by at least some of the multiple processor units 
during video processes wherein the software is initially 
stored in a computer - readable medium and loaded and 
executed in the at least some of the multiple processor units . 

9. The system of claim 8 , wherein the SAO filter type is 
a band offset filter or an edge filter . 

10. The system of claim 9 where the communication 
channel is a wireless or wired communication medium . 

11. A system for sample adaptive offset ( SAO ) filtering , 
the system comprising : 

a receiver component configured to receive encoded video 
data ; 

a decoder component coupled to the receiver component , 
the decoder component comprising : 

an entropy decoder component configured to decode an 
entropy encoded bit stream ; 

an inverse quantization component coupled to the entropy 
decoder component and configured to perform an 
inverse quantization function on at least a portion of the 
decoded bit stream ; 

an inverse transform component coupled to the inverse 
quantization component and configured to perform an 
inverse transform component on bit stream data output 
from the inverse quantization component ; 
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a combiner component coupled to the inverse transform 
component and configured to combine bit stream data 
output from the inverse transform component with 
additional data to form non - overlapping regions of a 
reconstructed picture ; 

a deblocking filter component coupled to the combiner 
component , the deblocking filter component configured 
to perform deblocking filtering on the non - overlapping 
regions of the reconstructed picture ; 

a SAO filter component coupled to the deblocking filter 
and configured to : 
perform SAO filtering on the non - overlapping regions 

of the reconstructed picture using SAO parameters 
for a color component extracted from decoded slice 
data , wherein the SAO parameters for the color 
component for the associated non - overlapping 
regions and data for the associated non - overlapping 
regions are interleaved in the slice data portion of the 
decoded bit stream ; and 

apply SAO parameters for the color component 
extracted for an immediate left nearest neighbor 

non - overlapping region to a first non - overlapping 
region or SAO parameters for the color component 
extracted for an immediate top nearest neighbor 
non - overlapping region to a second non - overlapping 
region when a first merge flag from the decoded slice 
data is set ; 

wherein the decoder component comprises multiple pro 
cessing units with a memory on a common integrated 
circuit and 

a display component coupled to the decoder component 
and configured to display an SAO filtered reconstructed 
picture . 

12. The system of claim 11 further comprising software to 
be executed by at least some of the multiple processor units 
during video processes wherein the software is initially 
stored in a computer - readable medium and loaded and 
executed in the at least some of the multiple processor units . 

13. The system of claim 12 , wherein the SAO filter type 
is a band offset filter or an edge filter . 


