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(54) COMPUTER-VISION BASED SECURITY SYSTEM USING A DEPTH CAMERA

(57) A method for securing an environment. The
method includes obtaining a two-dimensional (2D) rep-
resentation of a three-dimensional (3D) environment.
The 2D representation includes a 2D frame of pixels en-
coding depth values of the 3D environ - ment. The method
further includes identifying a set of foreground pixels in
the 2D representation, defining a foreground object
based on the set of foreground pixels. The method also
includes classifying the foreground object, and taking an
action based on the classification of the foreground ob-
ject.
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Description

BACKGROUND

[0001] Motion detection may be used by security sys-
tems for monitoring an environment. Motion detectors
may respond to motion affiliated with threats, e.g., an
intruder entering the monitored environment, but also to
motion affiliated with non-threat events, e.g., a pet enter-
ing the monitored environment.

SUMMARY

[0002] In general, in one aspect, the invention relates
to a method for securing an environment. The method
includes obtaining a two-dimensional (2D) representa-
tion of a three-dimensional (3D) environment. The 2D
representation includes a 2D frame of pixels encoding
depth values of the 3D environment. The method further
includes identifying a set of foreground pixels in the 2D
representation, defining a foreground object based on
the set of foreground pixels, assigning pixels of the 2D
representation that are not associated with the fore-
ground object to a background, eliminating the back-
ground from the 2D representation to obtain an updated
2D representation, and sending the updated 2D repre-
sentation to a remote processing service.
[0003] In general, in one aspect, the invention relates
to a method for securing an environment. The method
includes receiving a two-dimensional (2D) representa-
tion of a three-dimensional (3D) environment. The 2D
representation is a 2D frame of pixels encoding depth
values of the 3D environment, and includes a foreground
object. A background has been removed from the 2D
representation. The method further includes classifying
the foreground object, and taking an action based on the
classification of the foreground object.
[0004] In general, in one aspect, the invention relates
to a method for securing an environment. The method
comprises receiving a two-dimensional (2D) representa-
tion of a three-dimensional (3D) environment. The 2D
representation is a 2D frame of pixels encoding depth
values of the 3D environment. The method further in-
cludes identifying a set of foreground pixels in the 2D
representation, defining a foreground object based on
the set of foreground pixels, classifying the foreground
object, and taking an action based on the classification
of the foreground object.
[0005] In general, in one aspect, the invention relates
to a non-transitory computer readable medium storing
instructions for securing an environment. The instruc-
tions enable a system to obtain a two-dimensional (2D)
representation of a three-dimensional (3D) environment.
The 2D representation includes a 2D frame of pixels en-
coding depth values of the 3D environment. The instruc-
tions further enable the system to identify a set of fore-
ground pixels in the 2D representation, define a fore-
ground object based on the set of foreground pixels, as-

sign pixels of the 2D representation that are not associ-
ated with the foreground object to a background, elimi-
nate the background from the 2D representation to obtain
an updated 2D representation, and send the updated 2D
representation to a remote processing service.
[0006] Other aspects of the invention will be apparent
from the following description and the appended claims.

BRIEF DESCRIPTION OF DRAWINGS

[0007]

FIG. 1 shows a system in accordance with one or
more embodiments of the invention.

FIG. 2 shows a flowchart in accordance with one or
more embodiments of the invention.

FIG. 3 shows a flowchart in accordance with one or
more embodiments of the invention.

FIG. 4 shows a flowchart in accordance with one or
more embodiments of the invention.

FIG. 5 shows a flowchart in accordance with one or
more embodiments of the invention.

FIG. 6 shows a flowchart in accordance with one or
more embodiments of the invention.

DETAILED DESCRIPTION

[0008] Specific embodiments of the invention will now
be described in detail with reference to the accompanying
figures. In the following detailed description of embodi-
ments of the invention, numerous specific details are set
forth in order to provide a more thorough understanding
of the invention. However, it will be apparent to one of
ordinary skill in the art that the invention may be practiced
without these specific details. In other instances, well-
known features have not been described in detail to avoid
unnecessarily complicating the description.
[0009] In the following description of FIGS. 1-6, any
component described with regard to a figure, in various
embodiments of the invention, may be equivalent to one
or more like-named components described with regard
to any other figure. For brevity, descriptions of these com-
ponents will not be repeated with regard to each figure.
Thus, each and every embodiment of the components
of each figure is incorporated by reference and assumed
to be optionally present within every other figure having
one or more like-named components. Additionally, in ac-
cordance with various embodiments of the invention, any
description of the components of a figure is to be inter-
preted as an optional embodiment, which may be imple-
mented in addition to, in conjunction with, or in place of
the embodiments described with regard to a correspond-
ing like-named component in any other figure.
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[0010] In general, embodiments of the invention relate
to a monitoring system used for securing an environment.
More specifically, one or more embodiments of the in-
vention include a monitoring system that performs meth-
ods for detecting object movement in a monitored envi-
ronment, isolating the moving objects from the surround-
ing environment, and classifying the moving objects.
Based on the classification of the moving objects by a
classification algorithm, the moving objects may be de-
termined to be either threats, harmless, or unknown. If
an object is determined to be a threat, the monitoring
system may take appropriate defensive action, e.g. the
police may be called, the owner of the premises equipped
with the monitoring system may be notified, etc. If the
object is determined to be harmless, no action may be
taken. If the object cannot be identified, the monitoring
system may request resolution by a third party, e.g., a
human operator, in order to classify the object. In one
embodiment of the invention, the classification per-
formed by the human operator may be used to update
the classification algorithm, thus enabling the monitoring
system to successfully classify the object in the future.
[0011] FIG. 1 shows a monitoring system (100) used
for the surveillance of an environment (monitored envi-
ronment (150)), in accordance with one or more embod-
iments of the invention. The monitored environment may
be a three-dimensional space that is within the field of
view of a camera system (102). The monitored environ-
ment (150) may be, for example, an indoor environment,
such as a living room or an office, or it may be an outdoor
environment such as a backyard. The monitored envi-
ronment (150) may include background elements (e.g.,
152A, 152B) and foreground objects (e.g., 154A, 154B).
Background elements may be actual backgrounds, i.e.,
a wall or walls of a room. In one embodiment of the in-
vention, the monitoring system (100) may further classify
other objects, e.g., stationary objects such as a table
(background element B (152B)) as background ele-
ments. In one embodiment of the invention, the monitor-
ing system (100) may classify other objects, e.g., moving
objects such as a human or a pet, as foreground objects
(154A, 154B). The monitoring system (100) may further
classify detected foreground objects (154A, 154B) as
threats, for example, if the monitoring system (100) de-
termines that a person (154A) detected in the monitored
environment (150) is an intruder, or as harmless, for ex-
ample, if the monitoring system (100) determines that
the person (154A) detected in the monitored environment
(150) is the owner of the monitored premises, or if the
classified object is a pet (154B). The details of the back-
ground versus foreground classification are described
below, for example, with reference to FIGS. 2-6. In one
embodiment of the invention, the monitoring system
(100) includes a camera system (102) and a remote com-
puting device (112). In one embodiment of the invention,
the monitoring system further includes one or more port-
able devices (114). Each of these components is de-
scribed below.

[0012] In one or more embodiments of the invention,
the monitoring system (100) includes a camera system
(102). The camera system may include a depth sensing
camera (104) and a local computing device (110), and
may further include an acceleration sensor (106) and/or
a video camera (108). The camera system (102) may be
a portable unit that may be positioned such that the field
of view of the depth-sensing camera (104) covers an area
of interest in the environment to be monitored. The cam-
era system (102) may be placed, for example, on a shelf
in a corner of a room to be monitored, thereby enabling
the camera to monitor the space between the camera
system (102) and a back wall of the room. During the
initial setup of the monitoring system (100), a live view
of the image of the camera system (102) (e.g., the image
of the video camera 108) may be displayed, thereby fa-
cilitating the positioning of the camera system. The live
view may include a visualization of the range of the depth
sensing camera (104), e.g., the parts of the image that
are within range of the depth sensing camera (104) may
be displayed in color, whereas the parts of the image that
are outside the range of the depth sensing camera (104)
may be displayed in black and white. Further, a bold red
curve (or any other type of salient marking) may be used
for separating parts that are within the range from parts
that are outside the range of the depth sensing camera
(104). Other locations of the camera system may be used
without departing from the invention.
[0013] In one embodiment of the invention, the depth-
sensing camera (104) is a camera capable of reporting
multiple depth values from the monitored environment
(150). For example, the depth-sensing camera (104) may
provide depth measurements for a set of 320x240 pixels
(Quarter Video Graphics Array (QVGA) resolution) at a
temporal resolution of 30 frames per second (fps). The
depth-sensing camera (104) may be based on scanner-
based or scannerless depth measurement techniques
such as, for example, LIDAR, using time-of-flight meas-
urements to determine a distance to an object in the field
of view of the depth-sensing camera (104). In one em-
bodiment of the invention, the depth-sensing camera
(104) may further provide a 2D grayscale image, in ad-
dition to the depth-measurements, thereby providing a
complete 3D grayscale description of the monitored en-
vironment (150). In one embodiment of the invention, the
volume of the monitored environment (150) is defined by
the specifications of the depth-sensing camera (104).
The depth-sensing camera (104) may, for example, have
a set field of view, a limited minimum and/or maximum
depth tracking distance, etc. The volume of the monitored
environment (150) may be adjusted, for example, by pa-
rameterizing the depth-sensing camera, by selecting an
appropriate depth-sensor, by adjust the camera optics
of the depth-sensing camera (104), by moving the depth-
sensing camera (104), etc. Those skilled in the art will
appreciate that the invention is not limited to the afore-
mentioned depth-sensing technology, temporal, and/or
spatial resolutions. For example, stereo cameras may be
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used rather than time-of-flight-based cameras.
[0014] Continuning with the discussion of FIG. 1, the
acceleration sensor (106) may be rigidly connected to
the other components of the camera system (102), i.e.,
to the depth sensing camera (104) and to the color cam-
era (108). In one embodiment of the invention, the ac-
celeration sensor (106) is a multi-axis accelerometer that
may enable the camera system (102) to detect move-
ment of the camera system and to determine the camera
system’s orientation (i.e., to distinguish top and bottom
of the field of view, whether and in what direction the
camera is tilted, etc., based on gravity). The accelerom-
eter may be based on piezoresistive, piezocapacitive, or
other measurement methods suitable for converting a
mechanical acceleration into an electrical signal.
[0015] The video camera (108) may be capable of con-
tinuously capturing a two-dimensional video of the envi-
ronment (150). The video camera may be rigidly con-
nected to the other components of the camera system
(102). The field of view and the orientation of the video
camera may be selected to cover a portion of the moni-
tored environment (150) similar (or substantially similar)
to the portion of the monitored environment captured by
the depth sensing camera. The video camera may use,
for example, an RGB or CMYG color CCD or CMOS sen-
sor with a spatial resolution of for example, 320x240 pix-
els, and a temporal resolution of 30 frames per second
(fps). Those skilled in the art will appreciate that the in-
vention is not limited to the aforementioned image sensor
technologies, temporal, and/or spatial resolutions. Fur-
ther, a video camera’s frame rates may vary, for example,
depending on the lighting situation in the monitored en-
vironment.
[0016] In one embodiment of the invention, the camera
system (102) includes a local computing device (110).
Any combination of mobile, desktop, server, embedded,
or other types of hardware may be used to implement
the local computing device. For example, the local com-
puting device (110) may be a system on a chip (SOC),
i.e. an integrated circuit (IC) that integrates all compo-
nents of the local computing device (110) into a single
chip. The SOC may include one or more processor cores,
associated memory (e.g., random access memory
(RAM), cache memory, flash memory, etc.), a network
interface (e.g., a local area network (LAN), a wide area
network (WAN) such as the Internet, mobile network, or
any other type of network) via a network interface con-
nection (not shown), and interfaces to storage devices,
input and output devices, etc. The local computing device
(110) may further include one or more storage device(s)
(e.g., a hard disk, an optical drive such as a compact disk
(CD) drive or digital versatile disk (DVD) drive, a flash
memory stick, etc.), and numerous other elements and
functionalities. In one embodiment of the invention, the
computing device includes an operating system (e.g.,
Linux) that may include functionality to execute the meth-
ods further described below. Those skilled in the art will
appreciate that the invention is not limited to the afore-

mentioned configuration of the local computing device
(110). In one embodiment of the invention, the local com-
puting device (110) may be integrated with the depth
sensing camera (104), the color camera (108), and/or
the acceleration sensor (106). Alternatively, the local
computing device (110) may be detached from the depth
sensing camera (104), the acceleration sensor (106)
and/or the color camera (108), and may be using wired
and/or wireless connections to interface with the local
computing device (110). In one embodiment of the in-
vention, the local computing device (110) executes meth-
ods that include functionality to implement at least por-
tions of the various methods described below (see e.g.,
FIGS. 2-6). The methods performed by the local comput-
ing device (110) may include, but are not limited to, func-
tionality to identify foreground objects from movement
detected in the depth data provided by the depth-sensing
camera (104), and to send the depth data of the fore-
ground objects to the remote processing service (112).
[0017] Continuing with the discussion of FIG. 1, in one
or more embodiments of the invention, the monitoring
system (100) includes a remote processing service (112).
In one embodiment of the invention, the remote process-
ing service (112) is any combination of hardware and
software that includes functionality to serve one or more
camera systems (102). More specifically, the remote
processing service (112) may include one or more serv-
ers (each including at least a processor, memory, per-
sistent storage, and a communication interface) execut-
ing one or more applications (not shown) that include
functionality to implement various methods described be-
low with reference to FIGS. 2-6). The services provided
by the remote processing service (112) may include, but
are not limited to, functionality to: receive and archive
streamed video, identify and track foreground objects
(154) from the depth data provided by a camera system
(102), and classify identified foreground objects (154).
The services provide by the remote processing service
may further include additional functionalities to handle
foreground objects (154) classified as threats, and to
learn the classification of unknown foreground objects
(154). In one embodiment of the invention, the remote
processing service (112) may request the assistance of
a human operator(s) in order to classify an unknown fore-
ground object, or when a performed classification is not
completed with high certainty.
[0018] In one or more embodiment of the invention,
the monitoring system (100) includes one or more port-
able devices (114). A portable device (114) may be a
device (e.g., a laptop, smart phone, tablet, etc.) capable
of receiving notifications from the remote processing
service (112). A notification may be, for example, a text
message, a phone call, a push notification, etc. In one
embodiment of the invention, the portable device (114)
may include functionality to enable a user of the portable
device (114) to interact with the camera system (102)
and/or the remote processing service (112). The user
may, for example, receive video streams from the camera
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system, configure, activate or deactivate the camera sys-
tem, etc.
[0019] The components of the monitoring system
(100), i.e., the camera system(s) (102), the remote
processing service (112) and the portable device(s) (114)
may communicate using any combination of wired and/or
wireless communication protocols. In one embodiment
of the invention, the camera system(s) (102), the remote
processing service (112) and the portable device(s) (114)
communicate via a wide area network (e.g., over the In-
ternet), and/or a local area network (e.g., an enterprise
or home network). The communication between the com-
ponents of the monitoring system (100) may include any
combination of secured (e.g., encrypted) and non-secure
(e.g., un-encrypted) communication. The manner in
which the components of the monitoring system (100)
communicate may vary based on the implementation of
the invention.
[0020] One skilled in the art will recognize that the mon-
itoring system is not limited to the components shown in
FIG. 1. For example, the depth-sensing camera may be
based on different underlying depth-sensing technolo-
gies, and/or the camera system may include additional
components not shown in FIG. 1, e.g. infrared illumina-
tors providing night vision capability, ambient light sen-
sors that may be used by the camera system to detect
and accommodate changing lighting situations, etc. Fur-
ther, a monitoring system may include any number of
camera systems, any number of remote processing serv-
ices, and/or any number of portable devices. In addition,
the monitoring system may be used to monitor a variety
environments, including various indoor and outdoor sce-
narios.
[0021] FIGS. 2-6 show flowcharts in accordance with
one or more embodiments of the invention.
[0022] While the various steps in the flowcharts are
presented and described sequentially, one of ordinary
skill will appreciate that some or all of these steps may
be executed in different orders, may be combined or omit-
ted, and some or all of the steps may be executed in
parallel. In one embodiment of the invention, the steps
shown in FIGS. 2-6 may be performed in parallel with
any other steps shown in FIGS. 2-6 without departing
from the invention.
[0023] FIG. 2 shows a method for securing an environ-
ment. The method may include monitoring an environ-
ment, classifying objects detected in the environment,
and taking appropriate actions, depending on the object
classification. In one embodiment of the invention, Steps
200-218 may be repeatedly executed to continuously se-
cure the monitored environment once the camera system
is active. In one embodiment of the invention, certain
steps of the method described in FIG. 2 and subsequent
FIGS. 3-6 may be executed, selectively executed, or
skipped, depending on the functionalities of the monitor-
ing system that are activated, as further described below,
with reference to FIGS. 2-6. For example, only the steps
necessary to archive recordings from the depth-sensing

camera and from the video camera may be performed
when the system is disarmed. The monitoring system
may be armed/disarmed, for example, based on the time
of day and/or based on whether the system determines
that the owner of the monitored premises is at home. The
presence of an owner (or another authorized person)
may be detected, for example, based on the current GPS
coordinates of the user’s (or authorized person’s) porta-
ble device, or interactively, for example by the monitoring
system requesting identification and a passphrase when
a person is detected in the monitored environment. Rath-
er than immediately triggering an alarm, the system may
void the alarm and/or disarm the monitoring system if the
person in the monitored environment identifies herself
and provides the correct passphrase. If no passphrase
or an incorrect passphrase is provided, the system may
escalate its response, for example, by repeating the re-
quest to provide the passphrase, providing a warning,
and eventually triggering an alarm. The monitoring sys-
tem may further arm/disarm on its own based on activity
in the monitored environment. The monitoring system
may, for example, arm automatically in the evening past
a typical bedtime and when no movement has been de-
tected during a certain amount of time. The monitoring
system may, over time, learn the schedule of the owner(s)
and may automatically determine a typical time for arm-
ing the monitoring system. Further, to ensure privacy,
the camera system may not record any images when the
owner of the monitored premises is at home.
[0024] The execution of the methods described below
may be distributed between the local computing device
of the camera system and the remote processing service.
Even though a specific distribution is described below,
this distribution may be changed without departing from
the scope of the invention. For example, steps described
below as being executed by the remote processing serv-
ice may instead be executed by the local computing de-
vice and vice versa.
[0025] Before the execution of Steps 200-218, the
camera system may start, for example, after connecting
power to the camera system, after a user activates the
camera system, etc. During the startup of the camera
system, components of the camera system may be ini-
tialized. The initialization may include, for example, a self-
test and/or calibration of the depth-sensing camera, and
the booting of the local computing device, including load-
ing and initializing software modules that may perform at
least some of the methods of Steps 200-218. The initial-
ization may further include determining, based on accel-
eration sensor data, the orientation of the camera sys-
tem, in order to enable the camera system to correctly
interpret depth data during the processing performed in
Steps 200-218. During the startup of the camera system,
the camera system may further establish a connection
to the remote processing service. Subsequently, the pe-
riodic execution of Steps 200-218 may begin. In one em-
bodiment of the invention, Steps 200-218 may be per-
formed whenever a frame is received from the depth-

7 8 



EP 4 407 556 A1

6

5

10

15

20

25

30

35

40

45

50

55

sensing camera. For example, if the depth-sensing cam-
era provides frames at 30 frames per second (fps), Steps
200-218 may be performed 30 times per second. Alter-
natively frames may be skipped, i.e., not each frame pro-
vided by the depth-sensing camera may be processed.
[0026] In Step 200, the local computing receives data
from the depth-sensing camera, the acceleration sensor,
and the video camera. More specifically, in one embod-
iment of the invention, the depth-sensing camera sends
a frame of depth data to the local computing device. In
one embodiment of the invention, the depth-sensing
camera sends frames of depth data to the local comput-
ing device at regular intervals, for example, at 30 fps. A
frame of depth data may include, for example, a rectan-
gular grid of 320 x 240 depth measurement pixels ob-
tained by the depth-sensing camera. Each depth meas-
urement for a pixel may represent a distance from the
camera to a particular point in the monitored environ-
ment. A depth measurement may be encoded using, for
example, a 16-bit unsigned integer value. In one embod-
iment of the invention, a brightness value is further ob-
tained along with the depth measurement for each pixel.
Accordingly, the depth sensing camera may provide a
grayscale image of the monitored environment, where
each pixel of the grayscale image includes a depth meas-
urement, thereby establishing a 3D representation of the
environment.
[0027] Further, the local computing device may obtain
an acceleration measurement or a set of acceleration
measurements from the acceleration sensor and the vid-
eo camera may send a frame of color video data to the
local computing device. In one embodiment of the inven-
tion, the field of view of the video camera is similar to the
field of view of the depth-sensing camera. Accordingly
the combination of color video image and depth data may
enable the reconstruction of a color 3D model of the mon-
itored environment. In one embodiment of the invention,
temporal synchronization of the signals from the depth-
sensing camera and the video camera may be main-
tained by the local computing device, even if the depth-
sensing camera and the video camera operate at differ-
ent frame rates.
[0028] In Step 202, the local computing device per-
forms background subtraction based on the data re-
ceived in Step 200, i.e., the local computing device iden-
tifies foreground objects, isolates the identified fore-
ground objects, classifies non-foreground object related
image data as background, and eliminates the back-
ground from the frame of depth data by setting all back-
ground pixels to a constant background depth value. The
details of Step 202 are described in FIG. 3.
[0029] In Step 204, the local computing device sends
the frame of depth data, from which the background was
subtracted in Step 202, to the remote processing service.
The local computing device may further send the color
image and acceleration sensor data received in Step 200
to the remote processing service. The background, hav-
ing been eliminated in Step 202, may be sent as a mask

of constant values, i.e., only regions of the frame that
contain foreground objects may have actual depth meas-
urements, thus reducing the data volume of the frame.
In one embodiment of the invention, the depth data sent
to the remote processing service are spatially downsam-
pled. The original depth measurements, provided by the
depth-sensing camera may be, for example, 16 bit un-
signed integer values that may be downsampled to 8 bit
unsigned integer values. In order to minimize the loss of
spatial resolution, a workspace specific scaling may be
performed prior to the downsampling. For example, if the
tracked workspace ranges from 1 meter away from the
camera system to 10 meters away from the camera sys-
tem, the 8 bit unsigned integer value "0" may be set to
correspond to a distance of 1 m, whereas the 8 bit un-
signed integer value "255" may be set to correspond to
a distance of 10 m, thereby having the 8 bit unsigned
integer value represent only the range from 1 m to 10 m.
In one embodiment of the invention, the 8-bit resolution
depth data may be sent as a video stream, i.e. each frame
of depth data may be sent as a frame of the video stream.
Standard video compression algorithms (e.g., MPEG-1,
2, or 4, etc.) may be used to further reduce the data vol-
ume of the depth data sent as a video stream. The local
computing device may further send the color image from
the video camera and acceleration sensor data, received
in Step 202, to the remote processing service.
[0030] In Step 206, the remote processing service ar-
chives the incoming streams of depth and color image
data. The remote processing service may, for example,
write the streams of video data to a hard disk drive. In
addition, the remote processing service may time-stamp
the incoming frames and may further reformat and/or rec-
ompress them before archiving. At a later time, archived
frames may be reviewed by the owner of the premises
equipped with the monitoring device (or by another indi-
vidual or entity). In one embodiment of the invention, the
archived frames may be stored along with the classifica-
tions of foreground objects in the frames. A user may
therefore be able to selectively review archived frames,
for example, by requesting only frames that include cer-
tain types of objects (as defined by the classification).
For example, the archived frames may be searched for
fames that include foreground objects that are classified
as "human" and that were recorded no longer than one
month ago. The above example is not intended to limit
the scope of the invention.
[0031] In Step 208, the remote processing service per-
forms a classification of the foreground object(s) in the
depth data frame. The classification may be performed
separately for each foreground object in a single frame
and/or for the foreground object track, i.e., the foreground
object appearing in a set of subsequent frames. Alterna-
tively, the classification may be performed based on an
entire frame that includes one or more foreground ob-
jects. In one embodiment of the invention, the classifica-
tion may identify a category to which the foreground ob-
ject belongs. In one embodiment of the invention, the
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classification may be performed using a probabilistic
framework. The classification may be performed based
on a set of features, for example, the size and orientation
of a bounding box of the foreground object, the shape of
the foreground object, etc., obtained from the depth data
of the foreground object. If the classification is performed
for the track of the foreground object, additional features
such as motion descriptors that include, but are not lim-
ited to, speed, trajectories and particular patterns (e.g.
walking patterns) may be considered. Further, classifi-
cations may be accumulated over time to refine and im-
prove accuracy and/or reliability of the classification. The
features considered by the classification algorithm per-
forming the classification may further include color infor-
mation obtained from the video camera. The classifica-
tion algorithm may be any algorithm capable of distin-
guishing classes of foreground objects (for example, hu-
mans, dogs, cats, etc.) with a minimum reliability and
may include, but is not limited to, linear classifiers, sup-
port vector machines, quadratic classifiers, kernel esti-
mators, boosting algorithms, decision trees, deep learn-
ing algorithms, and neural networks. Those skilled in the
art will appreciate that the invention is not limited to the
aforementioned classifiers and features used for classi-
fication. Any types of classifiers and features suitable for
the classification of foreground objects may be em-
ployed.
[0032] In one embodiment of the invention, the classi-
fier may have been pre-trained prior to activating the
monitoring system. A dataset used for training the clas-
sifier may include, for example, depth data samples of
foreground objects to be classified (for example, a
number of humans, dogs, cats, etc.) with the correct class
label attached. These depth data samples may have
been recorded, for example, by other monitoring systems
and may be assumed to be generic, i.e., not specific to
a particular monitoring system monitoring a particular en-
vironment. The resulting classifier is a generic classifier,
i.e., a classifier algorithm that a monitoring system may
be pre-provisioned with, for example, by the manufactur-
er of the monitoring system, prior to shipping the moni-
toring system to the customer. Alternatively or in addition,
the classifier may have been trained using locally ob-
tained depth data samples, e.g. data that are specific to
the monitored environment, thereby potentially (a) im-
proving the classification accuracy and the robustness
of the generic classifier, and (b) adding new classes of
objects that are specific to the monitored environment.
This camera-specific classifier may be combined with the
generic classifier, or it may be maintained as a separate
classifier.
[0033] In one embodiment of the invention, the cam-
era-specific classifier is updated after a classification has
been completed if there are frames in the foreground
object track where the foreground object has not been
successfully classified. In such a scenario, the fore-
ground object, in frames where the classification has
been unsuccessful, may be labeled based on the fore-

ground object track classification, i.e., the foreground ob-
ject in each individual frame of the track may be labeled
using the object track class label. The method used to
add labels to individual frames of a foreground object
track may be, for example, the previously described
group induction. The newly classified frames may then
be included in the training database for the camera-spe-
cific classifier. Additional depth data samples, recorded
by the depth-sensing camera may be continuously or pe-
riodically used to re-train the local classification algorithm
as further described below with reference to Step 218.
[0034] In one embodiment of the invention, an initial
classification is performed for a foreground object in a
single depth data frame. In one embodiment of the in-
vention, a classification is obtained from multiple initial
classifications performed for a set of subsequent depth
data frames that include the same foreground object, (i.e.
from the foreground object track). A track of the fore-
ground object may include, for example, depth data
frames provided by the depth-sensing camera over the
last two seconds. Classification based on the track of the
foreground object may enable the classifier to consider
additional features, such as, for example, the speed of
the foreground object, movement patterns, etc., and fur-
ther may be more robust than the initial classification ob-
tained for a single depth data frame. The foreground ob-
ject track classification may be obtained, for example, by
accumulating individual frame classifications (i.e., the in-
itial classifications) and by performing the object track
classification based on the accumulated classifications,
using, for example, an augmented discrete Bayes filter.
[0035] In one embodiment of the invention, a simplified
classification may be performed solely based on the de-
tection of movement and the physical size of the moving
foreground object. Consider a scenario where moving
objects are classified as either small moving objects or
large moving objects. In such a scenario a size threshold
that separates small from large moving objects may be
selected such that humans are reliably detected as large
moving objects. Large moving objects may then auto-
matically be considered a potential threat, whereas small
moving objects may be considered harmless. This sim-
plified classification may further be used as a backup
classification method that the monitoring system may rely
on, for example, when the internet connection between
the camera system and the remote processing service
fails. The simplified classification algorithm may then ex-
ecute directly on the local computing device of the cam-
era system, thus enabling continued monitoring. Even
though it may not be possible to notify a remote operator
or the owner during a network outage, local alarms, e.g.
visual or audible alarm signals in the monitored environ-
ment may still signal the possible detection of an intruder,
thus alarming the surrounding neighborhood. Alterna-
tively, the amount of detected movement may be consid-
ered for threat detection. For example, a large object that
moves significantly may be considered a threat, whereas
a large object that moves locally only (e.g., a curtain blow-
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ing in the wind) may be considered harmless.
[0036] In Step 210, a determination is made about
whether the foreground object was successfully classi-
fied in Step 208. In one embodiment of the invention, a
high classification confidence is required in order to con-
sider a classification successful, thus minimizing the risk
of misclassifying a foreground object that is a threat as
a different foreground object that does not indicate a
threat. A classification may be considered unsuccessful
if the classification is ambiguous (which may happen, for
example, when the classification algorithm is required to
distinguish between foreground objects with similar fea-
tures, e.g., a dog and a similar-sized cat), or if the clas-
sification was not completed at all. A classification may
not be completed, for example, if the monitoring system
was set up recently and therefore primarily relies on the
generic classifier which may not recognize foreground
objects that are specific to the monitored environment. If
a determination is made that the classification was suc-
cessful, the method may proceed to Step 212.
[0037] In Step 212, a determination is made about
whether the foreground object, classified by the classifi-
cation algorithm in Step 210, or classified by a human
operator in Step 216, is a threat. In one embodiment of
the invention, a foreground object is considered a threat,
depending on the class membership of the foreground
object. For example, a dog or a cat may not be considered
a threat, if the monitoring system has been configured to
expect pets in the monitored environment, whereas a
human entering the monitored environment may be con-
sidered a threat. In one embodiment of the invention, any
foreground object that, in Step 208, was not positively
identified as a harmless foreground object, is considered
a threat. If a determination is made that the foreground
object is not a threat, the method may return to Step 200
in order to repeat the above-described steps for the next
depth data frame.
[0038] Returning to Step 212, if a determination is
made that the foreground object is a threat, the method
may proceed to Step 214. In Step 214, threat-mitigating
actions may be taken. In one embodiment of the inven-
tion, a human operator may be asked to manually review
the detected threat. The human operator may receive,
for example, the video affiliated with the foreground ob-
ject identified to be a threat. If the human operator con-
firms the threat, the owner of the monitored premises
may receive a notification via her portable device, e.g.
her cell phone or tablet. The notification may include a
video clip of the activity recorded while the threat was
detected based on the depth data. The owner may then
acknowledge receipt of the notification and may decide
whether further action is necessary. The owner may, for
example, push one button to discard the notification as
a false alarm, or she may push another button to auto-
matically notify the police. If the owner chooses to notify
the police, the remote processing service may automat-
ically forward all available information, including the video
clip, to the police. Subsequently, the method may return

to Step 202 in order to repeat the above-described steps
for the next frame of depth data.
[0039] Returning to Step 210, if a determination is
made that the classification performed in Step 208 was
unsuccessful, the method may proceed to Step 216. In
Step 216, the remote processing service requests a hu-
man operator to classify the foreground object.
[0040] In one embodiment of the invention, the human
operator, asked to classify the foreground object, may
receive a sequence of frames showing the foreground
object that could not be classified in Step 208. In one
embodiment of the invention, the frames provided to the
human operator include the sequence of color image
frames corresponding to the depth data frames of the
unclassified foreground object (i.e., the video stream).
The foreground requiring manual classification by the hu-
man operator may be highlighted in the video.
[0041] In one embodiment of the invention, the human
operator may apply a single class label to the track of the
foreground object. Using, for example, group induction,
the remote processing service may then automatically
label all instances of the foreground object in all preced-
ing and succeeding frames. The class label applied by
the human operator may be an existing class label if the
appropriate foreground object class already exists in the
generic and/or camera-specific classifier. This may hap-
pen, for example, in a scenario where a small dog is not
recognized as a dog, because the classifiers were only
trained based on larger dogs. Alternatively, the class la-
bel may be a new class label, if an appropriate foreground
object class does not yet exist. Consider, for example, a
scenario where a window was left open, and wind blows
a curtain around. The classifiers have not been previous-
ly trained to recognize curtain movement and therefore
require manual classification by the human operator. Af-
ter the foreground object classification, the human oper-
ator may further decide whether the manually classified
object is a threat. In the examples discussed above, the
human operator would indicate that the manually classi-
fied objects (the dog and the curtain) are not threats.
[0042] In one or more embodiments of the invention,
a foreground object track where classification has failed
may be forwarded to a single human operator, or they
may be forwarded to a number of people that participate
in a crowd-sourced identification of the unknown fore-
ground object. Multiple participants may receive a video
of the foreground object track to be classified on their
smartphone. The video may be anonymized, for example
by visualizing the depth edges or the surface normals
rather than showing the color video, thereby allowing a
participant to recognize potential threats vs non-threats
without revealing much detail of the monitored environ-
ment. The participants may be rated and selected, for
example, based on their reliability, including responsive-
ness and classification accuracy. If one of the participants
does not respond with a classification within a predeter-
mined amount of time, an alternative participant may be
asked to classify the unknown object. In one embodiment
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of the invention, the majority vote of the group of partic-
ipants is used for the classification of the unknown fore-
ground object.
[0043] In Step 218, the remote processing service may
update the classifier used in Step 208 based on the clas-
sification performed by the human operator in Step 216,
thereby potentially improving future classification per-
formance. A classifier may be updated by adding the fore-
ground object track (or part of the foreground object track)
and the corresponding classification, made by the human
operator, to the dataset used for training the classifier.
Subsequently the classification algorithm may be updat-
ed using the resulting new training dataset. The camera-
specific classifier may be updated after the human oper-
ator has completed a foreground object classification, or
it may be updated at scheduled times, i.e., foreground
object tracks and the corresponding classifications made
by a human operator are accumulated over time before
updating the classifier. In one embodiment of the inven-
tion, foreground object tracks and their corresponding
classifications may only be added to the training dataset
if the same foreground object has been repeatedly ob-
served, thereby reducing the likeliness of adding insig-
nificant foreground object tracks that were one-time
events only. In order to further improve the classification
accuracy of the classification algorithm, negative training
samples, i.e., non-foreground object tracks that are la-
beled accordingly, recorded from either the monitored
environment, or from a different environment, may be
added to the training dataset before the algorithm is up-
dated. In one embodiment of the invention, the generic
classifier may be updated only by an administrator of the
monitoring system. The administrator may, for example,
only select foreground object tracks of highest relevance
with general validity, i.e. foreground objects that are not
specific to the monitored environment, and may therefore
be observed in other monitored environments as well.
[0044] Subsequently, the method may proceed to Step
212, where a determination is made about whether the
foreground object, manually classified in Step 218, is a
threat. If the foreground object is not a threat, no further
action is taken, and the method may return to Step 200
in order to process the next frame. If, however, the fore-
ground object is a threat, threat mitigating actions may
be taken in Step 214, as previously described.
[0045] FIG. 3 shows a method for performing a back-
ground subtraction in a depth data frame, i.e., the iden-
tification and isolation of foreground objects, the classi-
fication of non-foreground object related image data as
background, and subsequent elimination of the back-
ground from the frame of depth data received in Step 202.
[0046] Turning to FIG. 3, in Step 300, the background
subtraction is performed at pixel level, i.e., each pixel is
separately classified as either foreground or background.
The details of Step 300 are described in FIG. 4.
[0047] In Step 302, the background subtraction is per-
formed at frame level, i.e., based on the classification of
individual pixels as foreground or background, a cohe-

sive foreground object or multiple cohesive foreground
objects is/are identified in the depth data frame. The de-
tails of Step 302 are described in FIG. 5.
[0048] In Step 304, a movement-based foreground vs
background classification is performed. Foreground ob-
jects that are stationary for a minimum duration may be
reclassified as background. The method may be per-
formed separately for each foreground object in a depth
data frame if multiple foreground objects exist in the
frame. The details of Step 304 are described in FIG. 6.
[0049] FIG. 4 shows a method for performing a back-
ground subtraction based on the depth location of an
individual pixel. The method described in FIG. 4 is per-
formed on a per-frame basis, separately for each depth
pixel of a frame provided by the depth-sensing camera.
In one embodiment of the invention, after completion of
the method described in FIG. 4, all pixels of the frame
being processed are classified as either "background" or
"foreground." During the initial execution of the method
of FIG. 4, all pixels are classified as "background," re-
gardless of their depth values.
[0050] Turning to FIG. 4, in Step 400, a depth value is
obtained for a pixel of the current frame received from
the depth-sensing camera. Step 400 may be performed
separately for each pixel of the frame. In one embodiment
of the invention, the depth value is the depth value of the
pixel received from the depth-sensing camera. Alterna-
tively, the depth value may be computed as an average
over time from multiple subsequent depth values provid-
ed by the depth-sensing camera, thereby smoothing the
depth value, or it may be estimated under consideration
of camera specific errors, depth values of adjacent pixels,
etc.
[0051] In Step 402, the depth pixel data, provided in a
single frame by the depth-sensing camera in Step 202,
may be downsampled. In one embodiment of the inven-
tion, the depth pixel data is downsampled in order to re-
duce the computational load resulting from executing the
method described in FIG. 4. For example, in case of
processing a complete frame of 320 x 240 depth data
pixels at 30 fps, the method described in FIG. 4 would
need to be executed 2,304,000 times during a 1 second
time interval. In one embodiment of the invention, the
frame is downsampled by a factor 12, resulting in a down-
sampled frame of 80 x 80 pixels. Accordingly, the method
described in FIG. 4 may only need to be executed
192,000 times during the same 1 second time interval.
In one embodiment of the invention, subsequent Steps
402-420 of the method described in FIG. 4 are performed
separately for each pixel of the downsampled frame. Al-
ternatively, Steps 402-420 may be performed on the orig-
inal depth data frame, i.e. without downsampling.
[0052] In Step 404, the pixel is analyzed for persistent
depth dropout. In one embodiment of the invention, per-
sistent depth dropout is an unreliable depth measure-
ment over a prolonged time. For example, depth dropout
may be detected if a pixel value provides unreliable depth
data for over 10 seconds. Unreliable depth values may
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be, for example, noisy depth values reported for the pixel
and/or pixel values that saturate at the minimum or max-
imum depth. Unreliable depth values may be detected
probabilistically, when a confidence threshold is exceed-
ed over a period of time. Reasons for persistent depth
dropout include, but are not limited to, the tracked object
being too far or too close from/to the camera, i.e., outside
of the camera’s operating range, certain surface materi-
als with particular reflective characteristics, e.g. glass,
and the tracked surface of an object being at a steep
oblique angle. Further, the reasons for persistent depth
dropout may be specific to the measurement principle of
the depth-sensing camera.
[0053] In Step 406, a determination is made about
whether the depth value of the pixel is affected by per-
sistent depth dropout. If the pixel is affected by persistent
depth dropout, the method may continue to Step 408.
[0054] In Step 408, the pixel value is set to a maximum
depth. In one embodiment of the invention, the maximum
depth is a depth value known to be background. The
depth may be set to, for example, the depth of a back-
ground detected during previous execution cycles of the
method. Alternatively, the depth may be set to the max-
imum depth the depth-sensing camera is capable of re-
porting. In Step 410, the pixel is classified as a back-
ground pixel.
[0055] Returning to Step 406, if a determination is
made that the depth value of the pixel is not affected by
persistent dropout, the method may proceed to step 412.
In Step 412, the pixel value obtained in Step 402 is main-
tained.
[0056] In Step 414, a determination is made about
whether the pixel value has changed in comparison to
values reported for the same pixel during earlier execu-
tion cycles. In one embodiment of the invention, a thresh-
old may be employed to detect movement toward or away
from the depth-sensing camera. If, for example, an ab-
solute distance between the current depth location of the
pixel and a previous depth location of the pixel is above
the threshold, movement may be detected. The previous
depth location of the pixel may be, for example, the depth
location of the pixel during the previous execution cycle
of the method of FIG. 2, or it may be obtained from a
series of depth locations obtained from multiple previous
execution cycles, e.g., by calculating a moving average.
If a determination is made that the pixel value has not
changed, the method may proceed to Step 416.
[0057] In Step 416, the previous classification of the
pixel is maintained, i.e., if the pixel was classified as back-
ground, the pixel may remain a background pixel, and if
the pixel was classified as foreground, the pixel may re-
main a foreground pixel.
[0058] Returning to Step 414, if a determination is
made that the pixel value has changed, the method may
proceed to Step 418. In Step 418, a determination is
made about whether the depth value of the pixel is abrupt-
ly increasing. The detection of abrupt increases in dis-
tance may be used to detect whether an object that has

previously occupied the pixel’s space has moved out of
the pixel’s space, thereby causing the pixel to assume a
depth value based on an object or background behind
the object that previously occupied the space. In one em-
bodiment of the invention, abruptly increasing depth may
be detected if the distance between the currently reported
depth location and a previously reported depth location
exceeds a threshold value. The threshold may be set
sufficiently high to ensure that rapidly backward moving
objects do not trigger the detection of an abruptly increas-
ing depth. If a determination is made that the depth of a
pixel has abruptly increased, the method may proceed
to Step 410.
[0059] In Step 410, the pixel is classified as a back-
ground pixel. Even though the new depth of the pixel may
be caused by either an actual background, or another
object that is not background, the method assigns the
pixel to "background" in either case. However, subse-
quent execution of the method described in FIG. 4 for
the next frame received from the depth-sensing camera
may allow discrimination between the pixel being back-
ground or a new foreground, as follows: If in the next
frame, the pixel depth value remains stationary, the pixel
may be a background pixel. If, however, movement is
detected, the pixel is reassigned to foreground, as further
described below with reference to Step 420.
[0060] Returning to Step 418, if a determination is
made that the depth is not abruptly increasing, the meth-
od may proceed to Step 420. In Step 420, the pixel is
classified as foreground. In one embodiment of the in-
vention, a pixel is therefore classified as foreground if
any kind of pixel depth change, with the exception of an
abrupt increase of pixel depth, is detected. A change in
pixel depth may be triggered by an object moving in the
monitored environment. Because a background is as-
sumed not to move, a pixel with a changing depth value
necessarily cannot be background, and is therefore as-
signed to foreground.
[0061] FIG. 5 shows a method for performing a back-
ground subtraction at single-frame level. Based on the
classification of individual pixels as foreground or back-
ground performed by the method described in FIG. 4, a
cohesive foreground object or multiple cohesive fore-
ground objects may be identified.
[0062] Turning to FIG. 5, in Step 500, foreground pixels
are joined to establish a foreground object. In one em-
bodiment of the invention, adjacent foreground pixels
with similar depth values, i.e., pixels that may form a sur-
face of an object, are assigned to a foreground object.
In one embodiment of the invention, small defects in the
foreground object are corrected. For example, a back-
ground pixel or a small group of background pixels, sur-
rounded by foreground pixels belonging to a foreground
object, may be assigned to the foreground object. In one
embodiment of the invention, Step 500 may be repeated
if multiple separate clusters of foreground pixels exist in
the frame, thereby establishing or maintaining multiple
separate foreground objects.
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[0063] In Step 502, the geometric extent of the fore-
ground object(s) is determined. The geometric extent of
a foreground may be determined, for example, by count-
ing, in a 2D plane perpendicular to the view of the camera,
the number of pixels occupied by the foreground object.
Further, if the size of a pixel is known, a surface area
may be calculated based on the number of counted pix-
els. Alternatively, a bounding box around the set of 3D
points that define the foreground object may be deter-
mined, and subsequently the volume of the bounding box
may be calculated. Alternatively, based on an assump-
tion that each 3D point of the foreground object is a
sphere, cube or cuboid of a certain size (or of a size that
scales with distance), the total volume of the foreground
object may be obtained by adding up the volumes of the
spheres, cubes or cuboids. The geometric extent of a
foreground object may alternatively be obtained by com-
puting a 2D mesh over the 3D points of the foreground
object, and then by determining the surface area of the
mesh. Those skilled in the art will appreciate that the
invention is not limited to the aforementioned methods
for determining the geometric extent of a foreground ob-
ject.
[0064] In Step 504, a determination is made about
whether the geometric extent of the foreground object
established in Step 500 is larger than a specified mini-
mum geometric extent. The comparison may be per-
formed for each foreground object defined in Step 500.
If the geometric extent of the foreground object is smaller
than the specified minimum geometric extent, the method
may proceed to Step 506. In one embodiment of the in-
vention, Step 504 may be repeated for each foreground
object in the depth data frame.
[0065] In Step 506, the foreground object may be elim-
inated, and the pixels affiliated with the foreground object
may be assigned to the background class. Objects with
a surface area smaller than the minimum surface area
may be artifacts or actual objects that are considered too
small for being a potential threat, therefore not requiring
the monitoring system’s attention. The monitoring sys-
tem may, for example, track humans and pets, including
dogs and cats, but it may not be configured to track small-
er animals, e.g., birds.
[0066] Returning to Step 504, if a determination is
made that the size of the foreground object is larger than
the specified minimum size, the method may proceed to
Step 508. In Step 508, pixels related to the foreground
object, established in Step 500, are joined to the fore-
ground object. Related pixels may be pixels that, al-
though belonging to a foreground object, are not neces-
sarily detected as such by the method described in FIG.
4 because these related pixels may not have moved.
Consider a scenario where a person in the monitored
environment only moves a hand, but is otherwise immo-
bile. Because the hand is moving, it is considered fore-
ground (100% or very high foreground probability). How-
ever, because the torso of the person is not currently
moving, but has moved in the past, it is considered fore-

ground with a lower probability (see discussion of chang-
ing foreground vs background probabilities below, with
reference to FIG. 6). Because the high-probability fore-
ground pixels of the hand are locally connected to the
lower-probability foreground pixels of the torso, the fore-
ground probability of the torso pixels may be elevated to
the foreground probability of the hand pixels, thus forming
a single, coherent high-probability foreground object. In
contrast, pixels that have a zero or near-zero foreground
probability may not be joined to the foreground object,
thus preventing the inadvertent addition of background
(e.g., a nearby wall) to the foreground object. In Step
508, pixels in the vicinity of the foreground pixels repre-
senting the moving hand are assigned to the foreground
object, thus causing the arm and subsequently the torso
of the person to become part of the foreground object,
until the entire person is a foreground object. Subse-
quently, the cluster of pixels forming the foreground ob-
ject may be maintained, even if only a subset of the pixel
indicates movement, thereby avoiding that stationary el-
ements of the foreground object are reassigned to back-
ground. In one embodiment of the invention, a flood fill
algorithm is used to join related pixels to the foreground
object. Step 508 may be repeated for each foreground
object in the depth data frame.
[0067] In Step 510, the full-resolution foreground ob-
ject is generated. In one embodiment of the invention,
the foreground vs background pixel classification and the
identification of foreground objects may have been per-
formed based on downsampled depth pixel data. In one
embodiment of the invention, in Step 510, the foreground
objects identified from the downsampled depth pixel data
are restored to the resolution of the non-downsampled
depth data provided by the depth-sensing camera. Pixels
that were eliminated by the downsampling performed in
Step 400 (and which therefore have not be classified as
either foreground or background) may be joined to fore-
ground objects, based on proximity to adjacent pixels
that were included in the downsampled depth data frame,
and based on the depth value of the pixel. Consider, for
example, a pixel that was not included in the downsam-
pled depth data frame and that is immediately adjacent
to a foreground pixel that was included in the downsam-
pled depth data frame. Further assume that both pixels
have similar depth values. The pixel that was eliminated
by the downsampling would therefore be joined to the
foreground object to which the downsampled foreground
pixel belongs. In contrast, consider a pixel that has a
depth value that is consistent with the background, and
that is located between a downsampled foreground pixel
and a downsampled background pixel. Because the
depth value of the pixel indicates that the pixel is back-
ground, the pixel would not be assigned to the foreground
object. In one embodiment of the invention, an edge pre-
serving smoothing filter, e.g., a bilateral filter, is used to
establish the border between pixels that are background
and pixels that are foreground. Pixels that are determined
to be foreground, based on the filter, may be joined to
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the foreground object, whereas pixels that are deter-
mined to be background, based on the filter, may be as-
signed to the background.
[0068] FIG. 6 shows a method for performing a move-
ment-based foreground vs background classification.
Foreground objects that are stationary for a minimum
duration may be reclassified as background, based on
the rationale that permanently stationary objects are not
threats and therefore do not require monitoring. More
specifically, the foreground vs background determination
may be performed in a probabilistic manner. For exam-
ple, an object that is currently moving may be assigned
a 100% foreground probability. As an object remains sta-
tionary, the probability of the object being a foreground
object may gradually decrease. The method described
in FIG. 6 may rely on a timer, foreground_timer to track
the duration an object has been stationary. In one em-
bodiment of the invention, the timer may be a downward-
counting timer that is initialized to a configurable time
interval that defines the duration after which a foreground
object may be considered stationary (i.e., with a 0% prob-
ability of being a foreground object) and may therefore
be eliminated. The method described in FIG. 6 may be
performed separately for each foreground object, and
each timer used to track the duration of object stationarity
may be independent from other timers tracking the du-
ration of stationarity of other objects.
[0069] Turning to FIG. 6, in Step 600, a determination
is made about whether the foreground object has moved.
In one embodiment of the invention, movement is detect-
ed if a minimum number of pixels representing a fore-
ground object are changing between "foreground" and
"background" and/or vice-versa, between the current
depth data frame and the previous depth data frame or
a series of previous depth data frames. In one embodi-
ment of the invention, a threshold requiring a minimum
number of pixels to change between foreground and
background is employed to detect movement of the ob-
ject. The threshold may be set such that noisy depth
measurements do not falsely indicate movement. If a de-
termination is made that the foreground object has
moved, the method may proceed to Step 602. In Step
602, the timer is reset to its initial value. If a determination
is made that the foreground object did not move, the
method may proceed to Step 604.
[0070] In Step 604, the timer is decremented. The timer
may be decremented by an amount of time that is based
on the execution frequency of the method. For example,
if the method is executed once per frame received from
the depth-sensing camera, and assuming that the cam-
era provides 30 frames per second, the timer is decre-
mented by approximately 33 ms.
[0071] In Step 606, a determination is made about
whether the timer has expired. The determination may
be made separately for each timer affiliated with an ob-
ject. If a determination is made that the timer has expired,
the method may proceed to Step 608. In Step 608, the
foreground object is eliminated, and the pixels of the elim-

inated foreground object may be reassigned to the back-
ground class.
[0072] Returning to Step 606, if a determination is
made that the timer has not expired, the method may
proceed to Step 610, where the foreground object may
be maintained, i.e., where the foreground object is not
eliminated.
[0073] In one embodiment of the invention, the previ-
ously described methods shown in FIGS. 2-6 may be
executed without the background subtraction. More spe-
cifically, a raw 2D representation including non-separat-
ed foreground and background may be provided to the
remote processing service by the local computing device.
The remote processing service may then identify fore-
ground objects based on the raw 2D representation re-
ceived from the local computing device prior to classifying
the foreground objects.
[0074] Embodiments of the invention may enable a
monitoring system to efficiently and reliably identify
threats and to distinguish threatening events from non-
threatening events. Rather than issuing an alert for any
detected activity in the monitored environment, the mon-
itoring system may classify detected objects, and based
on the classification may decide whether an object is a
threat, thereby reducing the number of false alarms. Em-
bodiments of the invention may only require intervention
by a human operator in cases where a classification is
unsuccessful, thus reducing the operating cost. Further,
if human intervention is necessary, classification may
subsequently improve, based on the manually performed
classification by the human operator. In addition, a mon-
itoring system in accordance with one or more embodi-
ments of the invention may be set up by a user without
technical background. The monitoring system may also
be remotely updated, for example, when improved clas-
sification algorithms become available, thereby obviating
the need for third party professional setup and mainte-
nance. Embodiments of the invention rely on a back-
ground subtraction that may eliminate non-relevant back-
ground data, thereby facilitating the classification task
and improving classification performance, and further,
reducing the amount of data transmitted from the local
camera system to a processor performing the classifica-
tion.
[0075] While the invention has been described with re-
spect to a limited number of embodiments, those skilled
in the art, having benefit of this disclosure, will appreciate
that other embodiments can be devised which do not
depart from the scope of the invention as disclosed here-
in. Accordingly, the scope of the invention should be lim-
ited only by the attached claims.

NUMBERED STATEMENTS OF THE INVENTION

[0076]

1. A method for securing an environment, compris-
ing:
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obtaining a two-dimensional (2D) representa-
tion of a three-dimensional (3D) environment,
wherein the 2D representation comprises a 2D
frame of pixels encoding depth values of the 3D
environment;
identifying a plurality of foreground pixels in the
2D representation;
defining a foreground object based on the plu-
rality foreground pixels;
assigning pixels of the 2D representation that
are not associated with the foreground object to
a background;
eliminating the background from the 2D repre-
sentation to obtain an updated 2D representa-
tion; and
sending the updated 2D representation to a re-
mote processing service.

2. The method of statement 1, wherein identifying
the plurality of foreground pixels comprises: detect-
ing pixels where the depth value changes between
a prior 2D frame and the 2D frame; and
identifying the plurality of foreground pixels, by se-
lecting, from the detected pixels, pixels where the
depth values do not abruptly increase.

3. The method of statement 1, wherein defining the
foreground object comprises:

identifying a cluster of coherent foreground pix-
els in the plurality of foreground pixels;
determining that the cluster of coherent fore-
ground pixels has at least a minimum geometric
extent;
identifying related pixels in the vicinity of the
cluster of coherent foreground pixels, wherein
the related pixels have depth values substan-
tially similar to depth values associated with at
least one of the cluster of coherent foreground
pixels; and combining the cluster of coherent
foreground pixels and the related pixels to obtain
the foreground object.

4. The method of statement 3, wherein identifying
related pixels is performed using a bilateral filter.

5. The method of statement 1, further comprising:

making a determination that the foreground ob-
ject has not moved for at least a specified dura-
tion; and
based on the determination, assigning the fore-
ground object pixels of the foreground object to
the background.

6. The method of statement 1, further comprising,
prior to identifying a plurality of foreground pixels in
the 2D representation:

detecting a pixel in the 2D frame provided by the
depth-sensing camera that is affected by per-
sistent depth dropout, wherein a pixel affected
by persistent depth dropout is a pixel where an
unreliable depth value is detected for at least a
specified duration; and
assigning the pixel affected by persistent depth
dropout to the background.

7. The method of statement 1, further comprising:

obtaining a two-dimensional (2D) color video
representation of the three-dimensional (3D) en-
vironment; and
sending the 2D color video representation to the
remote processing service.

8. The method of statement 1, further comprising:

obtaining an acceleration sensor measurement
from an acceleration sensor attached to a cam-
era used to obtain the 2D representation of the
3D environment; and detecting camera orienta-
tion and camera movement from the accelera-
tion sensor measurement.

9. A method for securing an environment, compris-
ing:

receiving a two-dimensional (2D) representa-
tion of a three-dimensional (3D) environment,
wherein the 2D representation is a 2D frame of
pixels encoding depth values of the 3D environ-
ment, wherein the 2D representation comprises
a foreground object, and wherein a background
has been removed from the 2D representation;
classifying the foreground object; and
taking an action based on the classification of
the foreground object.

10. The method of statement 9, wherein classifying
the foreground object comprises using a camera-
specific classifier.

11. The method of statement 10, further comprising:
prior to classifying the foreground object using the
camera-specific classifier, training the camera-spe-
cific classifier using data samples that are specific
to a field of view of a camera with which the camera-
specific classifier is associated and data samples
that do not include the field of view of the camera.

12. The method of statement 9, wherein classifying
the foreground object comprises:
associating the foreground object with a category;
and classifying the foreground object as one select-
ed from a group consisting of a threat and a non-
threat based, at least in part, on the category.

23 24 



EP 4 407 556 A1

14

5

10

15

20

25

30

35

40

45

50

55

13. The method of statement 9, wherein classifying
the foreground object comprises:

making a first determination, by a classifier, that
the classification of the foreground object is un-
known;
based on the first determination, sending re-
quest to a human operator to classify the fore-
ground object; and
receiving a classification of the object from the
human operator.

14. The method of statement 13, further comprising:
updating the classifier based on the classification by
the human operator.

15. The method of statement 9, wherein classifying
the foreground object comprises:

sending at least the foreground object to a plu-
rality of portable devices;
receiving a response from at least two of the
plurality of portable devices; and
determining the classification of the foreground
object based on the responses from the at least
two of the plurality of portable devices.

16. A method for securing an environment, compris-
ing:

receiving a two-dimensional (2D) representa-
tion of a three-dimensional (3D) environment,
wherein the 2D representation is a 2D frame of
pixels encoding depth values of the 3D environ-
ment;
identifying a plurality of foreground pixels in the
2D representation;
defining a foreground object based on the plu-
rality foreground pixels;
classifying the foreground object; and
taking an action based on the classification of
the foreground object.

17. A non-transitory computer readable medium
comprising instructions, that enable a system to

obtain a two-dimensional (2D) representation of
a three-dimensional (3D) environment, wherein
the 2D representation comprises a 2D frame of
pixels encoding depth values of the 3D environ-
ment;
identify a plurality of foreground pixels in the 2D
representation;
define a foreground object based on the plurality
foreground pixels;
assign pixels of the 2D representation that are
not associated with the foreground object to a
background;

eliminate the background from the 2D represen-
tation to obtain an updated 2D representation;
and
send the updated 2D representation to a remote
processing service.

18. The non-transitory computer readable medium
of statement 17, further comprising instructions, that
enable the system to:

detect pixels where the depth value changes be-
tween a prior 2D frame and the 2D frame; and
identify the plurality of foreground pixels, by se-
lecting, from the detected pixels, pixels where
the depth values do not abruptly increase.

19. The non-transitory computer readable medium
of statement 17, wherein the instructions that enable
the system to define the foreground object comprises
instructions to:

identify a cluster of coherent foreground pixels
in the plurality of foreground pixels;
determine that the cluster of coherent fore-
ground pixels has at least a minimum geometric
extent;
identify related pixels in the vicinity of the cluster
of coherent foreground pixels, wherein the re-
lated pixels have depth values substantially sim-
ilar to depth values associated with at least one
of the cluster of coherent foreground pixels; and
combine the cluster of coherent foreground pix-
els and the related pixels to obtain the fore-
ground object.

20. The non-transitory computer readable medium
of statement 19, wherein the instructions that enable
the system to identify related pixels comprise a bi-
lateral filter.

21. The non-transitory computer readable medium
of statement 17, further comprising instructions, that
enable the system to:

make a determination that the foreground object
has not moved for at least a specified duration;
and
based on the determination, assign the fore-
ground object pixels of the foreground object to
the background.

Claims

1. A method, comprising:

obtaining (200) a sequence of two-dimensional
- 2D - representations of a three-dimensional -
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3D - environment, wherein each 2D represen-
tation comprises a 2D frame of pixels encoding
depth values of the 3D environment;
performing (202) background subtraction on the
received pixel data, wherein performing back-
ground subtraction comprises:

identifying (300) a plurality of foreground
pixels in the 2D representations;
defining one or more foreground objects
(302) based on the plurality foreground pix-
els;
assigning pixels of the 2D representations
that are not associated with the one or more
foreground objects to a background;
in response to determining (304) that a first
foreground object has remained stationary
for a predetermined period of time, assign-
ing pixels of the 2D representations corre-
sponding to the first foreground object to the
background; and
eliminating the background from the 2D rep-
resentations to obtain updated 2D repre-
sentations.

2. The method of claim 1, further comprising performing
(214) an action based on (204) the updated 2D rep-
resentations.

3. The method of claim 2, further comprising classifying
(208) one or more of the one of more foreground
objects based on the updated 2D representations,
wherein performing the action is based on the clas-
sification.

4. The method of any preceding claim, further compris-
ing sending (204) the updated 2D representations
to a remote processing service.

5. The method of any preceding claim, wherein deter-
mining (304) that the first foreground object has re-
mained stationary for the predetermined period of
time comprises:

i) comparing (600) consecutive 2D frames of pix-
els to identify a first number of pixels that have
changed between foreground and background;

ii) in response to the first number being
above a threshold, determining that the first
foreground object is moving, and resetting
(602) a first timer;
iii) in response to the first number being be-
low the threshold, determining that the first
foreground object is not moving, and dec-
rementing (604) the first timer;

iv) iteratively repeating steps i) to iii) until the first

timer expires.

6. The method of claim 5, further comprising determin-
ing (304) that a second foreground object has re-
mained stationary for the predetermined period of
time by:

v) comparing (600) consecutive 2D frames of
pixels to identify a second number of pixels that
have changed between foreground and back-
ground;

vi) in response to the second number being
above the threshold, determining that the
second foreground object is moving, and re-
setting (602) a second timer;
vii) in response to the second number being
below the threshold, determining that the
second foreground object is not moving,
and decrementing (604) the second timer;

viii) iteratively repeating steps v) to vii) until the
second timer expires;
wherein the second timer is independent of the
first timer; and
wherein the method further comprises assigning
(608) pixels of the 2D representations corre-
sponding to the second foreground object to the
background.

7. The method of any preceding claim, wherein identi-
fying the plurality of foreground pixels comprises:

detecting (414) pixels where the depth value
changes between a prior 2D frame and a sub-
sequent 2D frame; and
identifying the plurality of foreground pixels, by
selecting (418, 420), from the detected pixels,
pixels where the depth values do not abruptly
increase.

8. The method of any preceding claim, wherein defining
the foreground object comprises:

identifying a cluster of coherent foreground pix-
els in the plurality of foreground pixels;
determining (502, 504) that the cluster of coher-
ent foreground pixels has at least a minimum
geometric extent;
identifying related pixels in the vicinity of the
cluster of coherent foreground pixels, wherein
the related pixels have depth values substan-
tially similar to depth values associated with at
least one of the cluster of coherent foreground
pixels; and
combining (508) the cluster of coherent fore-
ground pixels and the related pixels to obtain
the foreground object.
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9. The method of claim 8, wherein identifying related
pixels is performed using a bilateral filter.

10. The method of any preceding claim, further compris-
ing:

obtaining a two-dimensional (2D) color video
representation of the three-dimensional (3D) en-
vironment; and
sending the 2D color video representation to the
remote processing service.

11. The method of any preceding claim, further compris-
ing:

obtaining an acceleration sensor measurement
from an acceleration sensor attached to a cam-
era used to obtain the 2D representation of the
3D environment; and
detecting camera orientation and camera move-
ment from the acceleration sensor measure-
ment.

12. A computer readable medium comprising instruc-
tions that, when executed by one or more proces-
sors, cause the processors to perform the method
of any of claims 1 to 11.

13. A computing device comprising one or more proc-
essors, the computing device configured to perform
the method of any of claims 1 to 11.
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