07/104524 A1 |0 00 OO0 RO OO O

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Organization Vd”Ij

) IO O 0 A 0O

International Bureau

(43) International Publication Date
20 September 2007 (20.09.2007)

(10) International Publication Number

WO 2007/104524 Al

(51) International Patent Classification:
HO4N 7/30 (2006.01) GO6T 9/00 (2006.01)

(21) International Application Number:

PCT/EP2007/002164
(22) International Filing Date: 12 March 2007 (12.03.2007)
(25) Filing Language: English
(26) Publication Language:

(30) Priority Data:
06004987.1

(71) Applicant (for all designated States except US): MI-
CRONAS GMBH [DE/DE]; Hans-Bunte-Strasse 19,
79108 Freiburg (DE).

English

10 March 2006 (10.03.2006) EP

(72) Inventors; and

(75) Inventors/Applicants (for US only): GRIMPE, Eike
[DE/DE]; Amselweg 2, 81735 Miinchen (DE). LAN,
Yin-Chun Blue; Rm. 308, Build.52, N°195, Sec.4,
Chung-Hsing Rd., ChuTung, HsinChu (TW). CHO, Clair;
Rm. 308, Build. 52, N°195, Sec.4, Chung-Hsing Rd.,
ChuTung, HsinChu (TW).

(74) Common Representative: BICKEL, Michael; Paten-
tanwilte Westphal, Mussgnug & Partner, Mozartstrasse 8,

80336 Miinchen (DE).

(81) Designated States (unless otherwise indicated, for every
kind of national protection available): AE, AG, AL, AM,
AT, AU, AZ, BA, BB, BG, BR, BW, BY, BZ, CA, CH, CN,
CO, CR, CU, CZ, DE, DK, DM, DZ, EC, EE, EG, ES, FI,
GB, GD, GE, GH, GM, GT, HN, HR, HU, ID, IL, IN, IS,
JP, KE, KG, KM, KN, KP, KR, KZ, LA, LC, LK, LR, LS,
LT, LU, LY, MA, MD, MG, MK, MN, MW, MX, MY, MZ,
NA, NG, NI, NO, NZ, OM, PG, PH, PL, PT, RO, RS, RU,
SC, SD, SE, SG, SK, SL, SM, SV, SY, TJ, TM, TN, TR,
TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.
(84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG, ZM,
ZW), Eurasian (AM, AZ, BY, KG, KZ, MD, RU, TJ, TM),
European (AT, BE, BG, CH, CY, CZ, DE, DK, EE, ES, FI,
FR, GB, GR, HU, IE, IS, IT, LT, LU, LV, MC, MT, NL, PL,
PT, RO, SE, SI, SK, TR), OAPI (BF, BJ, CF, CG, CI, CM,
GA, GN, GQ, GW, ML, MR, NE, SN, TD, TG).

Published:
—  with international search report

Fortwo-letter codes and other abbreviations, refer to the "Guid-
ance Notes on Codes and Abbreviations” appearing at the begin-
ning of each regular issue of the PCT Gagzette.

(54) Title: METHOD AND APPARATUS FOR BLOCKWISE COMPRESSION AND DECOMPRESSION FOR DIGITAL

VIDEO STREAM DECODING

s 63
6| 6166 g ()
6| S| 5|5

515 |[S{5
N
¢ B GGt

Y | Yo | Yo | Y

Yo | Yn | Yo | Y

Ya [ Ya | Yo | Yu Uy | Un Vu | Vn

& (57) Abstract: Disclosed is a method and an apparatus for compressing a block of pixels,. The method comprises: calculating a
prediction value for each pixel of a group of pixels of the block, wherein the prediction value for a given pixel is calculated de-
pendent on pixel values of at least one neighboring pixel of the given pixel, calculating the difference between the pixel value and
the prediction value for each pixel of the group, variable length encoding the calculated differences, wherein a same set of coding
parameters of the variable length encoding is used for encoding each difference of the block.



10

15

20

25

30

WO 2007/104524 PCT/EP2007/002164

METHOD AND APPARATUS FOR BLOCKWISE COMPRESSION AND DE-
COMPRESSION FOR DIGITAL VIDEO STREAM DECODING

BACKGROUND OF THE INVENTION

The present invention relates to digital video decompression, and, more
specifically to an efficient method of coding and decoding a stream of video

data bits and an apparatus therefor.

International Standards Organization (ISO) and International Telecom-
munication'Union (ITU) have developed and defined digital video compression
standards MPEG-1, MPEG-2, MPEG-4, MPEG-7, H.261, H.263 and H.264.
Video compression is useful for a wide range of applications which, for exam-
ple, include video telephony systems, surveillance systems, DVD systems, and
digital TV systems. Video compression techniques significantly reduce required
storage space for storing video data, and transmission time for electronically

transmitting video date without significantly reducing the image quality.

Most ISO and ITU motion video compression standards adopt Y, Cb (U)
and Cr (V) as the pixel elements, which are derived from the original R (Red), G
(Green), and B (Blue) color components. Y hereby represents the degree of
“Luminance”, while Cb and Cr ( U and V) represent the color difference derived
from the “Luminance”. In both still and motion picture compression algorithms, a
picture is subdivided into blocks of 8x8 pixels, wherein each pixel is represented
by the above mentioned Y, Cb, Cr pixel elements, and wherein these pixel

blocks go through similar compression procedures individually.

In the MPEG video compression standard there are three types of en-
coded pictures or frames: intra-frames (I-frames), forward predicted frames (P-
frames), and bi-directional predicted frames (B-frames). An |-frame is encoded

as a single image, with no reference to any past or future frames, i.e. a block of
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8x8 pixels is encoded by using only pixel information from the block itself. A P-
frame is encoded relative to the past reference frame, wherein the reference
frame may be an I-frame or a P-frame, i.e. a block of 8x8 pixels is encoded us-
ing by using pixel information from the block itself and by using pixel information
from a block of a previous frame. A B-frame is encoded relative to the past ref-
erence frame, the future reference frame, or both frames., wherein each of the
reference frames may be an I-frame or a P-frame. In principle, in the I-frame
encoding, all blocks of 8x8 pixels go through the same compression procedure
that is similar to the JPEG algorithm of ITU. The JPEG algorithm is a still image
compression algorithm that includes a Discrete Cosine Transform (DCT), a
quantization and a variable length coding (VLC). For P-frames and B-frames
the difference between a target frame and the one or the two reference frames
is ehcoded. For encoding a P-frame or a B-frame the at least one reference
frame has to be stored in a memory and the stored pixel data have to be a ac-

cessed for encoding purposes.

Due to the method of encoding decompressing P-frames or B-frames re-
quires at least one reference frame to be stored in a memory and then to be ac-
cessed for decoding purposes. Due to input/output (I0) data path limitation of
most semiconductor memories, accessing the memory and transferring the pix-
els of the reference frame stored may turn out to be a bottleneck for most im-

plementations.

SUMMARY OF THE INVENTION

The present invention is related to a method and apparatus of the video
data stream decoding, which speeds up the procedure of reconstructing the
digital video with less power consumption. The present invention reduces the
computing times compared to its counterparts in the field of video stream de-

compression.
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A method according to an example of the invention for compressing a
block of pixels, comprises:

calculating a prediction value for each pixel of a group of pixels of the
block, wherein the prediction value for a given pixel is calculated dependent on
pixel values of at least one neighboring pixel of the given pixel,

calculating the difference between the pixel value and the prediction
value for each pixel of the group,

variable length encoding the calculated differences, wherein a same set
of coding parameters of the variable length encoding is used for encoding each

difference of the block.

An apparatus for compressing a block of pixels according to an example
of the invention comprises:

means for calculating a prediction value for each pixel of a group of pix-
els of the block, wherein the prediction value for a given pixel is calculated de- -
pendent on pixel values of at least one neighboring pixel of the given pixel,

means for calculating the difference between the pixel value and the pre-'l

- diction value for each pixel of the group,

means for variable length coding the calculated differences, wherein a
same set of coding parameters of the variable length coding is used for coding

each difference of the block.

BRIEF DESCRIPTION OF THE DRAWINGS

Fig.1 serves to explain the three types of motion video coding accord-
ing to MPEG.

Fig. 2 depicts a block diagram of a video compression system com-
prising two reference frame buffers.

Fig. 3 illustrates the mechanism of motion estimation.

Fig. 4 illustrates a block diagram of decoding a video stream.
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Fig. 5 depicts the block diagram of block based motion compensation
which depicts the way of recovering block pixels with weighted referencing pix-
els value of previous and next frame pixels.

Fig. 6 depicts a block diagram of decoding a video stream using com-
pression and decompression of reference frames.

Fig. 7 illustrates subdi\/iding a frame into blocks of pixels.

Fig. 8 illustrates calculating prediction values for pixels of a block.

Fig. 9 as an example shows pixel values and corresponding prediction
values of blocks of pixels.

Fig. 10 illustrates the distribution of differences between pixel values
and prediction values.

Fig. 11 illustrates mapping of differences to positive values.

Fig. 12 illustrates variable length coding.

Fig. 13 shows a table including several differences and their VL.C codes
for different coding parameters. Fig. 14 shows an example of a test encoder.

Fig. 15 shows a system including a test encoder and a variable length
encoder. _ |

Fig. 16 gives an overview over the compression method.

Fig. 17 depicts a coding scheme for a fixed length coding method.
DETAILED DESCRIPTION OF THE DRAWINGS

There are essentially three types of picture coding in the MPEG video
compression standard as shown in Fig. 1: I-frame 11, the “Intra-coded” frame,
uses the block of pixels within the frame to code itself. P-frame 12, the “Predic-
tive” frame, uses previous I-frame or P-frame as a reference to code the differ-
ences between these frames. B-frame 13, the “Bi-directional” interpolated
frame, uses previous I-frame or P-frame 12 as well as the next I-frame or P-

frame 14 as references to code the pixel information.

In most applications, since the I-frame does not use any other frame as
reference and hence no need of the motion estimation, the image quality is the

best of the three types of pictures, and requires least computing power in en-
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coding. The encoding procedure of the I-frame is similar to that of the JPEG pic-

ture.

Encoding B-frames, as compared to |-frames and P-frames, requires
most computing power, because the motion estimation needs to be done in re-
lation to both, a previoué frame and a next frame. A lower bit rate of encoded B-
frames as compared to P-frames and I-frames is due to the fact that the averag-
ing block displacement of a B-frame to either previous or next frame is less than
that of the P-frame and that the quantization step is larger than that in a P-
frame. In most video compression standard including MPEG, a B-type frame is
not allowed for reference by other frame of picture. Thus, errors in a B-frame
will not be propagated to other frames and allowing bigger errors in B-frames is
more common than in P-frames or I-frames. Encoding of the three MPEG pic-
tures becomes tradeoff among performance, bit rate and image quality. A rank-

ing of these three factors of the three types of picture encoding is given below:

Performance Bit rate Image quality

(Encoding speed)

I-frame Fastest Highest Best

P-frame Middle : Middle Middle
B-frame Slowest Lowest Worst

Fig. 2 shows a block diagram of the MPEG video compression proce-
dure. In I-type frame coding, a multiplexer (MUX) 221 directly routes an incom-
ing data stream, which includes pixel data, 21 to a Discrete Cosine Transform
(DCT) unit 23. DCT coefficients provided by the DCT unit are quantized using a
quantization unit connected upstream to the DCT unit. Quantized DCT coeffi-
cients, which are provided by the quantization unit 25, are packed as pairs of
“Run-Length” code, which has patterns that will later be counted and be as-
signed code with variable length by a Variable Length Coding (VLC) encoder
27. The Variable Length Coding depends on the on the structure (patterns) in a
picture represented by the pixel data.
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Optionally a further encoder, a so-called "System Layer Encoder" may be
connected upstream to the VLC encoder. Such encoder may add a system
header and further system level information including resolution, frame rate, etc.

to the encoded bit stream.

A compfessed (I-frame or P-frame) bit stream will then be recon-
structed by a decompression unit (Re-constructor) 29 29 and the reconstructed
data (bit) stream is stored in a reference frame buffer 26 as a reference for fol-

lowing (future) frames.

In the case of compressing a P-frame, a B-frame or a P-type, or a B-type
macro block, the incoming data stream is sent to a motion estimator 24 to com-
pare pixel data of a current macro block with pixel data of a previous maéro_
block stored in the reference frame buffer. "Macro block” in this connection de-
notes a sub-block of pixels within a frame. A macro block .of a given frame is
compared to several macro blocks of a previous frame for the searching of the

best match macro block.

A Predictor 22 calculates the pixel differences between a current macro
block and the the best match macro block of previous frame or next frame pro-
vided by the motion estimator. The block difference is then fed into the DCT 23,
quantization 25, and VLC 27 coding, which is the same procedure like the I-

frame coding.

The multiplexer is controlled by a controlling unit (not shown) to switch its
input between the incoming data stream and the difference data stream at the

output of predictor 22, depending on which type of encoding is desired.

In the encoding of the differences between frames, the first step is to find
the difference of the targeted frame, followed by the coding of the difference.
For some considerations including accuracy, performance, and coding effi-
ciency, in some video compression standards, a frame is partitioned into macro

blocks of 16x16 pixels to estimate the block difference and the block movement.
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For each macro block within a frame the “best match” macro block in the previ-
ous frame or in the next frame has to be found. The mechanism of identifying

the best match macro block is called “Motion Estimation”.

Practically, a block of pixels will not move too far away from the original
position in a previous frame, therefore, searching for the best match block within
an unlimited range of region is very time consuming and unnecessary. A limited
searching range is commonly defined to limit the computing times in the “best
match” block searching. The computing power hungered motion estimation is
adopted to search for the “Best Match” candidates within a searching range for
each macro block as described in Fig. 3. According to the MPEG standard, a
“macro block” is composed of four 8x8 “blocks” of luminance values (Y) and
one, two, or four chrominance values (2 Cb and 2 Cr), wherein Cb and Cr may
also be denoted as U and V. Since luminance and chrominance are closely as-
sociated, in the motion estimation, only luminance motion estimation is needed ,
and the chrominance, U and V in the corresponding position copy the same mo-
tion vector (MV) of luminance. The motion vector, MV, represents the direction
and displacement of the block movement. For example, an MV=(5, -3) stands
for the block movement.of 5 pixels right in X-axis and 3 pixel down in the Y-axis.
Motion estimator searches for the best match macro block within a predeter-
mined searching range 33, 36. By comparing the mean absolute differences,
MAD or sum of absolute differences, SAD, the macro block with the least MAD
or SAD is identified as the “best match” macro block. Once the best match
blocks are identified, the MV between the targeted block 35 and the best match
blocks 34, 37 can be calculated and the differences between each block within
a macro block are encoded accordingly. This kind of block difference coding

technique is called “Motion Compensation”.

The Best Match Algorithm, BMA, is the most commonly used motion es-
timation algorithm in the popular video compression standards like MPEG and
H.26x. In most video compression systems, motion estimation consumes high
computing power ranging from ~50% to ~80% of the total computing power for

the video compression. In the search for the best match macro block, a search-
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ing range, for example +/- 16 pixels in both X- and Y-axis, is most commonly
defined. The mean absolute difference, MAD or sum of absolute difference,
SAD as shown below, is calculated for each position of a macro block within the
predetermined searching range, for example, a +/- 16 pixels of the X-

15 15
SAD(x,y)= z Z

i=0 j=0

5
—leip/”(xﬂ',y+j)—Vm(x+dx+i,y+dy+j)|

670 =

Vn(x+i,y+]')—Vm(x+dx+z',y+dy+j)|

MAD(x,y)=

axis and Y-axis. In above MAD and SAD equations, the V1 and Vm stand for
the 16x16 pixel array, 1 and j stand for the 16 pixels of the X-axis and Y-axis
separately, while the dx and dy are the change of position of the macro block.

The macro block with the least MAD (or SAD) is from the BMA definition named
the “Best match” macro block. The calculation of the motion estimation con-

sumes most computing power in most video compression systems.

Fig. 4 illustrates the procedure of the MPEG video decompression. The
compressed video stream with system header having many system level infor-
mation including resolution, frame rate, ... etc. is decoded by a system layer
decoder (SLD) 40 and a decoded data stream representing a compressed pixel
data stream is provided to a variable length decoder (VLD) 41, that inverts the
VLC operation of VLC encoder (27 in Fig. 2) and provides decoded DCT coeffi-
cients. These decoded DCT coefficients are de-quantized by a dequantization
unit 42 before they go through the inverse DCT performed by inverse discrete
cosine transform (iDCT) unit 43. A data stream at the output of iDCT unit 43

represents a data stream of time domain pixel information.

In decoding non intra-frames, including P-type and B-type frames, the
output of the iDCT are the difference between a current frame and a referencing
frame. Such difference goes through motion compensation unit 44 for recover-
ing the original pixels. Since motion compensation at least requires one next
frame or one previous frame a decoded I-frame or P-frame may temporarily be

stored in a frame buffer 49. The frame buffer 49 may comprise a previous frame
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buffer 46 for storing a previous frame, as compared to a current frame to be de-
compressed, and a next frame buffer 47 for storing a next frame, as compared
to a current frame to be decompressed. When decompressing the a P-type
frame or a B-type frame, a memory controller (not shown) will access the frame

buffer and transfer some blocks of pixels of previous frame and/or next frame to

the current frame for motion compensation. However, transferring block pixels

to and from the frame buffer consumes a lot of time and /O bandwidth of the

memory or other storage device.

Depending on whether intra-frames (I-frames) or inter-frames (P-frames
or B-Frames) are to compressed, a multiplexer 45 at the output of the decom-
pression unit switches between the output of the iDCT unit and the output of the
motion compensation unit to provide a decompressed outputrdata stream. A
switching signal for the multiplexer 45 may be provided by the system layer de-
coder 40.

Fig. 5 shows the motion compensétion of block pixels of a B-type frame.
The pixel values of a pixel block of previous frame 52 and the pixel values of a
pixel block-of next frame 53 are weighted using first and second weighting fac-
tors (0.5 for example). The weighted pikel values are added to the decoded
pixel difference of the current frame, thereby obtaining a reconstructed block of

pixels.

According to an example of the invention frames to be stored in the
frame buffer 49 are compressed on a block basis prior to storing. This reduces
I/0 bandwidth of the memory or storage device forming the frame buffer 49.

Fig.6, for example, shows a MPEG decompression unit comprising a
compression/decompression unit 50 connected between iDCT unit 43 and
frame buffer and between frame buffer 49 and motion compensation unit 44.
The compression/decompression unit 50 compresses a pixel data stream pro-
vided by iDCT unit on a block basis and stores a compressed data stream in

frame buffer. In case one of the frames stored in the frame buffer 49 is required
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for motion compensation, compression/decompression unit 50 reads a com-
pressed data stream, that represents the required frame, from the buffer, de-
compresses the data stream and provides decompressed data stream to the
motion compensation unit 44. It is to be understood, that the compres-
sion/decompression unit 50, that compresses pixel data prior to storing, is not
restricted to be used in MPEG decompression methods. it may also be used in
MPEG compression methods, or in any other method that requires storing

and/or transmitting of pixel data.

An example of the compression/decompression method performed by
compression/decompression unit 50 will be explained in the following. Accord-
ing to an example the method compresses blocks of 4x4 pixels, where each 4x4
block of pixels is represented by a 4x4 block of luminance data values and two
2x2 blocks of chrominance data values. Referring to Fig. 7 reference number 61
denotes a block of 4x4 luminance data values Y11...Y44, and reference num-
bers 62 and 63 denote blocks of 2x2 chrominance data values Ui4...U; and
V11...V22. Assuming that each daté value is represented by a binary word of 8
bit, then a data stream of 24 (=16+4+4) bytes has to compressed for each 4x4

pixel block..

Instead of directly coding the pixel data, the method codes differences
between neighboring pixels, where the value of one pixel is used as prediction
for the value of an adjacent pixel. A possible prediction scheme will be de-
scribed in the following with reference to Fig. 8. It is assumed that X represents
a pixel in either of blocks 61, 62, 63. The prediction value for X is then depend-
ent on the position of X within the block and on neighboring pixel values. In the
following U denotes the pixel value of the upper neighbor pixel to X, L denotes
the pixel value of the neighbor to the left to X, and S denotes the pixel value of
the upper-left neighbor to X, which is the neighbor to the left to the pixel having
pixel value U. In the example U is in the same column as X, and adjacent to X,
L is in the same line as X and adjacent to X, and S is in the same line as U and
in the same column as L. S may also be denoted an adjacent diagonal neighbor
to X.
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11
The prediction value for X is

L, if X is in the first row of a 4x4 luminance or 2x2 chrominance data
block (1a)

U, if X is in the first column of a 4x4 luminance or 2x2 chrominance
data block (1b)

None, if X is both, in the first row and in the first column of a 4x4 lumi-
nance or 2x2 chrominance data block (1c)

F, otherwise,
where
F = min(U,L) if S 2 max(U,L)
F = max(U,L) if S <min(U,L)
F =

U+L-S otherwise (1d)

The result of applying such prediction scheme to blocks 61, 62, 63 is il-
lustrated in the lower part of'Fig. 8. Pixels Y44, U44, and V1 for which no predic-
tion is made (Eqn. 1c), are depicted white, pixels for which Eqns. 1a or 1b apply
are depicted in a light grey, while pixels for which Eqn 1d applies are depicted in

a darker grey.

Fig. 9, for purpose of illustration, shows examples for pixel values of pix-
els in blocks 61, 62, 63 and the resulting prediction values obtained by applying

the above mentioned prediction strategy.

In the following A denotes a pixel value of any pixel in blocks 61, 62, 63,
while B denotes the corresponding prediction value. The value to be decoded is
the difference A-B between the pixel value A and the predicted value B, except
for the upper left pixels Y44, U4, V11, which are coded directly. Assuming pixel
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values of blocks 61, 62, 63 have a bit length of 8 bit, then A and b range be-
tween 0 and 255. Consequently, the difference A-B ranges between
-255 and 255, i.e.

-255<A-B=<255 where0=<A<255and0=<B=<255 (2)

In general 9 bit would be required for coding such difference, and thereby
allowing lossless decoding. However, assuming that the prediction value is

known, the range for the difference A-B to be decoded can be narrowed to
-B <A-B=<255-B where 0 <A =255 (3),
which implies that the difference may be encoded using only 8 bit.

The differences A-B are mapped to values of a given interval including
28=256 different values, wherein these values are coded, as will be described
below. It is obvious, that more than one difference has to be mapped to the
same value of the mapping interval if there are 2° different differences and only
28 different values for representing those differences. However, by applying a
mapping scheme that uses prediction value B as a mapping parameter, the cor-
rect difference can be reconstructed from the mapped value using the prediction

value B.

The reconstruction of prediction values B for decoding or decompression

purposes, will be explained in the following:

The prediction values B, as stated above, are calculated using pixel val-
ues of neighboring pixels, except for the upper left pixels Y11, U414, V44. Let it be
assumed, that pixel values of these pixels Y11, U114, V11 after coding (and com-
pression) may be reconstructed correctly. From these pixel values the predic-
tion values for the neighboring pixels Y1z, Y21, Y22, U1z, U21, U2z, V12, V21, V22
can then be calculated. Let it further be assumed that after coding (and com-

pression) the differences assigned to these pixels may be constructed correctly.
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Using the prediction values and the differences the pixel values of these
neighboring pixels can then be reconstructed correctly. Starting from these pixel
values the prediction values for further neighboring pixels can then be calcu-
lated....

Mapping a difference A-B to a value within the interval of 256 different
values may be performed by simply shifting the difference A-B using the predic-

tion value B to a positive value.

Another approach for mapping the differences will be explained in the fol-

lowing:

Usually the pixel values of adjacent pixels in an image are correlated to
each other. The differences between the pixel values of adjacent pixels, in a
first approach, therefore are normally distributed, as depicted in Fig. 10. For ef-
fectively applying a variable length coding (VLC) to the differences A-B it is
therefore desiréd to map small differences to small values and to map larger
differences to larger values. A possible mapping scheme for mapping a differ-
ence C= A-B to a target value D, wherein 0s D < 255, using prediction value B

as a mapping barameter forB<128is:

D=B+C for |C| >B (4a)
D=2-|C|-1 for |C| sBandC>0  (4b)
D=2-|C| for |C| sBandC<0  (4b)
D=0 forC=0 (4c)

The mapping scheme according to Egns. 4a to 4c maps differences in
the range of -B < C < B to target values between 0 and 2-B, while differences C
larger than B are shifted using B as a shifting parameter. Fig. 11A for B=3
shows the distribution of possible differences for B=3 (assuming that the differ-
ences are normally distributed) while FIG 11B shows the possible distribution of

the target values obtained by mapping the differences. In the example C=1 is
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mapped to D=1, C=-1 is mapped to D=2, ..., C=-3 is mapped to D=5 and C=3 is
mapped to D=6.

For B > 128 the same mapping scheme applies except for the mapping
according to Eqn. 4a being replaced by
D=-B+C for|C| >B . (5a).

The target values obtained by mapping the differences to all positive val-
ues are encoded using variable length coding (VLC). For obtaining the code

target value D, representing the difference C=A-B, is expressed as
D=m-Q+R (5),

where m = 2%, with m < D, Q denotes the integer result obtained by dividing D
by m, and R denotes the remainder of the division operation. For each target
value D and for a given m, integer Q, and remainder R are mapped to a code as
shown in Fig. 12. The code includes q leading bits, each which is equal to value
zero, and with g equal to. Q, followed by a single marker bit with value 1, fol-
lowed by the binary equivalent of the remainder R. The bit length of the remain-

der R is x.

Fig. 13 shows a table including several examples for codes obtained for
different D values and different m values, where m is 23=8, 2*=16 or 2°=1 in the
example. Assuming that all the differences between pixels in the block to be en-
coded lie in a narrow range owing to a high correlation between pixel values in
the block, and further assuming that m fits the differences to be coded well,

such that both Q and R become small, short codes can be obtained.

According to an embodiment of the invention divisor m is kept constant
for each block of pixels, but may vary for different blocks. Besides the coded
differences of one block the value of m used for VLC coding the differences has
to be stored or transmitted, and will be required for decoding. The best value for

m may be selected for each block using so-called test encoding. In this connec-
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tion a complete block is encoded several times using a different m each time,
the overall number of bits obtained for each block is counted, and the m value
resulting to the lowest number of bits or resulting to the number of bits being
closest to a desired number of bits is chosen for the block. Turning to the ex-
ample in Fig. 6 and assuming that a compression factor of 1.5 is desired, then
the desired number of bits is: 24 - 8/1,5 = 16 - 8 = 128.

The code length may further be decreased by, prior to mapping the tar-
get value D to the code, truncating one or more less significant bits (LSB) of the
target value, and therefore by decreasing the range of differences within a block
(lossy encoding). For example up to four different modes of VLC coding with

four different truncation lengths may be used.

Fig. 14 shows an example of a test encoder arrangement 70 for evaluat-
ing the m value and the truncation length which is to be applied for coding a
given Y block and given U and V blocks. In Fig. 14 Y_trunc denotes the trunca-
tibn length appl'ied to differences of Y block (61 in Fig. 7), UV_trunc denotes the
truncation lengths applied to differences of U and V blocks (62, 63 in Fig. 7),
Y_x with 2¥-*= m denotes the divisor m used for VLC coding of a Y block, and
U.V_x with 2°Y-*= m denotes the divisor m used for VLC coding of U and V
blocks. The test encoder arrangement 70 of Fig. 14 comprises four test encod-
ers 71, 72, 73, 74, with each test encoder consisting of two separate encoders
for the luminance data 71Y, ...,73Y and the chrominance data 71UV, ...,73UV.
Each of the luminance data encoders 71Y,...,74Y VLC encodes a complete Y
block using Y_trunc and Y_x parameters, and counts the overall number of bits,
and each of the chrominance data encoders 71UV,...,74UV VLC encodes a
complete U and a complete V block using UV_trunc and UV_x parameters, and
counts the overall number of bits. It should be mentioned, that Y_x and UV_x of
one encoder unit may be identical or may be different, and that Y_trunc and

UV_trunc of one encoder unit may be identical or may be different.

The number of bits provided by the luminance and chrominance data en-

coders pair of one encoder unit are added by adders 75, 76, 77, 78, and result-
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ing overall bit count values BitCt0, BitCt1, BitCt2, BitCt3 are provided to a mode
selector 79, which based on the overall bit count values and based on the de-
sired number of coded bits provides a mode select signal MS. It should be men-
tioned, that the number of parallel test encoders, and therefore the number of
different parameters sets tested in parallel, is not limited to four, but any number

of parallel encoders may be used.

Referring to Fig. 15 Mode select signal MS is provided to an encoder 80,
that VLC codes the given Y block and the given UV blocks thereby taking into
account mode select signal MS. The mode select signal MS may include
Y _trunc, UV_trunc, Y_x and UV_x. Encoder 80 outputs a compressed data
stream, that represents the VLC encoded differences A-B obtained for each
pixel of blocks_61, 62, 63 by subtracting prediction value B from pixel value A.
The data stream provided by encoder 80 also includes codes representing pixel
data of the upper left pixels Y41, U141, V11 Of the blocks. These pixel data is
coded directly using a fixed length code, where one or more LSBs may be trun-

cated prior to coding.

It goes without saying, that besides codes representing values of the up-
per left pixels Y44, U441, V11 differences, and codes representing differences, the
parameters Y_trunc, UV_trunc, Y_x and UV_x need to be coded and stored or

transmitted, since these parameters are required for decompression.

Fig. 16 gives an overview of the block compression method according to
an example of the invention. The method comprises the prediction of pixel val-
ues for block pixels using neighboring pixels, forming the difference between
pixel values and predicted values, reordering the differences, and VLC coding
the reordered difference. Referring to the above reordering the differences may

include mapping the differences to all positive target values.

Decompressing a compressed data stream, includes VLC decoding, re-
ordering back the differences obtained by decoding, prediction starting with Y44,

U44, V41 as explained above, and calculating decompressed pixel values from
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the differences and the predicted values, wherein prediction for given pixels
may require decompressed pixel values of neighboring pixels. In case of trun-
cating LSBs prior to VLC encoding pixel information is lost. According to one
embodiment of the invention, the truncated LSBs are added on a pseudo ran-

dom basis during the decompression process.

Instead of VLC coding a fixed length coding using LSB truncation may be
used for mapping reordered difference values, or target values, D to codes. Fig.
17 shows an example for assigning bit lengths shorter than 8 bits to the pixels
of the different blocks. The average bit length in the example is somewhat
higher than 5, wherein pixels having a bit lengths of 6, i.e. higher than 5, are Y
pixels. This is due to the fact, that errors which result from truncation are rather
visible for Y pixel than for U or V pixels, so that the truncation error for Y pixels

is tried to be kept as small as possible.

Summarizing the above, the present invention relates to an efficient
video bit stream compression and decompression that applies a new compres-
sion and decompression method, and relates to an apparatus for redﬁcing the
data rate of the compressed blocks of image. These compressed blocks may be
used as reference for other non-intra type blocks of image in motion compensa-

tion.

The invention applies the following main new concept to achieve low bit

rate of storing the decompression reference frame/block:

- Calculation of the differential value of adjacent pixels by applying horizontal

and vertical prediction and both direction prediction,
- Prediction of the divider value for achieving a shortest code for a VLC coding,

- Multiple encoding and decoding engines are applied with filling the bit stream

at a time to achieve highest throughput in each clock cycle time.
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According to the method for compression, the complexity and quality of
the uncompressed block of pixels is analyzed (by way of test encoding) and a
decision on the compression mode (in particular coding parameters of the VLC

encoding) to be applied is made based on the analysis.

According to one embodimenf of the present invention, the differential
values of continuous adjacent pixels within a block, mostly likely the 1% row of a
block will be calculated for VLC (Variable length) coding. According to another
embodiment of the present invention, the differential values of continuous adja-
cent pixels within a block, mostly likely the 1°* column of a block will be calcu-
lated for VLC (Variable length) coding. According to yet another embodiment of

the present invention, the differential values of upper pixel and left pixels within

" a block will be calculated. The smaller one will be coded by VLC (Variable

length) coding.

According to a further embodiment of the present invention, the differ-

ential values of adjacent pixels will be adjusted to be all positive which reduces -

" the bit requirement from 9 bits down to 8 bits.

According to another embodiment of the present invention, each color
component (Y, U and V) is compressed and decompressed separately with the

final data rate combined together to fit a predetermined bit rate.

According to another embodiment of the present invention, each color
component (Y, U and V) has one pixel as the reference for the rest of other pix-

els.

According to another embodiment of the present invention, variable
clock cycle time will have different encoder and decoder encoding and decoding

different pixels.
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According to another embodiment of the present invention, some en-
coders and decoders will encode and decode moere than one color component

in different cycle time.

According to another embodiment of the present invention, multiple en-
coders and decoders are implemented to pipelining encode and decode multi-
ple pixels in each cycle time which speeds up the performance and providing

higher throughput.

According to another embodiment of the present invention, the adjusted
differential value, D, of adjacent pixels will be coded by divding the D, by a pre-
dicted divider to achieve a result of Quotient (Q) and a Remainder (R).

According to another embodiment of the present invention, the Quotient
and Remainder are separated by inserting one “1” and the value of Q and R
turn out to be number of “0s” (Example: 17=3 x 5 + 2; Q=3, R=2, the code
will be “000100”) '

According to another embodiment of the present invention, the divider
is predicted without inserting bits into represent which reduces the bit rate.

According to one embodiment of the present invention, a predeter-
mined number of dividers are applied and tested to determine which reaches
the lowest data rate which will be selected as the divider for coding the pre-

dicted differential values of pixels.

According to one embodiment of present invention, a code (Ex.
“00000000" is inserted to represent that the Remainder of its following 8 bits is
the same value of the predicted D, to be coded which limited the max. length of
code to be 16 bits.

The compression and decompression method may be used in video

stream decoding, with the decoding comprising
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Reconstructing the non-B-type frame or macro-block by standard video decod-

ing procedures;
Partitioning the reconstructed block of pixels into smaller block of less pixels
and compress them and save into a temporary storage device as referencing
image; and
Accessing the compressed block of corresponding pixels in the temporarily
storage device and reconstruct them into pixels as the referencing image for
motion compensation to recover other pixels.

The invention also relates to:
A method for compressing block of pixels, comprising:

calculating the difference between neighboring pixels;

determining the value of divider which achieve shortest code for representing

the differential value of the neighboring pixels;

calculating and predicting the mode of variable length coding for each pixel with

a certain block; and

applying the predicted VLC coding mode to reduce the amount of bit of repre-

senting the block pixels’ difference patterns.
A method for compressing and decompressing block of pixels with pre-
determined bit rate of compressed block of pixels, the method comprising dur-

ing compression:

calculating the difference between neighboring pixels;
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compressing at least two pixels at the same determined time slot; and

saving at least two compressed pixels into a storage device of predetermined
length starting from at least two locations with predetermined directional path
locations each cycle time;

and the method comprising during decompression:

decoding the value of divider of the block pixels and parsing and decompress-
ing at least two Remainders and two Quotients at a time by using the predeter-
mined variable length decoding method;

calculating the difference between neighboring pixels;

compressing at least two pixels at the same determined time slot; and

saving at least two compressed pixels into a storage device of predetermined
length starting from at least two locations with predetermined directional path
locations each cycle time.

An apparatus for decoding a video stream, comprising:

a first engine decompressing the video stream of non-B-type frame block by

block into a first video format;
a first compression engine reduces the bits stream with the first video format to
a predetermined length of bits and stores into a storage device for other pic-

tures’ reference;

a second decompression engine recovering the block pixels accessed from the

compressed referencing image buffer;

another decompression engine reconstructing the block pixels of the com-
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pressed video stream of B-type frame or macroblock; and

a motion compensation engine adding the decompressed block pixels and the

recovered block pixels of the reference image and reconstructing the block pix-

els.
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CLAIMS

1. A method for compressing a block of pixels, comprising:

calculating a prediction value for each pixel of a group of pixels of the
block, wherein the prediction value for a given pixel is calculated dependent on
pixel vélues of at least one neighboring pixel of the given pixel,

calculating the difference between the pixel value and the prediction
value for each pixel of the group,

variable length encoding the calculated differences, wherein a same set
of coding parameters of the variable length encoding is used for encoding each

difference of the block.

2. The method of claim 1, wherein determining the coding parameters of
the variable length coding comprises:

test encoding the differences using a first variable length encoding with
a first given testing set of coding parameters for obtaining a first group of codes,

counting the overall number of bits of the éodes of the first group for ob-
taining a first number of bits,

test encoding the differences using at least one further variable length
encoding with a further given testing set of coding barameters for obtaining at
least one further group of codes,

counting the overall number of bits of the codes of the at least one fur-
ther group for obtaining at least one further number of bits,

comparing the first number and the at least one further number, and se-
lecting the first testing set or the at least one further testing as set of coding pa-

rameters for variable length encoding.

3. The method of claim 2, wherein the first and the least one further test en-

coding is performed in parallel.

4. The method of any of the preceding claims, wherein prediction values

are calculated for each but one pixel of the block.
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5. The method of claim 4, wherein the prediction value for a given pixel of
the block is
L, if the given pixel is in a first row of the block
U, if the given pixel is in a first column of the block
F, otherwise,
Where
F = min(U,L) if S =2 max(U,L)
F = max(U,L) if S <min(U,L)
F = U+L-S otherwise,
and where
U is the pixel value of a upper neighbor pixel of the given pixel,
L is the pixel value of a left neighbor pixel of the given pixel, and
S is the pixel value of a left and upper neighbor pixel of t'he‘given pixel.
6. The method of claim 5, wherein no prediction value is calculated for a

given pixel that is in the first row and in the first column of the block.

7. The method of any of the preceding claims, wherein variable length of a
given difference comprises:

dividing the difference by a value (m)'to obtain an integer (Q) and a re-
mainder (R),

mapping the integer and the remainder to a code.

8. The method of claim 7, wherein (m) is one of the coding parameters.

9. The method of any of the preceding claims, wherein the differences prior

to variable length encoding are mapped to positive values.

10.  The method of claim 9, wherein differences having the same absolute

value but different signs are mapped to adjacent positive values.
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11.  The method of any of the preceding claims, wherein the differences are
represented by binary words, and wherein a number of less significant bits o

these binary words are truncated prior to variable length encoding.

12.  The method of claim 11, wherein the number of truncated bits is one of

the coding parameters.

13. The method of any of the preceding claims,

wherein the codes obtained by variable length encoding the differences
of one block is stored in a storage device,

wherein pixel values of at least one pixel, for which no difference has
been calculated is stored in the storage device, and

wherein the coding parameters used for said block is stored in the stor-

age device.

14. A method for decompressing a block of pixels which has been com-
pressed using a method according to Aone of claims 1 to 13, comprising:

variable length decoding for obtaining differences,

calculating prediction values starting with pixels of the block which are
neighbors to the at least one pixel for which no difference has been calculated
during compression,

calculating pixel values using the prediction values and the differences.

15.  The method of claim 14 for decompressing a block of pixels which has
been compressed using a method according to claim 11, wherein less signifi-
cant bits that have been truncated are pseudo randomly added after variable

length decoding.

16. Use of the methods according to any of the preceding claims for com-

pressing and decompressing frames in video stream decoding.

17. An apparatus for compressing a block of pixels, comprising:



WO 2007/104524 PCT/EP2007/002164
26

means for calculating a prediction value for each pixel of a group of
pixels of the block, wherein the prediction value for a given pixel is calculated
dependent on pixel values of at least one neighboring pixel of the given pixel,
means for calculating the difference between the pixel value and the
5 prediction value for each pixel of the group,
- means for variable length coding the calculated differences, wherein a
same set of coding parameters of the variable length coding is used for coding

each difference of the block.

10
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