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(54) PROGRAM, CONDITION SEARCH DEVICE, AND CONDITION SEARCH METHOD

(57) A computer is caused to function as a condition
storage unit configured to store one or more conditions
represented by coordinates in a multi-dimensional
space, a candidate condition generating unit configured
to generate a plurality of candidate conditions represent-
ed by coordinates in the multi-dimensional space, a can-
didate condition selecting unit configured to calculate, for
a coordinate position of each of the candidate conditions,
a shortest distance to coordinate positions of the one or
more conditions, and to select, as a coordinate position
of a new condition, a coordinate position of one of the
candidate conditions for which the shortest distance is
longest, and a new condition adding unit configured to
add the selected coordinate position of the new condition
to the coordinate positions of the one or more conditions,
wherein the candidate condition selecting unit repeats,
until a termination condition is satisfied, a process of cal-
culating, for a coordinate position of each of the candidate
conditions, a shortest distance to the coordinate positions
of the one or more conditions to which the new condition
is added, and selecting, as a coordinate position of a new
condition, a coordinate position of one of the candidate
conditions for which the shortest distance is longest.
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Description

TECHNICAL FIELD

[0001] The disclosures herein relate to programs, con-
dition search apparatuses, and condition search meth-
ods.

BACKGROUND ART

[0002] Among others, optimization of the conditions for
producing materials is an example of a multi-dimensional
combinatorial problem. In the multi-dimensional combi-
natorial problem, the number of possible combinatorial
patterns increases exponentially in accordance with the
number of conditions (e.g., the number of elements that
may be synthesized in the case of the ratio of composition
in a multi-element alloy). One method for optimizing a
multi-dimensional combinatorial problem, as known in
the art, learns a correlation between experimental con-
ditions and a property to be optimized based on past
experimental results, and predicts a value of the property
obtained under any given condition, thereby narrowing
down candidate experimental conditions (for example,
see PATENT DOCUMENT 1).

PRIOR ART DOCUMENTS

PATENT DOCUMENT

[0003] PATENT DOCUMENT 1: INTERNATIONAL
PUBLICATION WO2019/18131 3

SUMMARY OF INVENTION

PROBLEM TO BE SOLVED BY INVENTION

[0004] In order to determine a new experimental con-
dition based on past experimental results, for example,
an experimental condition at coordinates distant from the
experimental conditions of experiments that have al-
ready been performed and represented by coordinates
in space may be selected as a new experimental condi-
tion. Such an arrangement is expected to lead to an ef-
ficient search for a new experimental condition.
[0005] It is an object of the present disclosures to pro-
vide a program, a condition search apparatus, and a con-
dition search method that may efficiently search for a
new condition from one or more conditions represented
by coordinates in a multi-dimensional space.

SOLUTION TO PROBLEM

[0006] The present disclosures include the following
configurations.
[0007]

[1] A program for causing a computer to function as:

a condition storage unit configured to store one
or more conditions represented by coordinates
in a multi-dimensional space;
a candidate condition generating unit configured
to generate a plurality of candidate conditions
represented by coordinates in the multi-dimen-
sional space;
a candidate condition selecting unit configured
to calculate, for a coordinate position of each of
the candidate conditions, a shortest distance to
coordinate positions of the one or more condi-
tions, and to select, as a coordinate position of
a new condition, a coordinate position of one of
the candidate conditions for which the shortest
distance is longest; and
a new condition adding unit configured to add
the selected coordinate position of the new con-
dition to the coordinate positions of the one or
more conditions,
wherein the candidate condition selecting unit
repeats, until a termination condition is satisfied,
a process of calculating, for a coordinate posi-
tion of each of the candidate conditions, a short-
est distance to the coordinate positions of the
one or more conditions to which the new condi-
tion is added, and selecting, as a coordinate po-
sition of a new condition, a coordinate position
of one of the candidate conditions for which the
shortest distance is longest.

[2] The program as recited in [1], further causing the
computer to function as:

a threshold setting receiving unit configured to
accept a setting of a threshold from a user
wherein the candidate condition selecting unit
determines whether the termination condition is
satisfied based on a result of comparison be-
tween the shortest distance that is longest and
a threshold.

[3] The program as recited in [2], wherein the candi-
date condition selecting unit determines that the ter-
mination condition is satisfied when both the shortest
distance of one of the candidate conditions selected
in an N-th round and the shortest distance of one of
the candidate conditions selected in an (N-1)-th
round are less than or equal to a threshold and the
shortest distance of the one of the candidate condi-
tions selected in the N-th round and the shortest dis-
tance of the one of the candidate conditions selected
in the (N-1)-th round are different from each other.
[4] The program as recited in any one of [1] to [3],
wherein the candidate condition generating unit gen-
erates the plurality of candidate conditions by using
random numbers, lattice points, or a design of ex-
periments method.
[5] The program as recited in any one of [1] to [4],
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wherein the candidate condition selecting unit se-
lects the coordinate position of the new condition
such that the coordinate positions of the one or more
conditions and the coordinate position of the new
condition are scattered in the multi-dimensional
space.
[6] The program as recited in any one of [1] to [5],
wherein the conditions are experimental conditions
for composing a material.
[7] A condition search apparatus comprising:

a condition storage unit configured to store one
or more conditions represented by coordinates
in a multi-dimensional space;
a candidate condition generating unit configured
to generate a plurality of candidate conditions
represented by coordinates in the multi-dimen-
sional space;
a candidate condition selecting unit configured
to calculate, for a coordinate position of each of
the candidate conditions, a shortest distance to
coordinate positions of the one or more condi-
tions, and to select, as a coordinate position of
a new condition, a coordinate position of one of
the candidate conditions for which the shortest
distance is longest; and
a new condition adding unit configured to add
the selected coordinate position of the new con-
dition to the coordinate positions of the one or
more conditions,
wherein the candidate condition selecting unit
repeats, until a termination condition is satisfied,
a process of calculating, for a coordinate posi-
tion of each of the candidate conditions, a short-
est distance to the coordinate positions of the
one or more conditions to which the new condi-
tion is added, and selecting, as a coordinate po-
sition of a new condition, a coordinate position
of one of the candidate conditions for which the
shortest distance is longest.

[8] A condition search method comprising:

a storing step of storing one or more conditions
represented by coordinates in a multi-dimen-
sional space;
a generating step of generating a plurality of can-
didate conditions represented by coordinates in
the multi-dimensional space;
a selecting step of, upon calculating, for a coor-
dinate position of each of the candidate condi-
tions, a shortest distance to coordinate positions
of the one or more conditions, selecting a coor-
dinate position of one of the candidate condi-
tions for which the shortest distance is longest
as a coordinate position of a new condition; and
an adding step of adding the selected coordinate
position of the new condition to the coordinate

positions of the one or more conditions,
wherein the selecting step of, upon calculating,
for a coordinate position of each of the candidate
conditions, a shortest distance to coordinate po-
sitions of the one or more conditions to which
the new condition is added, selecting a coordi-
nate position of one of the candidate conditions
for which the shortest distance is longest as a
coordinate position of a new condition, and the
adding step of adding the selected coordinate
position of the new condition to the coordinate
positions of the one or more conditions are re-
peated until a termination condition is satisfied.

ADVANTAGEOUS EFFECTS OF INVENTION

[0008] According to the present disclosures, a new
condition may be efficiently searched for from one or
more conditions represented by coordinates in a multi-
dimensional space.

BRIEF DESCRIPTION OF DRAWINGS

[0009]

[FIG. 1] A drawing illustrating an example of the con-
figuration of an information processing system ac-
cording to a present embodiment.
[FIG. 2] A drawing illustrating an example of the hard-
ware configuration of a computer according to the
present embodiment.
[FIG. 3] A drawing illustrating an example of the func-
tional block of the information processing system ac-
cording to the present embodiment.
[FIG. 4A] A drawing illustrating an example of pre-
conditions for searching for a new experimental con-
dition according to the present embodiment.
[FIG. 4B] A drawing illustrating an example of pre-
conditions for searching for a new experimental con-
dition according to the present embodiment.
[FIG. 5A] A drawing illustrating an example of the
outline of a search process for a new experimental
condition according to the present embodiment.
[FIG. 5B] A drawing illustrating an example of the
outline of a search process for a new experimental
condition according to the present embodiment.
[FIG. 6] A flowchart of an example of a condition
search process of the information processing system
according to the present embodiment.
[FIG. 7A] A drawing illustrating an example of nor-
malized existing experimental conditions.
[FIG. 7B] A drawing illustrating an example of nor-
malized existing experimental conditions.
[FIG. 8A] A drawing illustrating an example of a plu-
rality of candidate experimental conditions using lat-
tice points.
[FIG. 8B] A drawing illustrating an example of a plu-
rality of candidate experimental conditions using lat-
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tice points.
[FIG. 9A] A drawing illustrating an example of a can-
didate experimental condition having the longest
nearest neighbor distance.
[FIG. 9B] A drawing illustrating an example of the
candidate experimental condition having the longest
nearest neighbor distance.
[FIG. 10A] A drawing illustrating an example of a
candidate experimental condition having the longest
nearest neighbor distance.
[FIG. 10B] A drawing illustrating an example of the
candidate experimental condition having the longest
nearest neighbor distance.
[FIG. 11A] A drawing illustrating an example of a
candidate experimental condition having the longest
nearest neighbor distance selected in a third round.
[FIG. 11B] A drawing illustrating an example of the
candidate experimental condition having the longest
nearest neighbor distance selected in the third
round.
[FIG. 12A] A drawing illustrating an example of a
candidate experimental condition having the longest
nearest neighbor distance selected in a fourth round.
[FIG. 12B] A drawing illustrating an example of the
candidate experimental condition having the longest
nearest neighbor distance selected in the fourth
round.
[FIG. 13A] A drawing illustrating an example of a
candidate experimental condition having the longest
nearest neighbor distance selected in a tenth round.
[FIG. 13B] A drawing illustrating an example of the
candidate experimental condition having the longest
nearest neighbor distance selected in the tenth
round.
[FIG. 13C] A drawing illustrating an example of the
candidate experimental condition having the longest
nearest neighbor distance selected in the tenth
round.
[FIG. 14A] A drawing illustrating changes in the long-
est nearest neighbor distance.
[FIG. 14B] A drawing illustrating changes in the long-
est nearest neighbor distances.
[FIG. 15A] A drawing illustrating an example of a
data distribution of experimental conditions to which
the longest nearest neighbor distance in a seventh
round is added.
[FIG. 15B] A drawing illustrating an example of a
data distribution of experimental conditions to which
the longest nearest neighbor distance in an eighth
round is added.
[FIG. 15C] A drawing illustrating an example of a
data distribution of experimental conditions to which
the longest nearest neighbor distance in a ninth
round is added.
[FIG. 15D] A drawing illustrating an example of a
data distribution of experimental conditions to which
the longest nearest neighbor distance in a tenth
round is added.

[FIG. 16A] A drawing illustrating an example of a
relationship between the longest nearest neighbor
distance and data density.
[FIG. 16B] A drawing illustrating an example of a
relationship between the longest nearest neighbor
distance and data density.
[FIG. 16C] A drawing illustrating an example of a
relationship between the longest nearest neighbor
distance and data density.
[FIG. 16D] A drawing illustrating an example of a
relationship between the longest nearest neighbor
distance and data density.

EMBODIMENTS TO CARRY OUT INVENTION

[0010] In the following, an embodiment of the present
invention will be described in detail. The present inven-
tion is not limited to the following embodiment. In the
present embodiment, experimental conditions for com-
posing a material represented by coordinates in a two-
dimensional space, which is an example of a multi-di-
mensional space, will be described as an example of the
one or more conditions represented by coordinates in a
multi-dimensional space.

[First Embodiment]

<System Configuration>

[0011] FIG. 1 is a drawing illustrating an example of
the configuration of an information processing system
according to the present embodiment. The information
processing system 1 of FIG. 1 includes a condition search
apparatus 10 and a user terminal 12. The condition
search apparatus 10 and the user terminal 12 are con-
nected to each other via a communication network 18
such as a local area network (LAN) or the Internet so as
to enable data communication.
[0012] The user terminal 12 is an information process-
ing terminal such as a personal computer, a tablet termi-
nal, and a smartphone operated by a user. The user ter-
minal 12 receives input information necessary to search
for an experimental condition for composing a material
from a user, and causes the condition search apparatus
10 to search for an experimental condition for composing
the material. Further, the user terminal 12 receives infor-
mation such as the experimental condition for composing
the material found by the condition search apparatus 10,
and displays the information on a display device, for ex-
ample, to allow the user to check the information.
[0013] The condition search apparatus 10 is an infor-
mation processing apparatus such as a PC or a work-
station that searches for an experimental condition for a
material composition. The condition search apparatus 10
searches for a new experimental condition based on ex-
isting experimental conditions, as will be described later,
using existing experimental data of the experiments that
have already been performed. The condition search ap-
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paratus 10 transmits information such as the experimen-
tal condition found through the search to the user terminal
12.
[0014] The information processing system 1 of FIG. 1
is only an example, and it is needless to say that various
system configurations are possible according to usage
and purpose. For example, the condition search appa-
ratus 10 may be implemented as a plurality of computers
or may be implemented as a service provided by cloud
computing. The information processing system 1 of FIG.
1 may be implemented as a stand-alone computer.

<Hardware Configuration>

[0015] The condition search apparatus 10 and the user
terminal 12 of FIG. 1 may each be implemented as, for
example, a computer 500 having a hardware configura-
tion illustrated in FIG. 2.
[0016] FIG. 2 is a drawing illustrating an example of
the hardware configuration of a computer according to
the present embodiment. The computer 500 in FIG. 2
includes an input device 501, a display device 502, an
external I/F 503, a RAM 504, a ROM 505, a CPU 506, a
communication I/F 507, an HDD 508, and the like, which
are connected to each other via a bus B. The input device
501 and the display device 502 may alternatively be used
through connections.
[0017] The input device 501 is a touch panel, operation
keys and buttons, a keyboard, a mouse, and/or the like
used by a user to input various signals. The display de-
vice 502 is composed of a display such as a liquid crystal
or organic EL display that shows a screen, a speaker that
outputs sound data such as voice or sound, and the like.
The communication I/F 507 is an interface for the com-
puter 500 to perform data communication.
[0018] The HDD 508 is an example of a non-volatile
storage unit that stores programs and data. The stored
programs and data include an OS, which is basic soft-
ware for providing overall control of the computer 500,
and applications for providing various functions on the
OS. The computer 500 may use a drive device using a
flash memory as a storage media (e.g., a solid-state drive
(SSD)), instead of the HDD 508.
[0019] The external I/F 503 is an interface for an ex-
ternal device. The external device includes a recording
media 503a. The computer 500 may read and/or write
data from/to the recording media 503a via the external
I/F 503. The recording media 503a include a flexible disk,
a CD, a DVD, a SD memory card, a USB stick, or the like.
[0020] The ROM 505 is an example of a nonvolatile
semiconductor memory (i.e., storage unit) configured to
retain programs and data even when the power is turned
off. The ROM 505 stores programs and information such
as a BIOS to be executed when the computer 500 is
activated, OS settings, and network settings. The RAM
504 is an example of a volatile semiconductor memory
(i.e., storage unit) that temporarily stores programs and
data.

[0021] The CPU 506 is an arithmetic unit that loads
programs and data from a storage unit such as the ROM
505 or the HDD508 into the RAM 504, and executes
processing to provide overall control of the computer 500
and provide functions. The computer 500 according to
the present embodiment may provide various functions
of the condition search apparatus 10 and the user termi-
nal 12, as will be described later, by executing programs.

<Functional Configuration>

[0022] There will be a description of the configuration
of the information processing system 1 according to the
present embodiment. FIG. 3 is a drawing illustrating an
example of the functional configuration of the information
processing system according to the present embodi-
ment. In the configuration diagram of FIG. 3, parts un-
necessary for the description of the present embodiment
are omitted as appropriate.
[0023] The condition search apparatus 10 of the infor-
mation processing system 1 illustrated in FIG. 3 includes
a candidate condition generating unit 30, a candidate
condition selecting unit 32, a new condition adding unit
34, a threshold setting receiving unit 36, an output unit
38, an experimental condition storage unit 40, and a
threshold storage unit 42. The user terminal 12 includes
an information display unit 20, an operation receiving unit
22, a request transmitting unit 24, and a response receiv-
ing unit 26.
[0024] The information display unit 20 of the user ter-
minal 12 displays information to be checked by the user
on the display device 502. The operation receiving unit
22 receives various operational information from the user
such as input information necessary to search for exper-
imental conditions. The request transmitting unit 24
transmits a request such as a request to search for an
experimental condition to the condition search apparatus
10. The response receiving unit 26 receives a response
to the request, such as a request to search for an exper-
imental condition, transmitted by the request transmitting
unit 24.
[0025] The experimental condition storage unit 40 of
the condition search apparatus 10 stores the existing ex-
periment data of experiments that have already been per-
formed, which include information on existing experimen-
tal conditions as will be described later. The experimental
condition storage unit 40 stores information about new
experimental conditions as will be described later. The
experimental condition storage unit 40 stores the existing
and new experimental conditions for composing a mate-
rial as represented by coordinates in two-dimensional
space, as will be described later. The threshold storage
unit 42 stores a threshold set by the user.
[0026] The candidate condition generating unit 30 gen-
erates a plurality of candidate conditions represented by
coordinates in two-dimensional space, as will be de-
scribed later. The candidate condition selecting unit 32
calculates, for each of the generated candidate condi-
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tions, the shortest distance (nearest neighbor distance)
between the coordinates thereof and the coordinates of
the existing and new experimental conditions, as will be
described later. The candidate condition selecting unit
32 selects the coordinates of a candidate condition hav-
ing the longest nearest neighbor distance as the coordi-
nates of a new experimental condition, as will be de-
scribed later. The new condition adding unit 34 stores as
a new addition the selected coordinates of a new exper-
imental condition in the experimental condition storage
unit 40.
[0027] The processing performed by the candidate
condition selecting unit 32 and the new condition adding
unit 34 is repeated until the candidate condition selecting
unit 32 determines that the termination condition de-
scribed later is satisfied. For example, the candidate con-
dition selecting unit 32 determines whether the termina-
tion condition is satisfied, as will be described later, based
on the result of comparison between the longest nearest
neighbor distance and a threshold.
[0028] The threshold setting receiving unit 36 accepts
a setting of the threshold from the user, and stores the
setting in the threshold storage unit 42. The output unit
38 transmits the experimental condition found in the
search as a response to the request to search for an
experimental condition for composing the material from
the user terminal 12, for example. It may be noted that
the configuration illustrated in FIG. 3 is an example. The
information processing system 1 according to the present
embodiment may have various alternative configura-
tions.

<Preconditions for the Invention>

[0029] The information processing system 1 according
to the present embodiment searches for a new experi-
mental condition based on existing experimental condi-
tions included in the existing experimental data of exper-
iments that have already been performed, for example,
as illustrated in FIG. 4A, FIG. 4B, FIG. 5A, and FIG. 5B.
FIG. 4A and FIG. 4B are drawings illustrating an example
of preconditions for searching for a new experimental
condition according to the present embodiment. FIG. 5A
and FIG. 5B are drawings illustrating an example of the
outline of a process of searching for a new experimental
condition according to the present embodiment.
[0030] In FIG. 4A, FIG. 4B, FIG. 5A, and FIG. 5B, the
experimental conditions are represented by coordinates
in two-dimensional space of x1 and x2. x1 and x2 are
some parameters of an experimental condition. Note that
the present embodiment is described with reference to
an example in which a two-dimensional space with two
types of parameter is used for ease of understanding,
but it suffices for the space to be multi-dimensional space
with two or more types of parameter. Each of the points
illustrated in FIG. 4A, FIG. 4B, FIG. 5A, and FIG. 5B has
different coordinates to represent a different experimen-
tal condition.

[0031] FIG. 4A is an example of a point cloud of existing
experimental conditions included in the existing experi-
mental data of experiments that have already been per-
formed. It is assumed here that there are no experimental
conditions satisfying a required property among the ex-
perimental conditions represented by the point cloud of
FIG. 4A. It is also assumed that a further search in a
region 1000 where the point cloud of FIG. 4A exists is
unlikely to find an experimental condition satisfying the
required property.
[0032] Upon assuming that the likelihood of finding an
experimental condition satisfying the required property
is low when further searing in the region 1000, it becomes
necessary to search for an experimental condition in a
region 1002 other than the region 1000 as illustrated in
FIG. 4B. A method of generating experimental conditions
in the region 1002 includes a generation method utilizing
a design of experiments method, a generation method
utilizing random numbers, a generation method utilizing
lattice points, and the like.
[0033] When searching for an experimental condition
in the region 1002, it is expected that a search for an
experimental condition may preferably be set to start from
those points in the region 1002 which are far away from
the point cloud existing in the region 1000 in order to
raise the possibility of achieving efficient search. How-
ever, as the number of parameters of experimental con-
ditions increases and thus the number of dimensions of
the multi-dimensional space representing the experi-
mental conditions by coordinates increases, it becomes
more difficult to select points in the region 1002 far away
from the point cloud existing in the region 1000.
[0034] In consideration of these, the present embodi-
ment is configured such that a point is defined as the
point farthest from the existing experimental conditions
when the shortest distance (i.e., nearest neighbor dis-
tance) to the point clouds of existing experimental con-
ditions included in the existing experimental data of ex-
periments that have already been performed is the long-
est for such a point as shown in FIGS. 5A and 5B. The
nearest neighbor distance is the shortest distance among
the distances to the individual points of the point cloud
of the existing experimental conditions included in the
existing experiment data of experiments that have al-
ready been performed, and is the distance from the point
of the new experimental condition to the nearest point
(i.e., nearest neighbor point) indicative of an existing ex-
perimental condition.
[0035] FIG. 5A illustrates a circle 1102 having a radius
equal to the distance from a point 1100 of a new exper-
imental condition to the nearest neighbor point. FIG. 5B
illustrates a circle 1106 having a radius equal to the dis-
tance from a point 1104 of a new experimental condition
to the nearest point. In the example shown in FIG. 5B,
the point 1104 of a new experimental condition is the
point having the nearest neighbor distance that is the
longest. As shown in FIG. 5A and FIG. 5B, the present
embodiment selects a new experimental condition for
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which a circle or a sphere having a radius equal to the
nearest neighbor distance becomes the largest.
[0036] Note that the calculation of the nearest neighbor
distance does not necessarily have to be performed for
the entire point cloud of existing experimental conditions,
and the computational load may be reduced by utilizing
an algorithm that picks up points that are likely to be close
in distance among the points of the point cloud of existing
experimental conditions, for example.

<Processing>

[0037] In the following, the details of a process per-
formed by the information processing system 1 according
to the present embodiment will be described with respect
to a search for a new experimental condition based on
existing experimental conditions included in the existing
experimental data of experiments that have already been
performed.
[0038] FIG. 6 is a flowchart illustrating an example of
a condition search process performed by the information
processing system according to the present embodi-
ment. In step S10, the condition search apparatus 10
converts the existing experimental conditions stored in
the experimental condition storage unit 40 into values
between a maximum value of "1" and a minimum value
of "0". Step S10 is a process of normalizing the param-
eters of experimental conditions.
[0039] FIG. 7A and FIG. 7B are drawings illustrating
an example of normalized existing experimental condi-
tions. FIG. 7A illustrates an example of a point cloud 1200
of normalized existing experimental conditions. The con-
dition search apparatus 10 may calculate the nearest
neighbor distance for each of the points in the point cloud
1200. In the FIG. 7A, some of the nearest neighbor dis-
tances are indicated by arrows. FIG. 7B illustrates a his-
togram of the nearest neighbor distances calculated us-
ing FIG. 7A.
[0040] In step S12, the condition search apparatus 10
generates a plurality of candidate experimental condi-
tions. For example, the condition search apparatus 10
generates a plurality of candidate experimental condi-
tions using a design of experiments method, random
numbers, or lattice points. In the following, a process of
generating a plurality of candidate experimental condi-
tions using lattice points will be described.
[0041] FIG. 8A and FIG. 8B are drawings illustrating
an example of a plurality of candidate experimental con-
ditions using lattice points. In FIG. 8A, lattice points 1202
are generated with respect to the parameters x1 and x2
of experimental conditions from 0 to 1.0 (in 0.1 incre-
ments). These lattice points 1202 represent a plurality of
candidate experimental conditions.
[0042] In step S14, the condition search apparatus 10
calculates the shortest distance (i.e., the nearest neigh-
bor distance) to the point cloud 1200 of the existing ex-
perimental conditions for each of the plurality of candi-
date experimental conditions represented by the lattice

points 1202 in FIG. 8A. Step S14 is the calculation of
nearest neighbor distances in the first round.
[0043] In step S16, the condition search apparatus 10
selects the candidate experimental condition having the
longest nearest neighbor distance calculated in step S14
in the first round. FIG. 9A and FIG. 9B are drawings il-
lustrating an example of the candidate experimental con-
dition having the longest nearest neighbor distance.
[0044] FIG. 9A shows an example in which the nearest
neighbor distance of the candidate experimental condi-
tion represented by a point 1204 is the longest among
the nearest neighbor distances calculated for the respec-
tive candidate experimental conditions represented by
the lattice points 1202 in FIG. 8A. In FIG. 9A, the nearest
neighbor distance of the candidate experimental condi-
tion represented by the point 1204 is indicated by an ar-
row. Further, FIG. 9B shows an example of a histogram
to which the nearest neighbor distance of the point 1204
illustrated in FIG. 9A is added. An arrow 1205 in FIG. 9B
indicates the nearest neighbor distance of the point 1204.
[0045] In step S18, the condition search apparatus 10
accepts a setting of a threshold made in view of the near-
est neighbor distances in the first round. The threshold
in step S18 may be set by the user checking the histogram
of FIG. 9B, or may be automatically set by utilizing a table
in which the nearest neighbor distances and thresholds
are associated with each other. The threshold is used to
determine whether the termination condition in step S24
is satisfied.
[0046] In step S20, the condition search apparatus 10
calculates, for each of the candidate experimental con-
ditions represented by the lattice points 1202 in FIG. 8A
except for the point 1204 of the candidate experimental
condition having the longest nearest neighbor distance
in the first round, the shortest distance (i.e., nearest
neighbor distance) to the point cloud of the existing ex-
perimental conditions plus the point of the candidate ex-
perimental condition having the longest nearest neighbor
distance in the first round. Step S20 is the calculation of
nearest neighbor distances in the second or subsequent
round.
[0047] In step S22, the condition search apparatus 10
selects the candidate experimental condition having the
longest nearest neighbor distance calculated in step S20
in the second or subsequent round. FIG. 10A and FIG.
10B are drawings illustrating an example of the candidate
experimental condition having the longest nearest neigh-
bor distance.
[0048] FIG. 10A shows an example in which the near-
est neighbor distance of the candidate experimental con-
dition represented by a point 1206 is the longest in the
step S22. In FIG. 10A, the nearest neighbor distance of
the candidate experimental condition represented by the
point 1206 and the nearest neighbor distance of the can-
didate experimental condition represented by the point
1204 are indicated by arrows. FIG. 10B further shows an
example of a histogram to which the nearest neighbor
distances of the points 1204 and 1206 shown in FIG. 10A
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are added. An arrow 1205 in FIG. 10B indicates the near-
est neighbor distance of the point 1204. An arrow 1207
in FIG. 10B indicates the nearest neighbor distance of
the point 1206. In the histogram of FIG. 10B, the nearest
neighbor distance of the point 1204 indicated by the arrow
1205 decreases relative to that shown in FIG. 9B due to
the calculation for the second time of the nearest neigh-
bor distances.
[0049] As described above, the shape of the histo-
gram, as illustrated in FIGS. 8B and 9B, changes by re-
peating the processes in steps S20 and S22. In step S24,
the condition search apparatus 10 determines whether
or not the termination condition is satisfied by using the
threshold set in step S18.
[0050] For example, the condition search apparatus
10 determines whether the termination condition is sat-
isfied based on a result of comparison between the long-
est nearest neighbor distance identified in step S22 and
the threshold set in step S18. The condition search ap-
paratus 10 repeats the processes in steps S20 through
S26 until the termination condition is determined to be
satisfied.
[0051] An example of the termination condition is
whether the longest nearest neighbor distance identified
in step S22 is less than threshold. If the longest nearest
neighbor distance identified in step S22 is less than the
threshold, the condition search apparatus 10 determines
that the termination condition is satisfied.
[0052] Another example of the termination condition is
whether both the longest nearest neighbor distance iden-
tified in the N-th round and the longest nearest neighbor
distance identified in the (N-1)-th round are smaller than
the threshold and the longest nearest neighbor distance
identified in the N-th round and the longest nearest neigh-
bor distance identified in the (N-1)-th round are different
from each other.
[0053] When both the longest nearest neighbor dis-
tance identified in the N-th round and the longest nearest
neighbor distance identified in the (N-1)-th round are less
than the threshold and the longest nearest neighbor dis-
tance identified in the N-th round and the longest nearest
neighbor distance identified in the (N-1)-th round are dif-
ferent from each other, the condition search apparatus
10 determines that the termination condition is satisfied.
[0054] The termination condition is not satisfied other-
wise, and, then, the condition search apparatus 10 pro-
ceeds to the process in step S26. The condition search
apparatus 10 then adds the candidate experimental con-
dition having the longest nearest neighbor distance se-
lected in the (N-1)-th round to the experimental condition
group, and then adds "1" to N, and returns to the process
in step S20.
[0055] FIG. 11A and FIG. 11B are drawings illustrating
an example of the candidate experimental condition hav-
ing the longest nearest neighbor distance selected in the
third round. FIG. 11A shows a point 1208 representing
the candidate experimental condition having the longest
nearest neighbor distance selected in the third round.

FIG. 11B further shows an example of the histogram to
which the nearest neighbor distances of the points 1204
through 1208 illustrated in FIG. 11A are added.
[0056] FIG. 12A and FIG. 12B are drawings illustrating
an example of the candidate experimental condition hav-
ing the longest nearest neighbor distance selected in the
fourth round. A point 1210 representing the candidate
experimental condition having the longest nearest neigh-
bor distance selected in the fourth round is shown in FIG.
12A. FIG. 12B further shows an example of the histogram
to which the nearest neighbor distances of the points
1204 through 1210 shown in FIG. 12A are added. The
shape of the histogram in FIG. 12B is changed by the
calculation for the fourth time of the nearest neighbor
distances.
[0057] It is assumed that the processes in steps S20
through S26 illustrated FIG. 6 are repeated and the long-
est nearest neighbor distances are selected up to the
tenth round. FIG. 13A through FIG. 13C are drawings
illustrating examples of the candidate experimental con-
dition having the longest nearest neighbor distance se-
lected in the tenth round. FIG. 13A shows a point 1222
representing the candidate experimental condition hav-
ing the longest nearest neighbor distance selected in the
tenth round. FIG. 13B shows a histogram of the nearest
neighbor distances calculated using FIG. 13A.
[0058] FIG. 13C is a diagram illustrating changes in
the longest nearest neighbor distances identified in the
first to tenth rounds. The first to tenth points from the left
along the horizontal axis indicate the longest nearest
neighbor distances identified in the first to tenth rounds,
respectively. The eleventh and subsequent points from
the left along the horizontal axis indicate the nearest
neighbor distances of the existing experimental condi-
tions included in the existing experiment data of experi-
ments that have already been performed. As illustrated
in FIG. 13C, the longest nearest neighbor distance be-
comes shorter and shorter as the processes in steps S20
through S26 are repeated multiple times, resulting in the
termination condition being satisfied. When the termina-
tion condition is satisfied, the condition search apparatus
10 terminates the procedure illustrated in the flowchart
of FIG. 6.
[0059] The process of determining whether the termi-
nation condition in step S24 is satisfied will further be
described. FIG. 14A and FIG. 14B are drawings illustrat-
ing changes in the longest nearest neighbor distance.
FIG. 14A is a drawing illustrating changes with respect
to the longest nearest neighbor distances identified in
the first to fortieth rounds. The first to fortieth points from
the left along the horizontal axis indicate the longest near-
est neighbor distances identified in the first to fortieth
rounds. The forty first and subsequent points from the
left along the horizontal axis indicate the nearest neigh-
bor distances of the existing experimental conditions in-
cluded in the existing experiment data of experiments
that have already been performed. In addition, FIG. 14B
indicates the values of the longest nearest neighbor dis-

13 14 



EP 4 407 528 A1

9

5

10

15

20

25

30

35

40

45

50

55

tances identified in the first to twelfth rounds.
[0060] The condition search apparatus 10 may detect
a satisfied termination condition when finding that the
longest nearest neighbor distance identified in step S22
is less than the threshold, for example. In such a case,
the condition search apparatus 10 determines that the
termination condition is satisfied upon obtaining the long-
est nearest neighbor distance in the seventh round pro-
vided that the threshold is "0.4".
[0061] The condition search apparatus 10 may alter-
natively detect a satisfied termination condition when
finding that both the longest nearest neighbor distance
identified in the N-th round and the longest nearest neigh-
bor distance identified in the (N-1)-th round are smaller
than the threshold and the longest nearest neighbor dis-
tance identified in the N-th round and the longest nearest
neighbor distance identified in the (N-1)-th round are dif-
ferent from each other. In such a case, the condition
search apparatus 10 determines that the termination con-
dition is satisfied upon obtaining the longest nearest
neighbor distance in the eleventh round provided that the
threshold is "0.4".
[0062] The condition search apparatus 10 determines
that the longest nearest neighbor distance "0.483" iden-
tified in the sixth round, for example, does not satisfy the
termination condition because the value is greater than
the threshold. Further, the longest nearest neighbor dis-
tance "0.392" in the seventh round is smaller than the
threshold, but the longest nearest neighbor distances in
the eighth to tenth round are the same as the longest
nearest neighbor distance "0.392" in the seventh round,
so that the condition search apparatus 10 determines
that the termination condition is not satisfied.
[0063] The condition search apparatus 10 then deter-
mines that the termination condition is satisfied when
finding that the longest nearest neighbor distance "0.370"
in the eleventh round is smaller than the threshold and
the longest nearest neighbor distance "0.392" in the tenth
round and the longest nearest neighbor distance "0.370"
in the eleventh round are different from each other.
[0064] The condition search apparatus 10 detects a
satisfied termination condition when both the longest
nearest neighbor distance identified in the N-th round
and the longest nearest neighbor distance identified the
(N-1)-th round are smaller than the threshold and the
longest nearest neighbor distance identified in the N-th
round and the longest nearest neighbor distance identi-
fied the (N-1)-th round are different from each other. Such
a termination condition is for the purpose of obtaining a
data distribution of experimental conditions properly re-
flecting the threshold.
[0065] FIG. 15A through FIG. 15D are drawings illus-
trating examples of the experimental conditions to which
the longest nearest neighbor distances in the seventh to
tenth rounds are added. FIG. 15A shows the distribution
of experimental conditions in which the longest nearest
neighbor distance in the seventh round is "0.392". FIG.
15B to FIG. 15D show the distributions of experimental

conditions in which the longest nearest neighbor distanc-
es in the eighth to tenth rounds are "0.392". Points 1216
through 1222 in FIG. 15A through FIG. 15D represent
candidate experimental conditions selected in the sev-
enth to tenth rounds, respectively.
[0066] If the longest nearest neighbor distance in the
seventh round shown in FIG. 15A, which is "0.392", were
determined as satisfying the termination condition, de-
spite the fact that the experimental condition points pro-
viding the longest nearest neighbor distance "0.392" still
remain to be identified in the eighth to tenth rounds as
shown in FIG. 15B through FIG. 15D, the longest nearest
neighbor distance "0.483" in the identified experimental
condition distribution could not properly reflect the thresh-
old "0.4".
[0067] In consideration of the above, the condition
search apparatus 10 detects a satisfied termination con-
dition by adopting the termination condition that both the
longest nearest neighbor distance identified in the N-th
round and the longest nearest neighbor distance identi-
fied the (N-1)-th round are smaller than the threshold and
the longest nearest neighbor distance identified in the N-
th round and the longest nearest neighbor distance iden-
tified in the (N-1)-th round are different from each other.
As a result, the condition search apparatus 10 according
to the present embodiment can search and obtain a data
distribution of experimental conditions properly reflecting
the threshold that has been set.
[0068] The relationship between the longest nearest
neighbor distance and data density is as shown in FIG.
16A through FIG. 16D, for example. FIGS. 16A through
FIG. 16D are drawing illustrating examples of the rela-
tionship between the longest nearest neighbor distance
and data density. FIG. 16A shows an example of a point
cloud representing existing experimental conditions in-
cluded in the existing experimental data of experiments
that have already been performed. Whatever the distri-
bution of the point cloud in FIG. 16A is, the data distribu-
tion of a point cloud representing new experimental con-
ditions can be estimated from the longest nearest neigh-
bor distance. For example, as the point cloud represent-
ing the existing experimental conditions spreads, the
longest nearest neighbor distance decreases. When the
point cloud representing the existing experimental con-
ditions does not spread, the longest nearest neighbor
distance becomes large.
[0069] It thus follows that, the condition search appa-
ratus 10 according to the present embodiment sets a
small threshold when dense data density in the data dis-
tribution of new experimental conditions is desired, and
sets a large threshold when sparse data density in the
data distribution of new experimental conditions is ac-
ceptable.
[0070] According to the condition search apparatus 10
of the present embodiment, a point (a coordinate point)
at which the nearest neighbor distance to the point cloud
representing existing experimental conditions is the larg-
est is selected as a point representing a new experimen-
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tal condition, which allows new experimental conditions
significantly different from the existing experimental con-
ditions to be continuously selected. Even when there are
existing experimental conditions that have been
searched for, for example, the condition search appara-
tus 10 according to the present embodiment can easily
locate a new experimental condition in a search space
that has not yet been searched in the search space of
experimental conditions represented by coordinates in
multi-dimensional space.

[Other Embodiments]

[0071] Experimental conditions for composing a mate-
rial located by the condition search apparatus 10 accord-
ing to the present embodiment may be used as data input
into laboratory equipment that composes the material
based on the experimental conditions for composing the
material, for example. The condition search apparatus
10 according to the present embodiment may acquire
evaluation results on whether or not desired property is
satisfied from an evaluation device that evaluates the
required property of a material composed by the labora-
tory equipment, and may repeat a process of searching
for experimental conditions for composing the material
by using the acquired evaluation results as existing ex-
perimental data of experiments that have already been
performed and that includes information on the existing
experimental conditions.
[0072] With respect to industrial applicability, for ex-
ample, the condition search apparatus 10 according to
the present embodiment may be used in various fields
relating to combinatorial optimization such as a search
for resin compositions. More specific examples of appli-
cation include a search for the combination of types of
resin that is optimal for use in a flexible transparent film.
[0073] As described above, according to the informa-
tion processing system 1 of the present embodiment, it
is possible to provide a program, a condition search ap-
paratus, and a condition search method capable of effi-
ciently searching for a new condition from one or more
conditions represented by coordinates in a multi-dimen-
sional space.
[0074] Although the present embodiment has been de-
scribed above, it will be understood that various modifi-
cations to form and details may be made without depart-
ing from the spirit and scope of the appended claims.
Although the present invention has been described
based on the embodiments, the present invention is not
limited to the above-described embodiments, and vari-
ous modifications may be made within the scope defined
in the claims. This application claims priority to basic Jap-
anese Patent Application No. 2021-153879 filed on Sep-
tember 22, 2021, with the Japan Patent Office, the entire
contents of which are incorporated herein by reference.

DESCRIPTION OF SYMBOLS

[0075]

1 information processing system
10 condition search apparatus
12 user terminal
18 communication network
20 information display unit
22 operation receiving unit
24 request transmitting unit
26 response receiving unit
30 candidate condition generating unit
32 candidate condition selecting unit
34 new condition adding unit
36 threshold setting receiving unit
38 output unit
40 experimental condition storage unit
42 threshold storage unit

Claims

1. A program for causing a computer to function as:

a condition storage unit configured to store one
or more conditions represented by coordinates
in a multi-dimensional space;
a candidate condition generating unit configured
to generate a plurality of candidate conditions
represented by coordinates in the multi-dimen-
sional space;
a candidate condition selecting unit configured
to calculate, for a coordinate position of each of
the candidate conditions, a shortest distance to
coordinate positions of the one or more condi-
tions, and to select, as a coordinate position of
a new condition, a coordinate position of one of
the candidate conditions for which the shortest
distance is longest; and
a new condition adding unit configured to add
the selected coordinate position of the new con-
dition to the coordinate positions of the one or
more conditions,
wherein the candidate condition selecting unit
repeats, until a termination condition is satisfied,
a process of calculating, for a coordinate posi-
tion of each of the candidate conditions, a short-
est distance to the coordinate positions of the
one or more conditions to which the new condi-
tion is added, and selecting, as a coordinate po-
sition of a new condition, a coordinate position
of one of the candidate conditions for which the
shortest distance is longest.

2. The program as claimed in claim 1, further causing
the computer to function as:
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a threshold setting receiving unit configured to
accept a setting of a threshold from a user
wherein the candidate condition selecting unit
determines whether the termination condition is
satisfied based on a result of comparison be-
tween the shortest distance that is longest and
the threshold.

3. The program as claimed in claim 2, wherein the can-
didate condition selecting unit determines that the
termination condition is satisfied when both the
shortest distance of one of the candidate conditions
selected in an N-th round and the shortest distance
of one of the candidate conditions selected in an (N-
1)-th round are less than or equal to the threshold
and the shortest distance of the one of the candidate
conditions selected in the N-th round and the short-
est distance of the one of the candidate conditions
selected in the (N-1)-th round are different from each
other.

4. The program as claimed in any one of claims 1 to 3,
wherein the candidate condition generating unit gen-
erates the plurality of candidate conditions by using
random numbers, lattice points, or a design of ex-
periments method.

5. The program as claimed in any one of claims 1 to 4,
wherein the candidate condition selecting unit se-
lects the coordinate position of the new condition
such that the coordinate positions of the one or more
conditions and the coordinate position of the new
condition are scattered in the multi-dimensional
space.

6. The program as claimed in any one of claims 1 to 5,
wherein the conditions are experimental conditions
for composing a material.

7. A condition search apparatus comprising:

a condition storage unit configured to store one
or more conditions represented by coordinates
in a multi-dimensional space;
a candidate condition generating unit configured
to generate a plurality of candidate conditions
represented by coordinates in the multi-dimen-
sional space;
a candidate condition selecting unit configured
to calculate, for a coordinate position of each of
the candidate conditions, a shortest distance to
coordinate positions of the one or more condi-
tions, and to select, as a coordinate position of
a new condition, a coordinate position of one of
the candidate conditions for which the shortest
distance is longest; and
a new condition adding unit configured to add
the selected coordinate position of the new con-

dition to the coordinate positions of the one or
more conditions,
wherein the candidate condition selecting unit
repeats, until a termination condition is satisfied,
a process of calculating, for a coordinate posi-
tion of each of the candidate conditions, a short-
est distance to the coordinate positions of the
one or more conditions to which the new condi-
tion is added, and selecting, as a coordinate po-
sition of a new condition, a coordinate position
of one of the candidate conditions for which the
shortest distance is longest.

8. A condition search method comprising:

a storing step of storing one or more conditions
represented by coordinates in a multi-dimen-
sional space;
a generating step of generating a plurality of can-
didate conditions represented by coordinates in
the multi-dimensional space;
a selecting step of, upon calculating, for a coor-
dinate position of each of the candidate condi-
tions, a shortest distance to coordinate positions
of the one or more conditions, selecting a coor-
dinate position of one of the candidate condi-
tions for which the shortest distance is longest
as a coordinate position of a new condition; and
an adding step of adding the selected coordinate
position of the new condition to the coordinate
positions of the one or more conditions,
wherein the selecting step of, upon calculating,
for a coordinate position of each of the candidate
conditions, a shortest distance to coordinate po-
sitions of the one or more conditions to which
the new condition is added, selecting a coordi-
nate position of one of the candidate conditions
for which the shortest distance is longest as a
coordinate position of a new condition, and the
adding step of adding the selected coordinate
position of the new condition to the coordinate
positions of the one or more conditions are re-
peated until a termination condition is satisfied.
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