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(57) In measurement using infrared images that are
obtained by nighttime aerial photography, a correspond-
ence relationship between the infrared images is deter-
mined with high accuracy by the following method. In this
method, agricultural land is photographed from the air at
night by using an infrared camera mounted on a UAV. In
the state in which multiple infrared light emitting points
are installed on agricultural land, the agricultural land is
photographed multiple times by the infrared camera while
the UAV flies at night in such a manner that a part of the
agricultural land is commonly contained in multiple infra-
red photographic images. Then, a correspondence rela-
tionship between the multiple infrared photographic im-
ages is determined by using bright points of the infrared
light emitting points in the part of the agricultural land
commonly contained in the infrared photographic imag-
es.
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Description

BACKGROUND OF THE INVENTION

Technical Field

[0001] The present invention relates to a technique for
night aerial surveying.

Background Art

[0002] A technique for quantitatively determining fer-
tility of soil of agricultural land by an optical method is
publicly known (for example, refer to Japanese Patent
No. 3906326). The temperature of soil is a critical factor
in raising agricultural products. Distribution of the tem-
perature of the soil normally differs between the daytime
and the nighttime. It is widely known that there is a large
effect of difference in soil temperatures between daytime
and nighttime on yield and quality of agricultural crops.
[0003] Aerial measurement of soil conditions is con-
venient. This technique can be performed by using an
unmanned aerial vehicle (UAV). The UAV takes photo-
graphs of agricultural land, and the photographed images
are analyzed.
[0004] To measure the temperature of soil in aerial
photography by the use of an UAV, the soil is photo-
graphed using an infrared camera. This technique re-
quires determining a relationship between temperature
and location on the ground surface and therefore involves
determination of location of an object contained in an
image by use of a method similar to aerial photogram-
metry.
[0005] In this technique, registration is performed to
determine a correspondence relationship between still
images that are adjacent or close to each other on the
time axis, and location of a ground surface contained in
the image is calculated by a method of intersection or
resection. For this reason, accuracy of the registration is
important to maintain satisfactory accuracy of resulting
data. Daytime aerial photography can yield visible imag-
es. With the use of the visual images, registration can be
performed such that feature points are extracted from
each of the visible images to obtain point clouds and cor-
respondence relationships between the point clouds are
examined.
[0006] On the other hand, nighttime photography does
not yield a visible image, and thus, it is difficult to perform
registration between still images, unlike in the case of
daytime photography. Nighttime photography can pro-
vide infrared images, but these images tend to not contain
prominent edges because temperature distribution in soil
is normally on a gradient. This causes accuracy of reg-
istration using feature points to be less than that in the
case of daytime photography.

SUMMARY OF THE INVENTION

[0007] In view of these circumstances, an object of the
present invention is to provide a technique for determin-
ing correspondence relationships between infrared im-
ages, with high accuracy, in measurement using infrared
images that are obtained by night aerial photography.
[0008] The present invention provides a method for
processing infrared photographic images in a technique
of photographing a ground surface from the air at night
by using an infrared camera mounted on a UAV. The
method includes disposing multiple infrared light emitting
points on the ground surface, and photographing the
ground surface multiple times in such a manner as to
obtain multiple infrared photographic images in which a
part of the ground surface is commonly contained, by
using the infrared camera while the UAV flies at night.
The method also includes determining correspondence
relationships between the multiple infrared photographic
images by using bright points of the infrared light emitting
points in the part of the ground surface commonly con-
tained in the multiple infrared photographic images.
[0009] In the present invention, the multiple infrared
light emitting points may include an infrared light emitting
point having an emission wavelength that is different from
the emission wavelength of other infrared light emitting
points. In this case, location of at least one of the multiple
infrared light emitting points may be determined in ad-
vance. The infrared light emitting point in which the loca-
tion is determined in advance and an infrared light emit-
ting point in which the location is not determined in ad-
vance may be distinguished from each other in accord-
ance with differences in emission wavelength. Moreover,
in the present invention, the multiple infrared light emit-
ting points may include an infrared light emitting point
having an emission wavelength of λi (i = 1, 2, 3, ...). In
this case, the relationship between the emission wave-
length λi and location at which infrared light having the
emission wavelength λi is emitted from the infrared light
emitting point may be preliminarily determined. In a case
in which the infrared light emitting point having the emis-
sion wavelength Ai is detected in the infrared photograph-
ic image, location of the detected infrared light emitting
point may be identified on a basis of the preliminarily
determined relationship.
[0010] The present invention also provides a device
for processing infrared photographic images, and the de-
vice includes a processor or circuitry configured to store
data of an emission wavelength of a marker that emits
infrared light having a specific wavelength and data of
location at which the marker is installed in a surveying
target. The processor or the circuitry is further configured
to receive data of at least a pair of infrared photographic
images that are obtained in such a manner that at least
a part of the surveying target is photographed from dif-
ferent positions so as to be contained in both of the in-
frared photographic images. The processor or the circuit-
ry is further configured to extract multiple feature points,
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including a light emitting point of the marker, from at least
the pair of the infrared photographic images. The proc-
essor or the circuitry is yet further configured to detect
the light emitting point of the infrared light having a spe-
cific wavelength, from among the multiple feature points
and to acquire the location of the light emitting point of
the infrared light having the specific wavelength, from the
stored data, on the basis of the emission wavelength of
the light emitting point that is detected.
[0011] The present invention also provides a method
for processing infrared photographic images, and the
method includes storing data of an emission wavelength
of a marker that emits infrared light having a specific
wavelength and data of the location at which the marker
is installed at a surveying target. The method also in-
cludes receiving data of at least a pair of infrared photo-
graphic images that are obtained in such a manner that
at least a part of the surveying target is photographed
from different positions so as to be commonly contained
in both of the infrared photographic images. The method
also includes extracting multiple feature points including
a light emitting point of the marker, from at least the pair
of the infrared photographic images. The method further
includes detecting the light emitting point of the infrared
light having the specific wavelength, from among the mul-
tiple feature points and includes acquiring location of the
light emitting point of the infrared light having the specific
wavelength, from the stored data, on a basis of the emis-
sion wavelength of the light emitting point that is detected.
[0012] The present invention further provides a non-
transitory computer recording medium storing computer
executable instructions for processing infrared photo-
graphic images. The computer executable instructions
are made to, when executed by a computer processor,
cause the computer processor to store data of an emis-
sion wavelength of a marker that emits infrared light hav-
ing a specific wavelength and data of the location at which
the marker is installed in a surveying target. The compu-
ter executable instructions are made to, when executed
by the computer processor, also cause the computer
processor to receive data of at least a pair of infrared
photographic images that are obtained in such a manner
that at least a part of the surveying target is photographed
from different positions so as to be contained in both of
the infrared photographic images. The computer execut-
able instructions are made to, when executed by the com-
puter processor, also cause the computer processor to
extract multiple feature points including a light emitting
point of the marker, from at least the pair of the infrared
photographic images, detect the light emitting point of
the infrared light having the specific wavelength, from
among the multiple feature points, and acquire location
of the light emitting point of the infrared light having the
specific wavelength, from the stored data, on the basis
of the emission wavelength of the light emitting point that
is detected.
[0013] The present invention enables highly accurate
determination of a correspondence relationship between

infrared images, in measurement using the infrared im-
ages that are obtained by night aerial photographing.

BRIEF DESCRIPTION OF DRAWINGS

[0014]

Fig. 1 is a principle diagram showing an outline of
an embodiment.
Fig. 2 is a block diagram of a reference light-emitting-
point device of the embodiment.
Fig. 3 is a block diagram of a temperature distribution
map generator of the embodiment.
Fig. 4 is a flowchart showing an example of a
processing procedure of the embodiment.
Fig. 5 is a flowchart showing an example of a
processing procedure of the embodiment.
Fig. 6 is an example of a soil temperature distribution
map.

PREFERRED EMBODIMENTS OF THE INVENTION

1. First Embodiment

Outline

[0015] Agricultural land 500 is photographed from the
air at night by using an infrared camera 101 that is mount-
ed on a UAV 100. At least one infrared light emitting point
(for example, a point Pj) is installed on the agricultural
land 500. In this state, while the UAV 100 flies at night,
the infrared camera 101, which is mounted on the UAV
100, photographs multiple times in such a manner that
a part of the agricultural land 500 is commonly contained
in multiple infrared photographic images. Then, a corre-
spondence relationship between the multiple infrared
photographic images is determined by using feature
points, including the infrared light emitting point, in the
part of the agricultural land 500 contained in the infrared
photographic images. A bright point of the at least one
infrared light emitting point is used as the feature point.
[0016] Fig. 1 shows an example of a case of continu-
ously taking infrared photographs of the agricultural land
500 by using the UAV 100 at night. The UAV 100 con-
tinuously takes infrared photographs of the agricultural
land 500 at a predetermined interval while it is flying. In
the example shown in Fig. 1, the UAV 100 takes infrared
photographs of images 103a, 103b, and 103c by per-
forming photographing at different times t1, t2, and t3 dur-
ing movement in the air.
[0017] A large number of infrared images is obtained
by photographing during flight. The photographed areas
in the infrared images slightly differ from each other on
the time axis due to movement of position of a viewpoint
or a photographing position as time elapses. The photo-
graphing conditions such as a photographing interval and
flight speed are set in such a manner that multiple images
adjacent or close to each other on the time axis partially
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contain the same object. In the example shown in Fig. 1,
the images 103a, 103b, and 103c partially overlap.
[0018] Although a case of performing nighttime pho-
tography on the agricultural land (field) 500 is described
herein, of course, daytime photography is also performed
in a similar manner in order to measure temperature dis-
tribution of the agricultural land 500 in the daytime. A PC
400 is used to analyze infrared photographic images,
whereby a temperature distribution of a ground surface
is determined. The location of each point that is contained
in the image is calculated by surveying calculation using
a method of intersection or resection, which will be de-
scribed later. As a result, relationships between location
on the agricultural land and the ground surface temper-
ature are obtained.
[0019] In the case of nighttime photography, the
number of features in the image or the infrared image is
small, and thus, extraction of feature points may be dif-
ficult, and calculation of location of each point on a ground
surface, from extracted feature points, may be difficult or
may be performed with low accuracy by using a method
of intersection or resection. In view of this, markers or
landmarks that respectively include an infrared light emit-
ting point for emitting infrared light are installed at multiple
points on a ground surface. These markers are extracted
as feature points in order to determine location of each
point on the ground surface by using infrared photo-
graphs taken at night.
[0020] The location of at least one of the markers may
be measured or determined by a total station (TS) or
other apparatus, as preparation. This increases final ac-
curacy of resultant data. A reflection prism 102 may be
mounted on the UAV 100 and may be tracked by a TS
200, whereby location may be determined in real time
during flight. This also increases final accuracy of result-
ant data.
[0021] Data is analyzed in post-processing by the PC
400 after the flight is completed. That is, first, the UAV
100 takes infrared still images of a ground surface during
a night flight. For example, the photographing is per-
formed at an interval of 2 seconds. As a result, a large
number of still images is obtained. The image data and
the flight logs are collected after the flight of the UAV 100
is completed. These data are analyzed by using the PC
400, whereby a soil temperature distribution map is gen-
erated.
[0022] The location of the UAV 100 or the infrared cam-
era 101 at the time each photographic image is obtained
is measured by a GNSS location identifying unit mounted
on the UAV 100 or by the TS 200. The attitude of the
UAV 100 or the infrared camera 101 at the time each
photographic image is obtained is measured by an iner-
tial measurement unit (IMU) mounted on the UAV 100.
[0023] The image data, the location data, and the atti-
tude data may be sent from the UAV 100 that is flying,
to the PC 400, and processing relating to generation of
a soil temperature distribution map may be performed
during flight of the UAV 100. In the case of using the TS

200, location data of the UAV 100 is measured by the
TS 200 and is sent from the TS 200.
[0024] The TS 200 is connected to a PC 210 that func-
tions as a tracking determining unit. The PC 210 deter-
mines whether the TS 200 tracks and monitors the UAV
100 that is flying at night. The function of the PC 210 can
be implemented by using a tablet, a smartphone, or other
device. The function of the tracking determining unit may
be incorporated in the TS 200. The tracking determining
unit can also be considered as a circuit, a processor, or
a computer program for performing determination of
tracking of the UAV 100 that is flying at night. Details of
the determination of tracking will be described later.

Details of Embodiment

UAV

[0025] The UAV 100 is configured by mounting the in-
frared camera 101, the reflection prism 102, a GNSS
location identifying unit (not shown), and the IMU (not
shown) to a commercially available UAV. The positional
relationships and the directional relationships of the in-
frared camera 101, the reflection prism 102, the GNSS
location identifying unit, and the IMU, relative to the UAV
100, are obtained in advance. An ordinary camera (not
shown) for obtaining a photograph of a visible image is
also mounted on the UAV 100.
[0026] The infrared camera 101 obtains a thermal im-
age based on a principle of infrared thermography. The
infrared camera 101 continuously obtains infrared still
images at a predetermined interval by photographing.
The photographing interval is adjusted in such a manner
that photographed objects in images gradually vary and
partially have the same part. An appropriate photograph-
ing interval is determined by flight speed and flight altitude
of the UAV 100 in photographing as well as a view angle
of the infrared camera 101 and is thus set in consideration
of these factors. In one example, moving image photo-
graphing may be performed, and frame images compos-
ing the moving image may be used.
[0027] The reflection prism 102 reflects incident rays
by 180 degrees. The reflection prism 102 is embodied
by using a commercially available surveying reflection
prism. In the state in which the position and attitude of
the infrared camera 101 in the UAV 100 and the positional
relationship of the reflection prism 102 in the UAV 100
are already known, the TS 200 positions the reflection
prism 102. This determines the location of the reflection
prism 102 and the location of the optical origin of the
infrared camera 101. The optical origin of the infrared
camera 101 is a viewpoint or a projection center. The TS
200 measures the location of the reflection prism 102 in
real time, thereby positioning and tracking the UAV 100
in real time.
[0028] Details of a TS are disclosed in, for example,
Japanese Unexamined Patent Applications Laid-Open
Nos. 2009-229192 and 2012-202821. The method of
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tracking the reflection prism 102 by the TS 200 is dis-
closed in, for example, Japanese Patent No. 5124319.
In addition, tracking of a UAV by a TS is disclosed in, for
example, Japanese Patent Application No. 2017-30898.
[0029] The TS 200 and the infrared camera 101 of the
UAV 100 respectively have clocks that are synchronized,
and therefore, the correspondence relationship of time
information between the TS 200 and the infrared camera
101 of the UAV 100 is known. For example, this can be
implemented by using a synchronous signal from a nav-
igation satellite of the GNSS location identifying unit as
the time information.

Agricultural land

[0030] Any agricultural land can be used as the agri-
cultural land 500 regardless of presence or absence of
crops and kinds of crops. Multiple markers are installed
in the agricultural land 500. The number of the markers
can be one, at least, but a greater number is preferable,
if possible. Additionally, the markers are preferably in-
stalled in a distributed manner. The marker functions as
a light emitting point or a bright point that emits infrared
light, and the marker is extracted as a feature point from
an infrared image.

Marker

[0031] Fig. 2 shows a reference light-emitting-point de-
vice 300 as an example of the marker. The reference
light-emitting-point device 300 includes an infrared emit-
ting element 301, a secondary battery 302, a light emis-
sion timing controller 303, and a solar battery 304.
[0032] The infrared emitting element 301 is an LED
that emits light in an infrared region. In order to make it
easy to perform registration, that is, determination of a
correspondence relationship, between infrared images,
multiple LEDs having emission wavelengths different
from each other are used as the infrared emitting ele-
ment, herein. The secondary battery 302 is a battery that
is a power source during the nighttime and uses an elec-
tric double-layer capacitor or a publicly known chargea-
ble battery of each type. The light emission timing con-
troller 303 controls to make the infrared emitting element
301 emit light at a predetermined time. For example, the
infrared emitting element 301 may be made to emit light
from 9 p.m to 10 p.m. The solar battery 304 generates
electric power by using solar power and charges the sec-
ondary battery 302 with the electric power, during the
daytime.
[0033] As preparation for nighttime photography, mul-
tiple reference light-emitting-point devices 300, as shown
in Fig. 2, are preliminarily installed on target agricultural
land or target field, as markers. Location of at least one
of the markers is measured and is determined in ad-
vance. The markers in which the locations are deter-
mined are made to have emission wavelengths different
from the emission wavelengths of the other markers in

which the locations are not determined, in order to opti-
cally distinguish them from each other.
[0034] For example, it is assumed that λ0, λ1, λ2, and
λ3 represent wavelengths in the infrared region, and λ0
≠ λ1 ≠ λ2 ≠ λ3. In addition, it is also assumed that multiple
markers, for which the locations are not determined, have
an emission wavelength of λ0. A marker having an emis-
sion wavelength of λ1 is disposed at a preliminarily de-
termined location P1, a marker having an emission wave-
length of λ2 is disposed at a preliminarily determined lo-
cation P2, and a marker having an emission wavelength
of λ3 is disposed at a preliminarily determined location P3.
[0035] In a case in which the location at which the mark-
er is to be installed is limited due to, for example, crops
planted on the agricultural land, markers may be dis-
posed at an edge or a ridge of a field. In addition, markers
may be disposed at some height above the ground sur-
face, e.g. at a height of approximately several tens of
centimeters to approximately one meter, by using a pole
or other object.

Data Processor

[0036] Fig. 1 describes the PC 400 for processing data.
The PC 400 is a general-purpose device and includes a
CPU, a storage, an input-output interface, a hard disk
drive, operation interfaces such as a GUI, and a liquid
crystal display unit. This configuration also applies to the
other PC 210.
[0037] The PC 400 provides a temperature distribution
map generator 600 shown in Fig. 3. The temperature
distribution map generator 600 includes an image data
receiving unit 601, a UAV location-and-attitude data re-
ceiving unit 602, a feature point extracting unit 603, a
specific wavelength light-emitting-point location storage
604, a specific wavelength light-emitting-point detector
605, a specific wavelength light-emitting-point location
acquiring unit 606, a correspondence relationship deter-
mining unit 607, a location calculator 608, and a soil tem-
perature distribution map generating unit 609. These
functional parts are implemented by installing application
software for implementing these functional parts, in the
PC 400.
[0038] Each of the functional parts shown in Fig. 3 can
be considered as an electronic circuit, a processor, or a
program for implementing a corresponding function. Of
course, dedicated hardware for implementing some or
all of the components shown in Fig. 3 may be prepared.
[0039] Alternatively, the PC 400 may be used as a user
interface, and some or all of the components of the tem-
perature distribution map generator 600 may be embod-
ied by a server that is connected to the PC 400 via a line.
Programs for implementing the temperature distribution
map generator 600 are stored in an appropriate storage
medium and are provided therefrom.
[0040] The image data receiving unit 601 receives data
of infrared images that are obtained such that the UAV
100 photographs a ground surface while flying at night.
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This data of the infrared images are associated with cor-
responding photographing times.
[0041] The UAV location-and-attitude data receiving
unit 602 receives data of location and attitude of the UAV
100 or the infrared camera 101 at a photographing time
of each of the photographic images of the data received
by the image data receiving unit 601. The location of the
UAV 100 or the infrared camera 101 is determined in
positioning performed by the GNSS location identifying
unit of the UAV 100 and/or in laser positioning performed
by a total station (TS) 200.
[0042] The feature point extracting unit 603 extracts
feature points from the infrared image. The extraction of
feature points is performed by using a differential filter
that is constructed by software. Each type of software for
extracting feature points has been developed and is com-
mercially available.
[0043] In this embodiment, an image to be used is an
infrared image, which contains feature points at a number
less than that in an ordinary image in a visible light region.
In consideration of this, in this embodiment, multiple
markers (Pj, Pj+1, Pj+2, ...) that emit infrared light are used
in order to cover the small number of extracted feature
points.
[0044] The specific wavelength light-emitting-point lo-
cation storage 604 stores data of infrared light wave-
lengths and locations of markers in which the locations
are preliminarily determined. For example, in the case of
using three markers having different infrared wave-
lengths λ1, λ2, and λ3 respectively installed at locations
P1, P2, and P3, data of (λ1, P1), (λ2, P2), and (λ3, P3) are
stored in the specific wavelength light-emitting-point lo-
cation storage 604. The specific wavelength light-emit-
ting-point detector 605 detects a feature point having a
specific infrared wavelength from among the extracted
feature points. In the case of the above-described exam-
ple, a wavelength to be selected may be λ2. In this situ-
ation, a bright point having a wavelength of λ2 is detected.
[0045] The specific wavelength light-emitting-point lo-
cation acquiring unit 606 retrieves and acquires the lo-
cation of the feature point or the marker that emits the
specific wavelength light, which is extracted by the spe-
cific wavelength light-emitting-point detector 605, from
the specific wavelength light-emitting-point location stor-
age 604. For example, in the state in which the data of
(λ1, P1), (λ2, P2), and (λ3, P3) are stored in the specific
wavelength light-emitting-point location storage 604, a
feature point or a marker having a wavelength of λ2 may
be extracted by the specific wavelength light-emitting-
point detector 605. This results in acquisition of the loca-
tion P2 as the location of the extracted feature point. This
process is performed by the specific wavelength light-
emitting-point location acquiring unit 606.
[0046] The correspondence relationship determining
unit 607 determines a corresponding relationship of fea-
ture points between multiple infrared images. This proc-
ess is performed by using template matching. The tech-
nique for determining a correspondence relationship of

feature points is also disclosed in, for example, Japanese
Unexamined Patent Applications Laid-Open Nos.
2013-178656 and 2013-186816.
[0047] The location calculator 608 calculates a three-
dimensional location (longitude, latitude, and elevation)
of the feature point or the marker, which is extracted from
the infrared image, by using a method of intersection.
Conversely, the location calculator 608 calculates the lo-
cation of the UAV 100 or the infrared camera 101 from
the location of the feature point by use of a method of
resection. The principles of calculations of these loca-
tions will be described later.
[0048] The soil temperature distribution map generat-
ing unit 609 generates a temperature distribution map of
soil of the photographed agricultural land. Fig. 6 shows
an example of a soil temperature distribution map. This
map is generated based on data of temperature of soil
and data of a relationship of the temperature and location
of the soil. The map visually shows temperature distribu-
tion by difference in color, in gray scale, or in another
manner. The temperature distribution map shown in Fig.
6 shows binarized temperature distribution. In this case,
the black colored part shows soil having a ground surface
temperature of 28 °C or higher, and the white space
shows soil having a ground surface temperature of less
than 28 °C. Although a binarized temperature distribution
map is exemplified in Fig. 6, temperature distribution can
also be represented in gray scale or difference in color,
in 16 levels (values) or 256 levels (values), or in another
manner.

Method of Calculating Location of Point on Ground Sur-
face Contained in Infrared Image

[0049] On the condition that a correspondence rela-
tionship between images and location of the UAV 100 at
each time are determined, location of a feature point Pj
on a ground surface can be calculated by a method of
intersection. As an example of this embodiment, assum-
ing that location of the feature point Pj is unknown, a
method of calculating the location of the feature point Pj
is described.
[0050] In this example, a directional line connecting
the position of the point Pj in an infrared image 103a,
which is a screen position, and the location of the UAV
100 at time t1 is set. The positional relationship between
the infrared camera 101 and the reflection prism 102 in
the UAV 100 is already known. The viewpoint or the pro-
jection center of the infrared camera 101 is used as the
location of the UAV 100, herein.
[0051] In a similar manner, a directional line connecting
the position of the point Pj in an infrared image 103b,
which is a screen position, and the position of the UAV
100 at time t2 is set. Also, in a similar manner, a directional
line connecting the position of the point Pj in an infrared
image 103c, which is a screen position, and the location
of the UAV 100 at time t3 is set.
[0052] The locations of the UAV 100 at each of the
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times t1, t2, and t3 are already known, and thus, coordi-
nate values of an intersection point Pj at which the three
directional lines intersect each other are calculated. On
the basis of this principle, location of each feature point
on the photographed ground surface is calculated. De-
tails of the calculation of location of a feature point ex-
tracted from a stereoscopic image are disclosed in, for
example, Japanese Unexamined Patent Application
Laid-Open No. 2013-186816 and Japanese Patent Ap-
plications Nos. 2017-171289 and 2018-24136.

Method of Calculating Location of UAV that Flies

[0053] Conversely, on the condition that a correspond-
ence relationship between images and coordinate values
of a point Pj, Pj+1, and Pj+2 on the ground surface are
already known, location of the UAV 100 at photographing
time tn can be calculated by a method of resection. The
following briefly describes principle of this calculation. In
this case, a directional line connecting the position of the
point Pj in the infrared image 103b, which is a screen
position, and the point Pj on the ground surface, is set.
In a similar manner, a directional line connecting the po-
sition of the point Pj+1 in the infrared image 103b, which
is a screen position, and the point Pj+1 on the ground
surface, is set. Also, in a similar manner, a directional
line connecting the position of the point Pj+2 in the infrared
image 103b, which is a screen position, and the point
Pj+2 on the ground surface, is set.
[0054] The coordinate values of the points Pj, Pj+1, and
Pj+2 are already known, and thus, location of an intersec-
tion point of these three directional lines is calculated as
location of the UAV 100 at time t2, or more exactly, loca-
tion of the viewpoint or the projection center of the infrared
camera 101. Details of the calculation using a method of
resection are disclosed in, for example, Japanese Unex-
amined Patent Application Laid-Open No. 2013-186816.

Example of Processing

[0055] The following describes an example of process-
ing. First, the UAV 100 is made to fly at night, and infrared
photography of a target agricultural land is performed.
The following four kinds of markers are preliminarily in-
stalled on the agricultural land 500 to be photographed
at night.
[0056] In this example, four kinds of markers having
emission wavelengths λ0, λ1, λ2, and λ3 are used. The
symbols λ0, λ1, λ2, and λ3 represent wavelengths in the
infrared region, and λ0 ≠ λ1 ≠ λ2 ≠ λ3. Multiple markers
having the emission wavelength of λ0 are installed at lo-
cations that are not determined. The marker having the
emission wavelength of λ1 is disposed at a preliminarily
determined location P1, the marker having the emission
wavelength of λ2 is disposed at a preliminarily determined
location P2, and the marker having the emission wave-
length of λ3 is disposed at a preliminarily determined lo-
cation P3. Data of (λ1, P1), (λ2, P2), and (λ3, P3) are stored

in the specific wavelength light-emitting-point location
storage 604.

Processing Relating to Photographing

[0057] As preparation, infrared photographing of the
agricultural land 500 is performed in the daytime. In these
conditions, first, a flight path for a flight at night is set
(step S101). Normally, the UAV 100 stores the path along
which the UAV 100 flies before, and the UAV 100 can be
made to fly along the previous path. This function is used
to set the path along which the UAV 100 flies in the day-
time, as the path for flight at night.
[0058] Next, the UAV 100 is made to start flying at night
(step S102), and aerial infrared photographing is started
in the air above the target agricultural land 500 (step
S103). After the UAV 100 flies through the path that is
planned for photographing, photographing is stopped
(step S104), and then the flight is terminated (step S105).

Example of Processing Data

[0059] First, image data of infrared photographic im-
ages obtained by photographing from the UAV 100 and
the flight logs are collected, and these pieces of informa-
tion are received by the image data receiving unit 601
(step S201). The flight logs contain photographing time
of each image, location data, and attitude data. The lo-
cation data is measured by the GNSS location identifying
unit and is associated with the photographing time. The
attitude data is measured by the IMU.
[0060] In step S201, location data of the UAV 100 or
the reflection prism 102, which is measured by the TS
200, is also received by the image data receiving unit 601.
[0061] Next, data of images that are adjacent on the
time axis is selected from the acquired image data. Two
images that are adjacent on the time axis constitute a
stereoscopic image. As the stereoscopic images, a large
number of pairs, e.g. a pair of an nth image and an n+1th
image, a pair of an n+1th image and an n+2th image,
and a pair of an n+3th image and an n+4th image, are
selected.
[0062] After stereoscopic images are selected, feature
points are extracted from the selected pair of two images
(step S202). This process is performed for every stere-
oscopic image. This process is performed by the feature
point extracting unit 603. The feature points that are ex-
tracted in this step include a bright point of infrared light
that is emitted from the marker. The selected images may
not be adjacent on the time axis but may be close to each
other on the time axis on the condition that the selected
images partially contain the same object.
[0063] The extracted feature points include bright
points of the three markers having the wavelengths λ1,
λ2, and λ3, which are installed while the locations are
preliminarily determined. These bright points are detect-
ed by the specific wavelength light-emitting point detector
605. The data (λ1, P1), (λ2, P2), and (λ3, P3) are stored
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in the specific wavelength light-emitting-point location
storage 604. Thus, after the bright points of the markers
having the wavelengths λ1, λ2, and λ3 are detected in
the images, locations, that is, three-dimensional loca-
tions in an absolute coordinate system, are determined.
The three-dimensional location in the absolute coordi-
nate system is represented by latitude, longitude, and
elevation, for example.
[0064] Thereafter, the extracted feature points are
used to determine a correspondence relationship be-
tween the images constituting the stereoscopic image
(step S203). This process is performed by the corre-
spondence relationship determining unit 607.
[0065] In determining the correspondence relationship
of feature points between the images constituting the
stereoscopic image, efficiency and accuracy of matching
can be increased in some pairs of the images of the ster-
eoscopic images because the bright points of the three
markers having the wavelengths λ1, λ2, and λ3 are iden-
tified.
[0066] Then, location of a feature point, in which a cor-
respondence relationship between the images constitut-
ing the stereoscopic image is determined, is calculated
based on the images constituting the stereoscopic im-
age, by a method of intersection (step S204). This cal-
culation is not performed to the markers in which the lo-
cations are already known. This process is performed by
the location calculator 608.
[0067] Although a case of selecting two images that
are adjacent on the time axis as a stereoscopic image is
described for explanation of the principles herein, three
or more images that partially contain the same sites are
used in the calculation using a method of intersection, in
actual processing.
[0068] In the example shown in Fig. 1, assuming that
the feature point Pj is a feature point in which location is
not known, the following three directional lines 1 to 3 are
set. The directional line 1 connects an optical origin O1
of the infrared camera 101 at time t1 and an image co-
ordinate point of the feature point Pj in the image 103a.
The directional line 2 connects an optical origin O2 of the
infrared camera 101 at time t2 and an image coordinate
point of the feature point Pj in the image 103b. The di-
rectional line 3 connects an optical origin O3 of the infra-
red camera 101 at time t3 and an image coordinate point
of the feature point Pj in the image 103c. The optical origin
of the infrared camera 101 is a viewpoint or a projection
center. The optical origins O1, O2, and O3 of the infrared
camera 101 are already known because the TS 200
measures the reflection prism 102, and thus, location or
coordinates of the intersection point Pj of the directional
lines 1, 2, and 3 are calculated. This process is performed
by the location calculator 608.
[0069] In this process, a three-dimensional model is
generated by using multiple feature points and the optical
origin, which a viewpoint or a projection center, of the
infrared camera 101 at each time, and the location of the
optical origin is determined by the TS 200 to provide a

scale to the three-dimensional model. As a result, a three-
dimensional model in an absolute coordinate system is
provided, and coordinates of each feature point are de-
termined. At this time, the locations or the coordinates in
the absolute coordinate system of at least the three points
P1, P2, and P3 on the ground surface are provided, and
these points function as constraint points, thereby in-
creasing accuracy of the obtained three-dimensional
model.
[0070] After step S204 is performed, infrared images,
each which is obtained by photographing at each time,
are stitched together, and image processing is performed
on the stitched together image in order to enhance ease
of viewing thermal distributions, whereby a map image
showing soil temperature distribution is generated. More-
over, location information of the feature points, which is
calculated in step S204, is embedded in the map image,
whereby a nighttime soil temperature distribution map
that is embedded with the location information is gener-
ated (step S205). This process is performed by the soil
temperature distribution map generating unit 609.

2. Second Embodiment

[0071] The following describes a case of not perform-
ing tracking of the UAV 100 by the TS 200. This technique
can also be used when the TS 200 fails in tracking the
UAV 100 that is flying.
[0072] In this case, locations of multiple markers are
preliminarily measured, and data of the locations is ob-
tained in advance. First, infrared images are obtained in
the same manner as in the first embodiment. Then, lo-
cation data of multiple feature points or markers in which
locations are already known in an nth infrared image (n)
and an n+1th infrared image (n+1) are acquired. In ad-
dition, feature points are extracted from the infrared im-
age (n) and the infrared image (n+1), and correspond-
ence relationships of the feature points between these
infrared images are determined. The locations or three-
dimensional locations of the multiple feature points con-
tained in both of the two infrared images are already
known, and thus, location of the UAV or the infrared cam-
era at the time of obtaining the image (n) in photographing
is calculated by a method of resection. Similarly, location
of the UAV or the infrared camera at the time of obtaining
the image (n+1) in photographing is calculated.
[0073] With reference to the locations of the UAV or
the infrared camera at the times of obtaining the image
(n) and the image (n+1) in photographing, location or a
three-dimensional location of the feature point contained
in both of the image (n) and the image (n+1), other than
the marker for which location is already known, is calcu-
lated by a method of intersection.
[0074] This process is performed on pairs of succes-
sive images such as a pair of the image (n+1) and an
image (n+2) and a pair of the image (n+2) and an image
(n+3), whereby location of the UAV 100 or the infrared
camera 101 that changes with time, and locations of the
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feature points contained in each of the infrared photo-
graphic images, are calculated.
[0075] This embodiment is effective in a case in which
agricultural land is extensive and includes a site without
a maker in which location is not preliminarily determined,
and moreover, positioning of the UAV 100 is difficult to
perform at this site by using the TS 200. In this situation,
location of the UAV 100 in the air above the marker in
which location is already known, is measured by using
the marker. On the other hand, location of the UAV 100
in the air above a site without a marker for which the
location is already known, at each time of obtaining an
image in photographing, is measured by tracking feature
points between images constituting a stereoscopic im-
age.

3. Third Embodiment

[0076] It is desirable to track and monitor a UAV that
is flying by any method, from the point of view of safety.
Tracking and monitoring can be performed by eye during
the daytime, but this method is not practical at night.
[0077] The following describes a method of tracking
and monitoring a UAV in at night, other than the method
of by eye. This process is performed by the PC 210, which
is connected to the TS 200 and functions as the tracking
determining unit.
[0078] In this case, the UAV 100 includes the reflection
prism 102. The UAV 100 flies along a predetermined flight
path at night, and the location of the reflection prism 102
is tracked by the TS 200 during the flight of the UAV 100.
The predetermined flight path and the positioning data
of the reflection prism 102, which is obtained by the TS
200, are compared with each other.
[0079] The degree of agreement between the prede-
termined flight path and the flight trajectory of the UAV
100 measured by the TS 200 is evaluated. In the case
in which they are presumed to agree with each other, it
is determined that the TS 200 tracks and monitors the
UAV 100 that flies at night. In the case in which they are
presumed to not agree with each other, it is determined
that tracking and monitoring of the UAV 100 have failed.
In this situation, a process of emergency landing, a proc-
ess of autonomous flight for making a landing on a spe-
cific place, or other process, is performed.
[0080] The degree of agreement between the prede-
termined flight path and the flight trajectory of the UAV
100, which is measured by the TS 200, is evaluated as
follows. That is, the predetermined flight path and the
flight trajectory of the UAV 100 are presumed to agree
with each other in a case in which the difference of po-
sition therebetween at a specific time is a predetermined
threshold or less. Otherwise, the predetermined flight
path and the flight trajectory of the UAV 100 are pre-
sumed not to agree with each other in a case in which
the difference of position therebetween at a specific time
exceeds the predetermined threshold.
[0081] On the other hand, the TS 200 includes a cam-

era. Identifying and tracking of the UAV 100 that flies at
night can also be performed by photographing using this
camera. In this case, the UAV 100 includes a light emit-
ting element. The light emission interval of the light emit-
ting element is determined in advance. The camera of
the TS 200 detects light that is emitted by the light emitting
element. At this time, the light emission interval is meas-
ured, whereby the TS 200 identifies the UAV 100.
[0082] In one example, the UAV 100 may include mul-
tiple light emitting elements having different wave-
lengths. In this example, a combination of emitted light
having different wavelengths is detected from an image
that is obtained by photographing using the camera,
whereby the TS 200 identifies the UAV 100. The process
relating to these identifications is performed by the PC
210, which functions as the tracking determining unit.
[0083] This embodiment provides a method of tracking
a UAV having a reflection prism that is flying at night. In
this method of tracking a UAV that is flying at night, the
UAV is made to fly along a predetermined flight path, and
the location of the reflection prism is measured by the
total station while the UAV flies. Then, the predetermined
flight path and the result of positioning the reflection
prism, which is performed by the total station, are com-
pared with each other, whereby success or failure in
tracking the UAV is determined. This embodiment can
also be used in a case of making a UAV fly at night for
purposes other than surveying.

Claims

1. A method for processing infrared photographic im-
ages in a technique for photographing a ground sur-
face from the air at night by using an infrared camera
mounted on an unmanned aerial vehicle, the method
comprising:

disposing multiple infrared light emitting points
on the ground surface;
photographing the ground surface multiple
times in such a manner as to obtain multiple in-
frared photographic images in which a part of
the ground surface is commonly contained, by
using the infrared camera while the unmanned
aerial vehicle flies at night; and
determining a correspondence relationship be-
tween the multiple infrared photographic images
by using bright points of the infrared light emit-
ting points in the part of the ground surface com-
monly contained in the multiple infrared photo-
graphic images.

2. The method for processing the infrared photographic
images according to claim 1, wherein the multiple
infrared light emitting points include an infrared light
emitting point having an emission wavelength that
is different from the emission wavelengths of other
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infrared light emitting points,
location of at least one of the multiple infrared light
emitting points is determined in advance, and
the infrared light emitting point in which the location
is determined in advance and an infrared light emit-
ting point in which location is not determined in ad-
vance are distinguished from each other in accord-
ance with difference in the emission wavelength.

3. The method for processing the infrared photographic
images according to claim 1 or 2, wherein the mul-
tiple infrared light emitting points include an infrared
light emitting point having an emission wavelength
of λi (i = 1, 2, 3, ...),
a relationship between the emission wavelength λi
and location at which infrared light having the emis-
sion wavelength λi is emitted from the infrared light
emitting point, is preliminarily determined, and
in a case in which the infrared light emitting point
having the emission wavelength λi is detected in the
infrared photographic image, location of the detected
infrared light emitting point is identified on a basis of
the preliminarily determined relationship.

4. A device for processing infrared photographic imag-
es, comprising a processor or circuitry configured to:

store data of an emission wavelength of a mark-
er that emits infrared light having a specific
wavelength and data of a location at which the
marker is installed in a surveying target;
receive data of at least a pair of infrared photo-
graphic images that are obtained in such a man-
ner that at least a part of the surveying target is
photographed from different positions so as to
be contained in both of the infrared photographic
images;
extract multiple feature points including a light
emitting point of the marker, from at least the
pair of the infrared photographic images;
detect the light emitting point of the infrared light
having the specific wavelength, from among the
multiple feature points; and
acquire location of the light emitting point of the
infrared light having the specific wavelength,
from the stored data, on a basis of the emission
wavelength of the light emitting point that is de-
tected.

5. A method for processing infrared photographic im-
ages, comprising:

storing data of an emission wavelength of a
marker that emits infrared light having a specific
wavelength and data of location at which the
marker is installed in a surveying target;
receiving data of at least a pair of infrared pho-
tographic images that are obtained in such a

manner that at least a part of the surveying target
is photographed from different positions so as
to be commonly contained in both of the infrared
photographic images;
extracting multiple feature points including a
light emitting point of the marker, from at least
the pair of the infrared photographic images;
detecting the light emitting point of the infrared
light having the specific wavelength, from
among the multiple feature points; and
acquiring location of the light emitting point of
the infrared light having the specific wavelength,
from the stored data, on a basis of the emission
wavelength of the light emitting point that is de-
tected.

6. A non-transitory computer recording medium storing
computer executable instructions for processing in-
frared photographic images, the computer executa-
ble instructions made to, when executed by a com-
puter processor, cause the computer processor to:

store data of an emission wavelength of a mark-
er that emits infrared light having a specific
wavelength and data of location at which the
marker is installed in a surveying target;
receive data of at least a pair of infrared photo-
graphic images that are obtained in such a man-
ner that at least a part of the surveying target is
photographed from different positions so as to
be contained in both of the infrared photographic
images;
extract multiple feature points including a light
emitting point of the marker, from at least the
pair of the infrared photographic images;
detect the light emitting point of the infrared light
having the specific wavelength, from among the
multiple feature points; and
acquire location of the light emitting point of the
infrared light having the specific wavelength,
from the stored data, on a basis of the emission
wavelength of the light emitting point that is de-
tected.
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