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LEARNING TRANSPORTATION MODES 
FROM RAW GPS DATA 

RELATED APPLICATIONS 

This patent application is related to U.S. patent application 
Ser. No. 12/037,347 to Zheng et al., entitled, “System for 
Logging Life Experiences. Using Geographic Cues, filed 
concurrently herewith and incorporated herein by reference: 
and to U.S. patent application Ser. No. 12/037.263 to Wang et 
al., entitled, “Indexing Large-Scale GPS Tracks.” filed con 
currently herewith, and incorporated herein by reference. 

BACKGROUND 

Many users of global positioning system (GPS) devices 
upload their GPS data (tracks) to the Internet, sometimes in 
conjunction with photographs and the like, Such as for sharing 
travel and other experiences. In addition to sharing with oth 
ers, users that upload their GPS tracks may benefit by having 
a better record of past events, which helps in reliving past 
events and gaining an understanding of their life patterns. At 
the same time, applications can attempt to learn from Such 
GPS data, Such as to determine popular routes to recommend 
to others, plan traffic, and so forth. 

In general, raw GPS data are browsed and otherwise ana 
lyzed directly, without much understanding or context. For 
example, it would be more useful to applications if users 
would manually tag or otherwise annotate their GPS tracks 
with additional information, such as whether they were walk 
ing or riding at a particular time. However, there is generally 
no motivation for users to do so to benefit some unknown 
application, and further, it is difficult for people to remember 
the accurate time during a given trip when Such additional 
information is appropriate to include. 

Additional data collected by other sensors such as cellular 
phone devices and towers, Wi-Fi, RFID, and/or other infor 
mation extracted from geographic maps, such as road net 
works, may help in interpreting GPS data, but this has its own 
drawbacks. Some of the drawbacks include a need to have a 
sufficient number of sensors available and positioned at 
meaningful locations, the need to correlate Such other data 
with GPS data, the need for users to have cellular phones 
and/or Wi-Fi devices active and/or possess RFID tags, and so 
forth. As a result, only raw GPS data is consistently available. 

However, given raw GPS data, simple mechanisms cannot 
accurately infer additional information Such as a user's trans 
portation mode. For example, velocity-based rules for deter 
mining whether a user is walking or riding fail when traffic 
conditions and/or weather cause driving Velocity to be as slow 
as walking. When user takes more than one kind of transpor 
tation mode along a trip, the problem becomes more difficult. 

SUMMARY 

This Summary is provided to introduce a selection of rep 
resentative concepts in a simplified form that are further 
described below in the Detailed Description. This Summary 
is not intended to identify key features or essential features of 
the claimed Subject matter, nor is it intended to be used in any 
way that would limit the scope of the claimed subject matter. 

Briefly, various aspects of the subject matter described 
herein are directed towards a technology by which position 
ing (e.g., raw GPS) data is processed into segments of a trip, 
with a predicted mode of transportation determined for each 
segment. In one example implementation, segments are first 
characterized as walk segments or non-walk segments based 
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2 
on velocity and/or acceleration data gleaned from the GPS 
data. Features corresponding to each of those walk segments 
or non-walk segments are extracted, and analyzed with an 
inference model to determine a most probable mode of trans 
portation for each segment. Before selection of a transporta 
tion mode based on the probabilities provided by the infer 
ence model, post-processing may consider the possible 
modes as candidates, and modify their respective probabili 
ties, such as to factor in the probability of transitioning to each 
candidate from a transportation mode of an adjacent segment. 

In one aspect. Such as to produce more accurate results, 
when first characterizing points as corresponding to walk 
segments or non-walk segments, segments below a threshold 
merging length are merged into another segment. Further, 
segments below a threshold uncertainty length may be con 
sidered uncertain; an uncertain segment may be merged with 
one or more other consecutive uncertain segments into a 
non-walk segment. 
The results comprise a predicted mode of transportation 

inferred for each segment of a trip. The results may be output 
in Some manner. Such as to tag the GPS data with information 
corresponding to the predicted mode of transportation for 
each segment. 

Other advantages may become apparent from the follow 
ing detailed description when taken in conjunction with the 
drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention is illustrated by way of example and 
not limited in the accompanying figures in which like refer 
ence numerals indicate similar elements and in which: 

FIG. 1 is a block diagram representing example compo 
nents for processing GPS data to determine transportation 
modes. 

FIG. 2 is a representation of an example set of segments 
generated from GPS data. 

FIG. 3 is a representation of probability data for segments 
determined from features extracted from GPS data, in which 
post-processing corrects prediction errors. 

FIG. 4 is a representation of a graphical model correspond 
ing to inferring transportation modes via a conditional ran 
dom field inference framework. 

FIG. 5 is a representation of a set of segments and data 
points exemplifying the detection of change points. 

FIGS. 6A and 6B comprise a flow diagram showing 
example steps taken to process GPS data to determine trans 
portation modes. 

FIG. 7 shows an illustrative example of a computing envi 
ronment into which various aspects of the present invention 
may be incorporated. 

DETAILED DESCRIPTION 

Various aspects of the technology described herein are 
generally directed towards automatically determining trans 
portation modes from raw GPS data, including multiple trans 
portation modes in a single trip, and detecting transitions 
between modes. In one example implementation, this is 
accomplished via a change point-based segmentation 
method, an inference model, and a post-processing algorithm 
that is based on conditional probability. In an alternative 
implementation, conditional random field inference provides 
the inference model without the need for post-processing. 

In one aspect, GPS tracks submitted by users may be auto 
matically tagged with inferred transportation modes, 
whereby, for example, a user has a better record of the user's 
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own past, while others have more information of the user's 
experiences when browsing a GPS track. Further, data from 
active GPS devices (such as built into a cellular telephone 
with GPS capability) may be dynamically processed to infer 
a current transportation mode, so that, for example, people 
can retrieve directions and other information applicable to 
their current mode of transportation. Examples of dynamic 
inference include providing map information with different 
map scales for walking versus riding, providing a relevant bus 
schedule, and so forth. 

While the examples herein are generally directed towards 
certain transportation modes (e.g., walking, driving, bicy 
cling, commuting by bus), it is understood that these are only 
examples. As can be readily appreciated, the technology 
described herein is applicable to many other forms of transit, 
Such as jogging, nautical transit, aeronautical transit, and so 
forth, alone or in any combination. Further, while various 
mechanisms such as classifiers are described as being Suitable 
for use in determining a most-likely transportation mode 
corresponding to particular features within GPS data, other 
mechanisms may be employed. 
As such, the present invention is not limited to any particu 

lar embodiments, aspects, concepts, structures, functional 
ities or examples described herein. Rather, any of the embodi 
ments, aspects, concepts, structures, functionalities or 
examples described herein are non-limiting, and the present 
invention may be used various ways that provide benefits and 
advantages in computing and/or data processing in general. 

Turning to FIG. 1, there is shown a general set of compo 
nents for processing GPS data to determine transportation 
modes, such as for tagging that data. As shown in FIG. 1 and 
as described below, when GPS log data 102 (e.g., in a file) is 
processed to determine transportation modes, a segmentation 
mechanism 104 divides the GPS data into trips, and then 
partitions each trip into segments. In general, the segmenta 
tion mechanism 104 differentiates trips based on time inter 
vals, and further, distinguishes segments within each trip via 
change points (CP) detected in the data 102. 
More particularly, as depicted in FIG. 2, an example GPS 

log 202 comprises a sequence of GPS points P1-Pn (or alter 
natively, Pie P1, P2,..., Pn). Each GPS point Picomprises 
a latitude, a longitude and a timestamp. As can be readily 
appreciated, Velocity information and acceleration informa 
tion may be computed from Such data. 

Given a GPS log(e.g., 202) to process, the segmentation 
mechanism 104 sequentially connects the GPS points into a 
track, and divides the track into trips based on the time inter 
Val between the consecutive points, e.g., separate trips are 
established when the time interval exceeds a certain threshold 
(e.g., twenty minutes). As will be understood, a change point 
(CP) represents a place where the user changed a transporta 
tion mode, e.g., from riding in a car to walking. 

The duration of a trip is the time interval between its start 
point and end point, while the length of a trip comprises the 
Sum of the distances between consecutive points along the 
trip (e.g., P1 to P2 plus P2 to P3... plus Pn-1 to Pn). The same 
general definitions apply to each segment, that is, the duration 
of a segment is the time interval between its start point and 
end point, while the length of a segment comprises the Sum of 
the distances between the consecutive points on the segment, 
e.g., CP to Pn-1, plus Pn-1 to Pn. 

Because users often change their mode of transportation 
during a trip, a trip may contain two or more transportation 
modes. As described below, the segmentation mechanism 104 
separates the segments for different transportation modes first 
by differentiating walk segments from non-walk segments; 
note that as used herein, segments likely corresponding to 
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4 
walking are referred to as walk segments, while the segments 
of other transportation modes (e.g., car, bicycle, bus) are 
referred to as non-walk segments. Similarly, each of the GPS 
points of a walk segment, such as Pn-1 in FIG. 2, is referred 
to as a walk point, while each of the GPS points of non-walk 
segments, e.g., P2 in FIG. 2, is called a non-Walk Point. In the 
example of FIG. 2, a trip from P1 to Pn is partitioned into a 
walk segment and a non-walk segment, with the transition 
represented by a change point CP. 
Change points are detected automatically using rules based 

on certain observations, namely that people stop, and then go, 
when changing their transportation modes, that is, there are 
some GPS data indicative of a velocity close to Zero during 
such a transition. Further, to a high probability, “walk” indi 
cates a transition between different transportation modes, that 
is, the start point and end point of a walk segment each 
corresponds to a change point, to a relatively very high prob 
ability. 
As shown in the following table, the above observations 

may be measured and have been proven correct in the transi 
tion matrix (with transportation mode labels provided for 
corresponding GPS data by actual volunteer users): 

Transportation modes Walk Car Bus Bike 

Walk f 53.4% 32.8% 13.8% 
Car 95.4% f 2.8% 1.8% 
Bus 95.2% 3.2% f 1.6% 
Bike 98.3% 1.7% O% f 

As can be seen, Car, Bus and Bike modes almost always 
transition to the Walk mode, with a direct transition between 
them without walking being quite rare, possibly due to mis 
labeling. For example, a person may have recorded taking a 
taxi immediately after getting off a bus, while forgetting to 
include a very short Walk segment between these two trans 
portation modes when labeling the GPS data. Such events are 
likely responsible for the Small percentages corresponding to 
a direct transition between Car and Bus; notwithstanding, a 
Walk segment essentially exists in this situation. 
Once segmented, a feature extraction mechanism 106 

extracts various features from each segment and sends these 
features to an inference model 110 to learn a user's transpor 
tation mode or modes 112. In one implementation, example 
features for a segment include length, mean Velocity, expec 
tation of velocity, covariance of velocity, top three velocities 
and top three accelerations from each segment. Note that 
because the features of a segment may be influenced by an 
abnormal point/positional error, top three Velocities and top 
three accelerations are selected instead of the maximum 
velocity and maximum acceleration. Further note that the 
segmentation mechanism 104 uses length data, Velocity data 
and acceleration data, and may work in conjunction with the 
feature extraction mechanism 106 as indicated in FIG. 1 via 
the dashed arrow between these example components. 

Various techniques may be considered to determine the 
predicted transportation modes, such as when selecting the 
inference model 110. For example, each of the segments of 
GPS tracking data may be regarded as an independent 
instance, which is then classified using general classifiers, 
such as a decision tree-type classifier. Other suitable types of 
models that may be implemented as the inference model 110 
include Bayesian Net and Support Vector Machine (SVM) 
models. After the inference model 110 predicts the transpor 
tation modes 112, a post-processing mechanism 114 that 
considers transition probabilities 116 between different trans 
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portation modes may be used to improve the prediction accu 
racy and provide final results 120. 

In one example, after the inference process, the predicted 
transportation modes are ranked by their probability values, 
as depicted in FIG. 3. However, directly selecting the most 
likely transportation mode as the final results may be incor 
rect. In the example of FIG. 3, before post-processing, the 
prediction-based ranking is Car, followed by Bike followed 
by Bike. In actuality, this ranking is erroneous, as the correct 
prediction is Car, followed by Walk followed by Bike. 
By post-processing, which considers the conditional prob 

ability between different transportation modes, the prediction 
accuracy may be improved; for example, it is more likely that 
a user exiting a car will walk to a bicycle than directly switch 
to a bicycle. If in a segment Such as the segment i-1 in FIG.3, 
the probability of the top transportation mode exceeds a 
threshold (e.g., seventy percent in one example implementa 
tion), this transportation mode is used as the final prediction 
result on this segment. Post-processing recalculates the prob 
ability of each candidate transportation mode based on its 
adjacent segment, e.g., segment i, according to the following 
equations: 

Segmentif P(Bike)=Segmentif P(Bike)xP 
(Bike|Car), (1) 

Segmentif -P(Walk)=Segmentif -P(Walk)x P 
(Walk|Car), (2) 

where P(Bike|Car) and P(Walk|Car) stands for the transition 
probability from Car to Bike and from Car to Walk, respec 
tively. Segmenti-P(Bike) represents the probability of Bike 
on the segment i. After the calculations, the candidate trans 
portation mode with the maximum probability is used as the 
final results. In the example of FIG. 3, because the transition 
probability between Car and Bike is very small, the probabil 
ity of Bike is less than that of Walk after the post-processing 
computations corresponding to equations (1) and (2). 
An alternative inference technique regards the GPS 102 

data as a kind of sequential data when using the features 108. 
To this end, conditional random field (CRF) 118, a framework 
for building probabilistic models to segment and label 
sequence data, may be leveraged to perform the inference into 
the final results 120. Note that because the conditional prob 
abilities between different transportation modes are consid 
ered in the conditional random field framework’s graphical 
model, post-processing is not needed. 
By way of example, FIG. 4 depicts a trip where a person 

changes transportation modes from Bus to Walk, and then to 
Car. After being partitioned via the two change points CP1 
and CP2, the trip is divided into three segments. The upper 
line of the graphical model is a sequence of states {..., M., 
M. M.,...} represented by black nodes, while each white 
node {..., X_1, X, X1, ... } on the lower line denotes the 
observation of corresponding state. Each observation and 
corresponding state compose an instance <X, MP, and these 
consecutive instances construct a sequence. In one example 
approach, each state represents the transportation mode of a 
segment while an observation comprises the features 
extracted from the segment. The lines connecting a state M, to 
its adjacent observations X and X signify that each state 
not only depends on the current observation, but also depends 
on its previous and next observation. In other words, a per 
son’s present transportation mode has a close relationship 
with the modes of both the previous and the next segment. 

FIG. 5 is an example representing a person changing trans 
portation modes from Bus to Car, using Walk as a transition 
mode. FIGS. 6A and 6B comprise a flow diagram represent 
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6 
ing example steps that may be used to predict these modes. In 
general, the steps of FIGS. 6A and 6B first detect probable 
walk segments within a trip by determining change points, 
which are then used to partition the trip into alternating walk 
segments and non-walk segments. Later, via each segments 
features, the segments can be classified as walk, bus, car 
and/or bicycle; note that in one example implementation, the 
mode of transportation is predicted as one of four modes, 
namely Bike, Bus, Car and Walk, although as can be readily 
appreciated in alternative implementations the features may 
be processed to predict other modes. Further, in this example 
implementation, “Car” is one mode, regardless of whether the 
person is riding in a private vehicle or taking a taxicab. 

Given real world observations as well as the knowledge 
mined from GPS data, the change points are first determined 
by differentiating walk and non-walk segments of a trip. This 
initial categorization into two classes (walk or non-walk) 
rather than directly into four classes {Bike, Bus, Car, Walk}, 
reduces the complexity of segmentation. Subsequently, the 
features of each segment may be extracted to infer the most 
probable transportation mode. 

Step 602 of FIG. 6A represents receiving a GPS log, which 
at Step 604 has its data partitioned into trips based on timing, 
e.g., generally fixed durations over twenty minutes delineate 
separate trips. Then, for a given trip (processing may be 
performed for each trip), step 606 separates the trip into walk 
and non-walk segments. FIG. 6B provides additional details 
on the separation. 
More particularly, step 620 of FIG. 6B represents distin 

guishing the possible walk points from more definite non 
walk points. For example, using a loose upper bound of 
velocity (Vt) and of acceleration (at), such as V=1.8 m/s and 
a=0.6 m/s, acceptable results with reasonably good precision 
are provided; a person exceeding either of those bounds is not 
walking at the corresponding point. 
As shown in FIG. 5, each possible walk point (the white 

points in FIG. 5, in contrast to the black points which repre 
sent non-walk points) corresponds to a GPS point whose 
velocity (PV) and acceleration (Pa) are both smaller than the 
given bound. As shown in the uppermost set of points in FIG. 
5, in an ideal case, only one Walk segment will be detected 
from this trip. 

However, as depicted by the middle set of points in FIG. 5, 
when a car or bus moves slowly, GPS points from actual 
non-Walk segments may be detected as possible walk points. 
Also, because of errors, points from a Walk segment may 
exceed the bound and become non-walk points. To reduce the 
probability of such errors, step 624 evaluates the length of 
each retrieved segment against a certain distance, i.e., a merge 
threshold. If shorter than the threshold, the segment is merged 
into its backward (previous) segment. In other words, if the 
length of a segment composed by consecutive walk points or 
non-walk points less than a merging threshold distance, the 
segment is merged into its backward segment (if any) at step 
626. 
By way of example, the two walk points in the segment of 

Bus within the middle set of points do not form a segment 
because of the relatively short distance between them. The 
same (or similar) criterion is also applied to handle any outlier 
points (the black points) in the Walk segment. 

After any backwards merging, the trip is divided into a 
series of one or more alternate Walk segments and non-Walk 
segments. However, as represented by the lower set of points 
in FIG. 5, the walk points are only possible walk points, 
because for example a non-walking user may have encoun 
tered traffic congestion. It is not correct for the inference 
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model to directly predict transportation modes over the fea 
tures extracted from Such uncertain segments. 

In general, the longer a segment is, the richer the features of 
its transportation mode. As a result, alonger segment leads to 
a more correct prediction of that segment’s corresponding 
transportation mode. In contrast, the shorter a segment is, the 
higher the uncertainty. 

To avoid incorrect partitioning based on short segments, 
step 628 evaluates the length of the segment against a cer 
tainty threshold distance (e.g., fifty meters) If the segment 
length exceeds the threshold, the segment is considered a 
“certain” segment (step 630). Otherwise the segment is con 
sidered an “uncertain” segment (step 632), that is, the process 
is uncertain as to the transportation mode of this segment even 
if currently considered a Walk segment. If at step 634 the 
number of consecutive uncertain segments exceeds a thresh 
old number, e.g., three in one example implementation, Such 
a set of uncertain segments is considered to be a non-Walk 
segment. In general, users ordinarily do not often change their 
transportation modes within Such a short distance; for 
example, as depicted by the lower set of points in FIG. 5, 
within a certain distance it is not realistic for a person to 
transition from Car to Walk to Car to Walk to Car. As the 
result, the middle three segments between the two certain 
segments are very likely also non-Walk Segments, that is, Car 
in this particular example. Thus, the process merges the three 
uncertain segments into one non-walk segment before per 
forming the subsequent inference. Step 638 represents 
repeating the processing for other segments of the trip. 

At this time, the start point and end point of each Walk 
segment are defined as potential change points, which are 
then used to partition a trip, as generally represented via step 
608 of FIG. 6A. 

Step 610 represents extracting other features from the seg 
ments, which step 612 uses to classify the segments. For 
example, non-Walk segments may be classified as Car, Bus or 
Bicycle based on their corresponding features. 

Step 614 represents performing post-processing (if appro 
priate for the inference model) as described above. Step 616 
represents outputting the results, e.g., tagging the GPS data 
with the predicted transportation modes. 
As can be readily appreciated, the above-described pro 

cessing can infer compound trips containing more than one 
kind of transportation mode. In addition, the processing can 
correctly detect the transitions between different transporta 
tion modes. This may be accomplished only via raw GPS 
data, independent of other information from maps and other 
sensors. Further, the model learned from the dataset of some 
users can be applied to infer transportation modes from the 
GPS data of others. 
Exemplary Operating Environment 

FIG. 7 illustrates an example of a suitable computing and 
networking environment 700 on which the examples of FIGS. 
1-6 may be implemented. For example, the various mecha 
nisms of FIG.1 may be implemented in the computer system 
710. The computing system environment 700 is only one 
example of a suitable computing environment and is not 
intended to Suggest any limitation as to the scope of use or 
functionality of the invention. Neither should the computing 
environment 700 be interpreted as having any dependency or 
requirement relating to any one or combination of compo 
nents illustrated in the exemplary operating environment 700. 
The invention is operational with numerous other general 

purpose or special purpose computing system environments 
or configurations. Examples of well known computing sys 
tems, environments, and/or configurations that may be suit 
able for use with the invention include, but are not limited to: 
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8 
personal computers, server computers, hand-held or laptop 
devices, tablet devices, multiprocessor systems, micropro 
cessor-based systems, set top boxes, programmable con 
Sumer electronics, network PCs, minicomputers, mainframe 
computers, distributed computing environments that include 
any of the above systems or devices, and the like. 
The invention may be described in the general context of 

computer-executable instructions, such as program modules, 
being executed by a computer. Generally, program modules 
include routines, programs, objects, components, data struc 
tures, and so forth, which perform particular tasks or imple 
ment particular abstract data types. The invention may also be 
practiced in distributed computing environments where tasks 
are performed by remote processing devices that are linked 
through a communications network. In a distributed comput 
ing environment, program modules may be located in local 
and/or remote computer storage media including memory 
storage devices. 
With reference to FIG. 7, an exemplary system for imple 

menting various aspects of the invention may include agen 
eral purpose computing device in the form of a computer 710. 
Components of the computer 710 may include, but are not 
limited to, a processing unit 720, a system memory 730, and 
a system bus 721 that couples various system components 
including the system memory to the processing unit 720. The 
system bus 721 may be any of several types of bus structures 
including a memory bus or memory controller, a peripheral 
bus, and a local bus using any of a variety of bus architectures. 
By way of example, and not limitation, Such architectures 
include Industry Standard Architecture (ISA) bus, Micro 
Channel Architecture (MCA) bus, Enhanced ISA (EISA) bus, 
Video Electronics Standards Association (VESA) local bus, 
and Peripheral Component Interconnect (PCI) bus also 
known as Mezzanine bus. 
The computer 710 typically includes a variety of computer 

readable media. Computer-readable media can be any avail 
able media that can be accessed by the computer 710 and 
includes both volatile and nonvolatile media, and removable 
and non-removable media. By way of example, and not limi 
tation, computer-readable media may comprise computer 
storage media and communication media. Computer storage 
media includes Volatile and nonvolatile, removable and non 
removable media implemented in any method or technology 
for storage of information Such as computer-readable instruc 
tions, data structures, program modules or other data. Com 
puter storage media includes, but is not limited to, RAM, 
ROM, EEPROM, flash memory or other memory technology, 
CD-ROM, digital versatile disks (DVD) or other optical disk 
storage, magnetic cassettes, magnetic tape, magnetic disk 
storage or other magnetic storage devices, or any other 
medium which can be used to store the desired information 
and which can accessed by the computer 710. Communica 
tion media typically embodies computer-readable instruc 
tions, data structures, program modules or other data in a 
modulated data signal Such as a carrier wave or other transport 
mechanism and includes any information delivery media. The 
term "modulated data signal” means a signal that has one or 
more of its characteristics set or changed in Such a manner as 
to encode information in the signal. By way of example, and 
not limitation, communication media includes wired media 
Such as a wired network or direct-wired connection, and 
wireless media such as acoustic, RF, infrared and other wire 
less media. Combinations of the any of the above may also be 
included within the scope of computer-readable media. 
The system memory 730 includes computer storage media 

in the form of volatile and/or nonvolatile memory such as read 
only memory (ROM) 731 and random access memory 
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(RAM) 732. A basic input/output system 733 (BIOS), con 
taining the basic routines that help to transfer information 
between elements within computer 710, such as during start 
up, is typically stored in ROM 731. RAM 732 typically con 
tains data and/or program modules that are immediately 
accessible to and/or presently being operated on by process 
ing unit 720. By way of example, and not limitation, FIG. 7 
illustrates operating system 734, application programs 735, 
other program modules 736 and program data 737. 
The computer 710 may also include other removable/non 

removable, Volatile/nonvolatile computer storage media. By 
way of example only, FIG. 7 illustrates a hard disk drive 741 
that reads from or writes to non-removable, nonvolatile mag 
netic media, a magnetic disk drive 751 that reads from or 
writes to a removable, nonvolatile magnetic disk 752, and an 
optical disk drive 755 that reads from or writes to a remov 
able, nonvolatile optical disk 756 such as a CD ROM or other 
optical media. Other removable/non-removable, volatile/ 
nonvolatile computer storage media that can be used in the 
exemplary operating environment include, but are not limited 
to, magnetic tape cassettes, flash memory cards, digital ver 
satile disks, digital video tape, solid state RAM, solid state 
ROM, and the like. The hard disk drive 741 is typically 
connected to the system bus 721 through a non-removable 
memory interface Such as interface 740, and magnetic disk 
drive 751 and optical disk drive 755 are typically connected to 
the system bus 721 by a removable memory interface, such as 
interface 750. 
The drives and their associated computer storage media, 

described above and illustrated in FIG. 7, provide storage of 
computer-readable instructions, data structures, program 
modules and other data for the computer 710. In FIG. 7, for 
example, hard disk drive 741 is illustrated as storing operating 
system 744, application programs 745, other program mod 
ules 746 and program data 747. Note that these components 
can either be the same as or different from operating system 
734, application programs 735, other program modules 736, 
and program data 737. Operating system 744, application 
programs 745, other program modules 746, and program data 
747 are given different numbers herein to illustrate that, at a 
minimum, they are different copies. A user may enter com 
mands and information into the computer 710 through input 
devices such as a tablet, or electronic digitizer, 764, a micro 
phone 763, a keyboard 762 and pointing device 761, com 
monly referred to as mouse, trackball or touch pad. Other 
input devices not shown in FIG. 7 may include a joystick, 
game pad, satellite dish, Scanner, or the like. These and other 
input devices are often connected to the processing unit 720 
through a user input interface 760 that is coupled to the 
system bus, but may be connected by other interface and bus 
structures, such as a parallel port, game port or a universal 
serial bus (USB). A monitor 791 or other type of display 
device is also connected to the system bus 721 via an inter 
face, such as a video interface 790. The monitor 791 may also 
be integrated with a touch-screen panel or the like. Note that 
the monitor and/or touch screen panel can be physically 
coupled to a housing in which the computing device 710 is 
incorporated. Such as in a tablet-type personal computer. In 
addition, computers such as the computing device 710 may 
also include other peripheral output devices such as speakers 
795 and printer 796, which may be connected through an 
output peripheral interface 794 or the like. 
The computer 710 may operate in a networked environ 

ment using logical connections to one or more remote com 
puters, such as a remote computer 780. The remote computer 
780 may be a personal computer, a server, a router, a network 
PC, a peer device or other common network node, and typi 
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10 
cally includes many or all of the elements described above 
relative to the computer 710, although only a memory storage 
device 781 has been illustrated in FIG. 7. The logical connec 
tions depicted in FIG. 7 include one or more local area net 
works (LAN) 771 and one or more wide area networks 
(WAN) 773, but may also include other networks. Such net 
working environments are commonplace in offices, enter 
prise-wide computer networks, intranets and the Internet. 
When used in a LAN networking environment, the com 

puter 710 is connected to the LAN 771 through a network 
interface or adapter 770. When used in a WAN networking 
environment, the computer 710 typically includes a modem 
772 or other means for establishing communications over the 
WAN 773, such as the Internet. The modem 772, which may 
be internal or external, may be connected to the system bus 
721 via the user input interface 760 or other appropriate 
mechanism. A wireless networking component 774. Such as 
comprising an interface and antenna may be coupled through 
a suitable device Such as an access point or peer computer to 
a WAN or LAN. In a networked environment, program mod 
ules depicted relative to the computer 710, or portions 
thereof, may be stored in the remote memory storage device. 
By way of example, and not limitation, FIG. 7 illustrates 
remote application programs 785 as residing on memory 
device 781. It may be appreciated that the network connec 
tions shown are exemplary and other means of establishing a 
communications link between the computers may be used. 
An auxiliary subsystem 799 (e.g., for auxiliary display of 

content) may be connected via the user interface 760 to allow 
data Such as program content, system status and event notifi 
cations to be provided to the user, even if the main portions of 
the computer system are in a low power state. The auxiliary 
subsystem 799 may be connected to the modem 772 and/or 
network interface 770 to allow communication betweenthese 
systems while the main processing unit 720 is in a low power 
State. 

CONCLUSION 

While the invention is susceptible to various modifications 
and alternative constructions, certain illustrated embodi 
ments thereof are shown in the drawings and have been 
described above in detail. It should be understood, however, 
that there is no intention to limit the invention to the specific 
forms disclosed, but on the contrary, the intention is to cover 
all modifications, alternative constructions, and equivalents 
falling within the spirit and scope of the invention. 

What is claimed is: 
1. In a computing environment, a method comprising: 
processing positioning data into a plurality of segments, 

the positioning data comprising location-related infor 
mation and timing-related information; and 

determining a predicted mode of transportation for respec 
tive segments. 

2. The method of claim 1, comprising separating the posi 
tioning data into a plurality of trips, processing the position 
ing data into the plurality of segments corresponding to one of 
the trips. 

3. The method of claim 1, processing the positioning data 
into a plurality of segments comprising merging a segment 
below a threshold length into another segment. 

4. The method of claim 1, determining the predicted mode 
of transportation for respective segments comprising differ 
entiating between walk segments and non-walk segments 
based on features comprising Velocity or acceleration, or both 
Velocity and acceleration. 
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5. The method of claim 4, differentiating between the walk 
segments and the non-walk segments comprising distinguish 
ing between certain segments and uncertain segments based 
on a length of respective segments. 

6. The method of claim 5, comprising determining whether 
a threshold number of consecutive segments are uncertain 
segments corresponding to walk segments, and if so, merging 
the uncertain segments corresponding to the walk segments 
into a non-walk segment. 

7. The method of claim 1, determining the predicted mode 
of transportation for respective segments comprising extract 
ing features corresponding to respective segments, and clas 
Sifying respective segments based on respective features of 
respective segments. 

8. The method of claim 1, determining the predicted mode 
of transportation for respective segments comprising deter 
mining a set of initial probabilities for possible modes of 
transportation for respective segments, and recalculating the 
initial probabilities using transition probabilities based on a 
transportation mode of at least one adjacent segment. 

9. In a computing environment, a system comprising: 
a segmentation mechanism configured to separate GPS 

data into a plurality of segments; 
a feature extraction mechanism configured to extract fea 

tures for respective segments; and 
an inference model configured to use at least Some of the 

features extracted for respective segments to infer a 
transportation mode for respective segments. 

10. The system of claim 9, the inference model comprising 
a conditional random field framework. 

11. The system of claim 9, the inference model comprising 
a decision tree classifier, a Bayesian Net inference model, or 
a Support vector machine inference model, or any combina 
tion of a decision tree classifier, a Bayesian Net inference 
model, or a Support vector machine inference model. 

12. The system of claim 11, comprising a post-processing 
mechanism coupled to the inference model, the post-process 
ing mechanism configured to recalculate probabilities pro 
vided by the inference model into final probabilities using 
transition probabilities. 

13. The system of claim 9, the features extracted from GPS 
data comprising segment length, Velocity data or acceleration 
data, or any combination of segment length, Velocity data or 
acceleration data, for each segment. 

14. The system of claim 9, the segmentation mechanism 
comprising means for merging a segment below a threshold 
length into another segment. 
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15. The system of claim 9, the segmentation mechanism 

comprising means for differentiating between walk segments 
and non-walk segments, means for distinguishing between 
certain segments and uncertain segments based on a length of 
respective segments, and means for merging uncertain seg 
ments into a non-walk segment. 

16. One or more computer-readable media having com 
puter-executable instructions, which when executed perform 
actions, comprising: 

processing GPS data into walk segments and non-walk 
segments based on Velocity data or acceleration data, or 
both Velocity data and acceleration data; 

determining a length of respective segments; 
comparing the lengths of the segments against a merge 

threshold distance, and merging any segment having a 
length below the threshold distance into another seg 
ment; 

comparing the lengths of the segments against a certainty 
threshold distance; 

and for any uncertain segments that do not meet the cer 
tainty threshold distance, determining whether a number 
of consecutive uncertain segments is present, and if so, 
merging the consecutive uncertain segments into a non 
walk segment; and 

determining a predicted mode of transportation for respec 
tive walk segments and for respective non-walk seg 
ments, based on features of respective segments. 

17. The one or more computer-readable media of claim 16, 
the actions comprising separating the GPS data into trips 
based on time duration information determined from the GPS 
data. 

18. The one or more computer-readable media of claim 16, 
determining the predicted mode of transportation comprising 
determining probabilities for candidate modes of transporta 
tion for respective segments. 

19. The one or more computer-readable media of claim 18, 
determining the predicted mode of transportation compris 
ing, for at least one given segment, modifying at least Some of 
the probabilities for candidate modes of transportation for the 
at least one given segment based on transition probability data 
corresponding to at least one adjacent segment, and selecting 
as the transportation mode for the at least one given segment 
the candidate transportation mode having a highest probabil 
ity value after recalculation. 

20. The one or more computer-readable media of claim 16, 
the actions comprising tagging the GPS data with information 
corresponding to the predicted mode of transportation for 
respective segments. 



UNITED STATES PATENT AND TRADEMARK OFFICE 

CERTIFICATE OF CORRECTION 

PATENT NO. : 8,015,144 B2 Page 1 of 1 
APPLICATIONNO. : 12/037305 
DATED : September 6, 2011 
INVENTOR(S) : Yu Zheng et al. 

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below: 

In column 11, line 19, in Claim 8, delete “segments, and insert -- segments --, therefor. 

Signed and Sealed this 
Twenty-fourth Day of April, 2012 

David J. Kappos 
Director of the United States Patent and Trademark Office 

  


