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SYSTEM AND METHOD FOR EFFICIENT 3D 
RECONSTRUCTION OF OBJECTS WITH 
TELECENTRIC LINE - SCAN CAMERAS 

CROSS REFERENCE TO THE RELATED 
APPLICATION 

[ 0006 ] From the distortions of the patterns in the camera 
image the 3D shape of the object can be inferred . Besides 
triangulation , a second widespread 3D reconstruction prin 
ciple is time - of - flight ( TOF ) measurement . TOF sensors 
emit radiation and measure the time difference between the 
emission of the radiation and its return to the sensor , after 
being reflected on the object's surface ( Steger et al . , 2018 , 
Chapter 2.5.4 ) . [ 0001 ] This application is a Non - Provisional Utility appli 

cation , under 35 U.S.C. $ 111 ( a ) , of European Patent Appli 
cation No. 20170097.8 filed Apr. 17 , 2020 , the entire content 
of which is incorporated herein as a part of the application . Stereo Reconstruction 

DESCRIPTION 

Field of the Invention 

[ 0002 ] The invention relates generally to machine vision 
systems , and more particularly , to the 3D reconstruction of 
objects from 2D images . 

Background of the Invention 

Applications of 3D Reconstruction 
[ 0003 ] The efficient and accurate reconstruction of a scene 
( object ) from images is important for numerous computer 
vision and particularly machine vision applications . For 
example , a printed circuit board ( PCB ) can be inspected 
robustly for missing or wrongly placed electronic compo 
nents by using a 3D reconstruction of the PCB ( Steger et al . , 
2018 , Chapter 3.10.1 ) . 
[ 0004 ] Furthermore , produced objects can be measured in 
3D to check their correct shape or dimensions , for example , 
by comparing the reconstructed surface with a reference 
object ( Steger et al . , 2018 , Chapter 4.13 ) . Another example 
is object recognition for pick - and - place applications , where 
the exact 3D pose ( position and orientation ) of an object 
must be determined in 3D data to be able to grasp the object 
with a robot ( Steger et al . , 2018 , Chapter 4.14 ) . * 

[ 0007 ] The present invention focuses on stereo reconstruc 
tion because it is one of the most prominent principles for 
3D reconstruction . There are many commercial stereo sen 
sors available , where typically two cameras are contained in 
a single housing . However , a more flexible setup is to use 
two or more individual cameras . In this case , the hardware 
and setup can be optimally chosen or adapted for the task to 
be solved : For example , the resolution and size of the 
sensors , the type of lenses , the focal length of the lenses , and 
the relative orientation of the cameras can be optimally 
chosen for a given application . These parameters influence 
the accuracy , the robustness , and the field of view of the 
stereo reconstruction . 
[ 0008 ] While stereo sensors are typically factory cali 
brated , the individual setup must be calibrated in situ before 
the 3D reconstruction can be performed . Calibration means 
the determination of the parameters of the interior orienta 
tion of all cameras and their relative orientations . The 
relative orientation describes the position and orientation of 
two cameras with respect to each other and is typically 
represented by a rigid 3D transformation ( Steger et al . , 2018 , 
Chapter 3.10.1.1 ) . In the following , a rigid 3D transforma 
tion will also be denoted as pose . The interior orientation of 
a camera describes the projection of a 3D point given in the 
camera coordinate system into a 2D point in the image 
coordinate system . For example , the interior orientation of 
an area - scan camera with a perspective ( entocentric ) lens 
can be described by the following parameters : the principal 
distance , the row and column coordinates of the principal 
point , the zontal and vertical pixel pitch on the sensor , 
and parameters that model lens distortions ( Steger et al . , 
2018 , Chapter 3.9.1 ) . Additionally , often an exterior orien 
tation is modelled , which is determined by the position and 
orientation of the system of cameras with respect to a world 
coordinate system . The origin of the world coordinate sys 
tem is often defined by the origin of the calibration object 
( see below ) that was used to perform the calibration . Con 
sequently , the exterior orientation most often describes the 
pose of the calibration object with respect to a previously 
chosen reference camera ( Steger , 2017 ) . 
[ 0009 ] To perform the calibration , images of a suitable 
calibration object with known control points must be 
acquired by all cameras . These images will be referred to as 
calibration images in the following . While sometimes 3D 
calibration objects are used , in most machine vision appli 
cations planar calibration objects are preferred ( Steger et al . , 
2018 , Chapter 3.9.4.1 ) . They can be manufactured accu 
rately more easily than 3D calibration objects . Furthermore , 
they can be handled more easily by the user . They also allow 
the calibration of cameras in applications where a backlight 
illumination is necessary , for example by using a transparent 
calibration object on which opaque control points are 
applied , or vice versa . Planar calibration objects can also be 
used to easily define a plane in the world by simply placing 

3D Reconstruction Technologies 
[ 0005 ] In the machine vision industry , there are many 
different technologies of 3D image acquisition devices avail 
able that return 3D data . The principle behind the majority 
of 3D image acquisition devices is triangulation . One of the 
most prominent representatives of triangulation - based 3D 
reconstruction is stereo reconstruction , where the scene is 
observed with at least two cameras from different positions 
( Steger et al . , 2018 , Chapter 2.5.1 ) . The 3D coordinates of 
a point are obtained by identifying corresponding points in 
the images and intersecting their associated lines of sight in 
3D space . Another representative is 3D reconstruction based 
on the sheet of light principle , often also called laser 
triangulation ( Steger et al . , 2018 , Chapter 2.5.2 ) . A sheet of 
light sensor consists of a camera and a laser projector that 
projects a laser plane onto the scene . The intersection of the 
laser plane with the object is extracted as lines in the camera 
image . Each image point on the extracted lines represents a 
line of sight in the camera , which is intersected with the laser 
plane in 3D to obtain the reconstructed point . To reconstruct 
the complete shape of an object with a sheet of light sensor , 
the object must be moved relative to the sensor . A third 
category of triangulation - based 3D sensors are structured 
light sensors ( Steger et al . , 2018 , Chapter 2.5.3 ) . They 
consist of a camera and a projector that projects patterns 
onto the scene . 
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reconstruction , i.e. , applications in which a 3D coordinate 
for multiple pixels in the input images is required . 

Binocular Stereo — Stereo Matching 

the calibration object onto the plane of interest in the world . 
Measurements in the image can be transformed into mea 
surements in world coordinates in the defined plane ( Steger 
et al . , 2018 , Chapter 3.9.5 ) . Often , a planar calibration object 
with circular marks is used because their center point can be 
determined with high accuracy ( Lenz and Fritsch , 1990 ; 
Lanser et al . , 1995 ; Lanser , 1997 ; Steger et al . , 2018 , 
Chapter 3.9.4.1 ) . Because of degeneracies that arise when 
calibrating with a planar calibration object and a single 
calibration image ( Steger et al . , 2018 , Chapter 3.9.4.3 ) , 
cameras are typically calibrated by using multiple calibra 
tion images in which the planar calibration object is acquired 
in different poses ( Steger et al . , 2018 , Chapter 3.9.4.4 ) . 
Alternatively , methods of uncalibrated stereo might be 
applied as well . In these cases , the calibration images do not 
necessarily need to contain a calibration object . 
Telecentric Lenses 

[ 0010 ] In some machine vision applications , telecentric 
lenses are used instead of perspective lenses . Telecentric 
lenses perform a telecentric projection on the object side . 
Therefore , they perform a parallel projection of the world 
into the image ( Steger et al . 2018 , Chapter 2.2.4 ) . Especially 
in measurement applications , the use of telecentric lenses 
may increase the accuracy because they eliminate perspec 
tive distortions . Telecentric lenses are constructed such that 
the aperture stop is placed on the image - side focal point , 
which filters out all light rays that are not parallel to the 
optical axis ( Steger et al . 2018 , Chapter 2.2.4 ) . Because of 
their parallel projection in object space , the diameter of 
telecentric lenses must be chosen at least as large as the 
object to the imaged . 

[ 0013 ] The process of determining the corresponding 
points in the images is called stereo matching . To obtain a 
dense reconstruction , stereo matching tries to find for each 
point ( pixel ) in the first rectified image the corresponding 
point in the second rectified image . Since it is known that the 
corresponding points in the rectified images must lie in the 
same image row , the relevant information for 3D reconstruc 
tion are the column coordinates of the corresponding points 
in the rectified images . More specifically , the depth of a 3D 
point ( i.e. , its distance from the camera ) depends only on the 
difference of the column coordinates of its corresponding 
points in the rectified images . This difference is called 
disparity ( Steger et al . , 2018 , Chapter 3.10.1.5 ) . Conse 
quently , the main goal of dense reconstruction is to find the 
disparity for each pixel in the first rectified image . Over 
views of different dense stereo reconstruction algorithms can 
for example , be found in ( Scharstein and Szeliski , 2002 ; 
Brown et al . , 2003 ) . In machine vision applications , the 
determination of the disparity is often regarded as a template 
matching problem ( Steger et al . , 2018 , Chapter 3.10.1.6 ) : 
template matching tries to find for each point in the first 
image the most similar point in the second image that lies in 
the same image row . The similarity is typically measured by 
comparing a rectangular image patch around the point in the 
first image with the rectangular image patches around all 
possibly corresponding points in the second image . The 
most common similarity measures are the sum of absolute 
gray value differences , the sum of squared gray value 
differences , and the normalized cross correlation ( Steger et 
al . , 2018 , Chapter 3.10.1.6 ) . Dense stereo reconstruction that 
is based on template matching combines an efficient com 
putation ( in terms of both , memory and computation time ) 
with an accuracy that is sufficient for most applications . 
Alternative methods for dense disparity estimation are based 
on variational approaches that are able to compute dispari 
ties even in low - textured image regions . It is important to 
note that all efficient methods for dense disparity estimation 
assume that the input image pair has been rectified to the 
epipolar standard geometry before . 

Camera Models for Area - Scan Cameras 

[ 0011 ] A versatile camera model for area - scan cameras 
and a suitable calibration procedure for cameras with per 
spective and telecentric lenses are proposed in ( Steger , 
2017 ) . The calibration procedure allows calibrating setups 
of arbitrary combinations of perspective and telecentric 
cameras ( including the support of tilt lenses ) . 

Line - Scan Cameras 

a 

Binocular Stereo Image Rectification 
[ 0012 ] A calibrated camera setup is the prerequisite for 
stereo reconstruction . To simplify the following discussions , 
we restrict ourselves to the case of binocular stereo , i.e. , to 
the case of two cameras . However , the concepts can be 
easily extended to more than two cameras . Corresponding 
points in the two images must be determined to reconstruct 
3D points . It is known that for a given point in the first 
image , the corresponding point in the second image must lie 
on the so - called epipolar line ( Steger et al . 2018 , Chapter 
3.10.1.3 ) . To speed up the search for corresponding points , 
it is common practice to transform the two input images into 
a representation that is in accordance with the epipolar 
standard geometry ( Steger et al . , 2018 , Chapter 3.10.1.4 ) . 
This transformation is called stereo image rectification . The 
parameters of the transformation can be derived from the 
result of the camera calibration . The rectified images are free 
of lens distortions and corresponding image points lie in the 
same image row in both images . Therefore , the search for 
corresponding points can be restricted to a single image row , 
and hence can be performed very efficiently . This is espe 
cially important for applications with the aim of a dense 

[ 0014 ] In some machine vision applications , line - scan 
cameras are preferred over area - scan cameras . The advan 
tage of line - scan cameras is their better resolution per price 
compared to area - scan cameras . Currently , line - scan cam 
eras with lines up to 16384 pixels are available ( Steger et al . 
2018 , Chapter 2.3.4 ) . To obtain a 2D image of an object with 
a line - scan camera , multiple 1D images are stacked over 
time while moving the camera with respect to the object . 
Consequently , the height of the resulting image is essentially 
unlimited because it corresponds to the number of 1D 
images that are acquired over time . In the invention , the 
movement of the camera with respect to the object is 
denoted as relative motion . The relative motion is typically 
realized either by moving the camera across the stationary 
object or by mounting the camera above the moving object 
( Steger et al . 2018 , Chapter 2.3.1.1 ) . In the majority of 
machine vision applications with line - scan cameras , a linear 
motion with a constant speed is applied . The relative motion 
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can be realized , for example , by a linear motion slide , a 
conveyor belt , or other linear actuators . A camera model for 
line - scan cameras with perspective lenses is described in 
( Steger et al . , 2018 , Chapter 3.9.3 ) . 
Stereo Reconstruction with Perspective Line - Scan Cameras 
[ 0015 ] The accuracy of stereo reconstruction is naturally 
limited by the image resolution . Therefore , for applications 
with high demands on the reconstruction accuracy , it would 
be highly desirable to use high - resolution line - scan cameras 
instead of area - scan cameras for stereo reconstruction . 
Unfortunately , stereo images of perspective line - scan cam 
eras generally cannot be rectified to the epipolar standard 
geometry ( Gupta and Hartley , 1997 ; Kim , 2000 , Habib et al . , 
2005a , b ) . This prevents an efficient stereo reconstruction , 
and hence hampers the general use of line - scan cameras for 
stereo reconstruction . However , in ( Habib et al . , 2005a , b ) it 
is shown that there are two special ideal configurations of 
line - scan cameras with perspective lenses for which a rec 
tification is indeed possible : The ideal across - track configu 
ration and the ideal along - track - configuration , where the 
sensor lines of both sensors must be exactly aligned with 
respect to each other in a certain way . Furthermore , these 
configurations assume that no lens distortions are present . 
Based on these two configurations , a few perspective line 
scan stereo systems for industrial applications are proposed 
in the literature ( Calow et al . , 2010 ; Ilchev et al . , 2012 ; 
Lilienblum and Al - Hamadi , 2015 ; Sun et al . 2016 ; Sun et al , 
2017 ; Godber et al . , 1995 ) . In these systems , the sensor lines 
are aligned manually to one of the two ideal configurations , 
e.g. , by using a suitable adjustment device . Unfortunately , 
the papers do not disclose in detail how the exact alignment 
of the sensor lines is achieved and how much time is 
necessary to align the sensors . Consequently , stereo with 
perspective line - scan cameras is complex and requires 
expensive precision equipment and cumbersome manual 
labor . Therefore , also from a practical and usability point of 
view , it would be a great step forward to be able to perform 
an efficient stereo reconstruction with line - scan cameras that 
are not restricted to one of the two ideal configurations . 
Furthermore , even if the lines can be exactly aligned with 
respect to each other , lens distortions would again prevent 
the correct rectification of the images if the sensor line is not 
exactly mounted behind the principal point . Neglecting lens 
distortions would adversely affect the accuracy of the 3D 
reconstruction . 
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stereo matching . The method comprises a camera model and 
a calibration procedure that allow to precisely model the 
imaging process , also including the modelling of lens dis 
tortions even if the sensor lines are not exactly mounted 
behind the principal points . This ensures a high accuracy of 
the resulting 3D reconstruction . 
[ 0018 ] In a preferred embodiment of the invention , the 
system comprises two or more line - scan cameras with 
telecentric lenses for acquiring images of the 3D objects that 
are to be reconstructed . In the invention , a line - scan camera 
with a telecentric lens is synonymously also referred to as a 
telecentric line - scan camera . Furthermore , in the preferred 
embodiment , the system additionally comprises a device 
that performs a relative motion of the 3D objects with 
respect to the telecentric line - scan cameras . In a preferred 
embodiment , the device performs a linear motion with a 
constant speed by a linear motion slide , a conveyor belt , or 
by other linear actuators , for example . In a preferred 
embodiment , the system additionally comprises a computer 
that is configured for performing the method comprising the 
steps that are described in the following . The steps one to 
three deal with the calibration of the system and are per 
formed offline , i.e. , after setting up the system and before 
acquiring images of the 3D object to be reconstructed . The 
steps four to seven are performed online and comprise the 
image acquisition of the 3D object , the telecentric image 
rectification , the disparity estimation , and the actual 3D 
reconstruction . 

[ 0019 ] In a first step , with each telecentric line - scan cam 
era one or more telecentric line - scan calibration images of a 
calibration object are acquired . The poses of the calibration 
objects vary over the calibration images . The calibration 
object has multiple control points with known 3D coordi 
nates in world units ( world coordinates ) . The telecentric 
line - scan calibration images are acquired by performing a 
relative motion of the calibration object with respect to the 
telecentric line - scan cameras . For each pose of the calibra 
tion object and each camera , the acquired 1D image lines are 
stacked on top of each other yielding a telecentric line - scan 
calibration image . In a preferred embodiment , multiple 
telecentric line - scan images of a planar calibration object are 
acquired with each telecentric line - scan camera . In an alter 
native embodiment , a single telecentric line - scan image is 
acquired with each telecentric line - scan camera . As a result , 
a set of telecentric line - scan calibration images is obtained 
for each camera , where said set contains at least one image . 
For a meaningful calibration , it is important that all images 
are acquired by performing the identical relative motion 
between the telecentric line - scan camera and the calibration 
object . 
[ 0020 ] In a second step , based on the telecentric line - scan 
calibration images , a camera calibration is performed . For 
this , a suitable camera model is defined that is able to 
accurately describe the image creation process and the 
relative pose ( s ) between the cameras . In a preferred embodi 
ment , the 2D positions of the visible control points of the 
calibration object are automatically measured in the tele 
centric calibration images ( image coordinates ) . Further 
more , the correspondences between the measured 2D image 
points and the 3D points of the calibration object are 
automatically determined . The parameters of the camera 
model are determined by minimizing an error that relates the 
2D coordinates of the image points of the extracted control 

SUMMARY OF THE INVENTION 

[ 0016 ] The invention is specified in the claims . It is 
directed to methods and apparatuses for reconstructing a 3D 
scene with at least two line - scan cameras with telecentric 
lenses . In the invention , the terms “ 3D scene ” , “ 3D object " , 
and “ 3D objects ” are used synonymously . The invention also 
relates to a system or apparatus performing and / or imple 
menting the described methods . The methods are computer 
implemented . 
[ 0017 ] In this invention , systems and methods are 
described that allow performing stereo reconstruction with 
line - scan cameras in general configurations . Consequently , 
the cumbersome exact alignment of the sensor lines 
becomes superfluous . The method of the present disclosure 
requires that telecentric lenses instead of perspective lenses 
are mounted on the line - scan cameras . In this case , the 
images can be accurately rectified with stereo rectification . 
The rectified images can be used to perform an efficient 



US 2021/0327136 A1 Oct. 21 , 2021 
4 

points in the telecentric line - scan calibration images with the 
3D coordinates of the corresponding points of the calibration 
object . 
[ 0021 ] As the result of the calibration , values for the 
camera parameters are obtained . The camera parameters 
comprise the parameters of the interior orientation of all 
cameras , the parameters of the relative orientations between 
all cameras , and the parameters of the absolute orientation of 
the calibration object in all telecentric line - scan calibration 
images . 
[ 0022 ] In the third step , based on the camera parameters 
that result from the camera calibration in the second step , a 
telecentric rectification mapping is computed that can be 
used to rectify a telecentric line - scan image pair of a pair of 
telecentric line - scan cameras . The telecentric rectification 
mapping represents the stereo image rectification , and 
hence , describes the geometric transformation of the tele 
centric line - scan image pair to the epipolar standard geom 
etry . Consequently , when applying the mapping to a tele 
centric line - scan image pair , the obtained rectified 
telecentric line - scan image pair is free of lens distortions and 
corresponding image points lie in the same image row . 
[ 0023 ] In a preferred embodiment of the invention , the 
previously described first three steps are performed offline 
once after setting up or modifying the system . Consequently , 
the three steps need to be re - executed only if the camera 
setup changes and if this change influences the parameters 
that are estimated during camera calibration . The telecentric 
rectification mapping is stored for later use in the online 
phase . In a preferred embodiment , the rectification mapping 
is stored as a look - up - table ( LUT ) to enable an efficient 
rectification in the online phase . The LUT stores for each 
pixel in the rectified telecentric line - scan image the position 
of the corresponding pixel in the original telecentric line 
scan image . The LUT may optionally contain weights for an 
appropriate gray value interpolation to obtain rectified 
images of higher quality resulting in a higher accuracy of the 
final 3D reconstruction . 
[ 0024 ] In the fourth step , the online phase starts with the 
acquisition of telecentric line - scan images of the 3D object 
that is to be reconstructed by using the setup that was 
previously calibrated with the method described in the first 
three steps . Because for a 3D reconstruction at least two 
cameras are necessary , in the preferred embodiment a tele 
centric line - scan image pair is acquired with a pair of 
telecentric line - scan cameras . In an alternative embodiment , 
a telecentric line - scan image pair is selected from more than 
two telecentric line - scan cameras . Each telecentric line - scan 
image is created by performing the identical relative motion 
that was applied during the acquisition of the telecentric 
line - scan calibration images in the first step . 
[ 0025 ] In the fifth step , the acquired telecentric line - scan 
image pair of the 3D object to be reconstructed is rectified 
by applying the telecentric rectification mapping of the 
respective pair of telecentric line - scan cameras that was 
computed in step three . Corresponding points in the result 
ing rectified telecentric line - scan image pair lie in the same 
image row . Furthermore , the resulting rectified telecentric 
line - scan image pair is free of lens distortions . 
[ 0026 ] In the , optional , sixth step , the disparities are 
computed from the resulting rectified telecentric line - scan 
image pair by one of different available stereo matching 
approaches that exploit the epipolar standard geometry . In a 
preferred embodiment of the invention , an approach for 

dense disparity estimation is applied yielding a disparity 
image that contains for each defined pixel a disparity value . 
Undefined pixels may occur , for example , in case of occlu 
sions or in low - textured image parts , where corresponding 
pixels cannot be determined reliably . In a preferred embodi 
ment , a dense disparity estimation approach that is based on 
template matching is applied . 
[ 0027 ] In the , optional , seventh step , the disparities that 
are computed in the sixth step are converted into distances . 
The conversion is performed based on the interior and 
relative orientation of the rectified telecentric line - scan 
image pair . In a preferred embodiment , the distances are 
computed for each defined pixel in the disparity image , 
yielding a distance image . In a preferred embodiment , the 
distance image represents the reconstruction of the 3D 
object . In an alternative embodiment , the distance values are 
further converted into 3D coordinates based on their row and 
column coordinates in the distance image and based on the 
interior orientation of the rectified telecentric line - scan 
image pair . 
[ 0028 ] According to one aspect , the invention provides a 
system for reconstructing a 3D object with at least two 
line - scan cameras . The system comprises : 
[ 0029 ] ( a ) at least two telecentric line - scan cameras ; 
[ 0030 ] ( b ) at least one device configured to performing a 

relative motion of said 3D object with respect to said 
telecentric line - scan cameras ; and 

[ 0031 ] ( c ) a computer configured for 
[ 0032 ] ( cl ) acquiring with each telecentric line - scan 

camera a set of telecentric line - scan calibration images 
while performing said relative motion , where said set 
contains one or more images ; 

[ 0033 ] ( c2 ) performing a camera calibration based on 
said sets of telecentric line - scan calibration images ; 

[ 0034 ] ( c3 ) based on the result of said camera calibra 
tion , computing a telecentric rectification mapping that 
rectifies a telecentric line - scan image pair of a pair of 
telecentric line - scan cameras ; 

[ 0035 ] ( c4 ) acquiring a telecentric line - scan image pair 
with a pair of telecentric line - scan cameras of said 3D 
object while performing said relative motion ; and 

[ 0036 ] ( c5 ) rectifying said telecentric line - scan image 
pair of said 3D object with said telecentric rectification 
mapping , yielding a rectified telecentric line - scan 
image pair . 

[ 0037 ] The computer may further be configured to per 
form computing disparities from said rectified telecentric 
line - scan image pair , with the disparities representing the 
reconstructed 3D object . 
( 0038 ] The computer may further be configured to per 
form converting said disparities into distances , yielding a 
reconstruction of said 3D object . 
[ 0039 ] The computer may further be configured to per 
form converting said disparities into 3D coordinates , yield 
ing a reconstruction of said 3D object . 
[ 0040 ] Said relative motion is preferably a linear motion . 
The linear motion may be of constant speed , or the linear 
motion may be of variable speed and the image acquisition 
of telecentric line - scan images is triggered appropriately to 
ensure a constant speed . 
[ 0041 ] The calibration images may be images of a cali 
bration object . The calibration object may be a planar 
calibration object . The calibration object may be a 3D 
calibration object . 
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[ 0042 ] Preferably , in said camera calibration , camera 
parameters are determined , which comprise parameters of 
exterior orientations for the telecentric line - scan calibration 
images and , for each telecentric line - scan camera , param 
eters of a relative and of an interior orientation . 
[ 0043 ] The telecentric rectification mapping may rectify a 
telecentric line - scan image pair of a pair of telecentric 
line - scan cameras to the epipolar standard geometry . 
[ 0044 ] The telecentric rectification mapping may be stored 
in a look - up - table . According to an embodiment , rectifying 
said telecentric line - scan image pair comprises applying said 
look - up - table to said telecentric line - scan image pair . 
[ 0045 ] Computing disparities from said rectified telecen 
tric line - scan pair may comprise a dense disparity estimation 
yielding a disparity image . 
[ 0046 ] Furthermore , converting said disparities into dis 
tances may comprise computing a distance image . 
[ 0047 ] According to an embodiment , the camera calibra 
tion is performed by applying a sparse Levenberg - Mar 
quardt algorithm . 

from different perspectives . For example , a single telecentric 
line - scan camera can be mounted on a robotic arm that 
follows multiple different predetermined paths to realize 
multiple cameras . 
[ 0055 ] Furthermore , in the preferred embodiment , the 
system additionally comprises a device 404 that performs a 
relative motion of the 3D objects with respect to the tele 
centric line - scan cameras . In a preferred embodiment , this 
device performs a linear motion with a constant speed by a 
linear motion slide , a conveyor belt , or by other linear 
actuators , for example . In an alternative embodiment , a 
linear motion of variable speed can be used . In the latter 
case , an encoder 406 that triggers 407 the image acquisition 
is used to ensure an equidistance image acquisition . By this , 
the motion of variable speed can be easily transformed to a 
motion of constant speed . Consequently , by using an 
encoder , a camera model that assumes a constant speed can 
be also applied to applications in which a device for real 
izing the relative motion is used that does not provide a 
motion of constant speed . 
[ 0056 ] In a preferred embodiment , the system additionally 
comprises a computer that is configured for performing the 
method comprising the seven steps that are described in the 
following in detail . The steps one to three deal with the 
calibration of the system and are performed offline , i.e. , after 
setting up the system and before acquiring images of the 3D 
object to be reconstructed . The individual steps of the offline 
phase are visualized in FIG . 1. The steps four to seven are 
performed online and comprise the image acquisition of the 
3D object , the telecentric image rectification , the disparity 
estimation , and the actual 3D reconstruction . The individual 
steps of the online phase are visualized in FIG . 2 . 

BRIEF DESCRIPTION OF THE DRAWINGS 

a 

[ 0048 ] The invention will be more fully understood from 
the following detailed description , in conjunction with the 
accompanying figures , wherein : 
[ 0049 ] FIG . 1 shows the steps of the offline part of the 
invention , which basically comprise the camera calibration 
and the computation of a telecentric rectification mapping ; 
[ 0050 ] FIG . 2 shows the steps of the online part of the 
invention , which basically comprise the image rectification , 
the computation of disparity values , and , optionally , the 
conversion of the disparity values to distance values or 3D 
coordinates ; 
[ 0051 ] FIG . 3 shows the camera model of an entocentric 
line - scan camera ; 
[ 0052 ] FIG . 4 illustrates an example stereo setup with two 
telecentric line - scan cameras . The cameras are mounted in 
an along - track configuration . A line - shaped light source is 
used to cover the footprint of both sensor lines . An encoder 
triggers the image acquisition to ensure a constant speed and 
a simultaneous acquisition with both cameras ; and 
[ 0053 ] FIG . 5 shows two examples of a planar calibration 
object with circular control points . 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

[ 0054 ] In a preferred embodiment of the invention , the 
system comprises two telecentric line - scan cameras 401 ( see 
FIG . 4 ) for acquiring images of the 3D objects 403 that are 
to be reconstructed . In an alternative embodiment of the 
invention , the system comprises a multi - view setup of at 
least two telecentric line - scan cameras . A multi - view setup 
of more than two cameras might be helpful , for example , to 
extend the region in the world that can be reconstructed . 
Therefore , also the proportion of occluded object parts can 
be minimized . Alternatively or additionally , a larger number 
of cameras might increase the accuracy of the 3D recon 
struction because certain parts of the object are observed 
from multiple directions . In the scope of the present disclo 
sure , “ two or more cameras ” does not necessarily mean that 
two or more physical cameras must be used . Instead , two or 
more cameras can also be realized by using only a single 
physical camera , and acquiring images with this camera 

Acquisition of a Set of Telecentric Line - Scan Calibration 
Images 
[ 0057 ] In a first step 101 , with each telecentric line - scan 
camera one or more telecentric line - scan calibration images 
are acquired . In a preferred embodiment of the invention , the 
calibration images are images of a calibration object . In an 
alternative embodiment of the invention , methods of uncali 
brated stereo are applied , for which the calibration images 
do not necessarily need to contain a calibration object . When 
using a calibration object , the poses of the calibration objects 
vary over the calibration images . The calibration object has 
multiple control points with known 3D coordinates in world 
units ( world coordinates ) . In a preferred embodiment , a 
planar calibration object with circular control points is used 
( Steger et al . 2018 , Chapter 3.9.4.1 ) . In an alternative 
embodiment , a planar calibration object with a checkerboard 
design is used . The use of other designs of calibration 
objects is easily possible without departing from the scope 
of the invention . If a planar calibration object is used , in 
general at least two telecentric line - scan calibration images 
are necessary to determine all camera parameters ( see 
below ) unambiguously . In an alternative embodiment , a 
single telecentric line - scan calibration image is used to 
determine a subset of camera parameters while keeping the 
remaining camera parameters at fixed values . In another 
alternative embodiment , a 3D calibration object is used . In 
contrast to a planar calibration object , the control points of 
a 3D calibration object do not lie in a common plane . 
Depending on the design of the 3D calibration object , the 
determination of all camera parameters might also be pos 
sible with a single calibration image . 

a 
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a [ 0063 ] Here , t ; = ( tyxs tzva tyz ) is a translation vector and Ry 
is a rotation matrix . R , is parameterized by Euler angles as 
R = R_ ( Q ) R ( , ) R_ ( yi ) . This transformation is called exterior 
orientation . The point p , is then transformed into the camera 
coordinate system of camera k ( k = 1 , ... , n . ) : 

Px = Rs : Pitke ( 2 ) 

[ 0058 ] The telecentric line - scan calibration images are 
acquired by performing a relative motion of the calibration 
object with respect to the telecentric line - scan cameras . For 
each pose of the calibration object and each camera , the 
acquired 1D image lines are stacked on top of each other 
yielding a telecentric line - scan calibration image . In a pre 
ferred embodiment , multiple telecentric line - scan images of 
a planar calibration object are acquired with each telecentric 
line - scan camera . In an alternative embodiment , a single 
telecentric line - scan image is acquired with each telecentric 
line - scan camera . As a result , at step 102 , a set of telecentric 
line - scan calibration images is obtained for each camera , 
where said set contains at least one image . For a meaningful 
calibration , it is important that all images are acquired by 
performing the identical relative motion . 

k 

where Rx = R , ( Ax ) R , ( Px ) R_ ( YR ) and tx = ( tkxstkvotkez ) ? describe 
the relative pose of camera k with respect to camera 1 . 
Hence , with the above convention , R = I and t = 0 for k = 1 . 
Thus , if we only calibrate a single camera , the transforma 
tion in ( 2 ) is redundant and can be omitted . Other param 
etrizations of the transformation or of the rotation can be 
used without departing from the scope of the invention , such 
as Axis - Angle parametrizations , Quaternions and others . 
Next , the point Px = ( xx - Yx2x ) " is projected into the image 
plane ( image plane coordinate system ) . For entocentric 
lenses , the projection is given by : 

Camera Calibration 

?? ? Xk ( 3 ) 3 CO = 

yu Ck ( Vk 

? where c is the principal distance of the lens . For telecentric 
lenses , the projection is given by : 

Xu Xk ( 4 ) C ) = ( ) m 
?? yk 

[ 0059 ] In a second step ( 103 ) , based on the telecentric 
line - scan calibration images , a camera calibration is per 
formed . For this , a suitable camera model is defined that is 
able to accurately describe the image creation process and 
the relative pose ( s ) between the cameras . In a preferred 
embodiment , the 2D positions of the visible control points of 
the calibration object are automatically measured in the 
telecentric line - scan calibration images ( image coordinates ) . 
Furthermore , the correspondences between the measured 2D 
image points and the 3D points of the calibration object are 
automatically determined ( Steger et al . 2018 , Chapter 3.9 . 
4.1 ) . In an alternative embodiment , the 2D image points are 
measured in the calibration images manually by a user and 
the correspondences are also specified by the user . The 
parameters of the camera model ( camera parameters ) are 
determined by minimizing an error that relates the 2D 
coordinates of the image points of the extracted control 
points in the telecentric line - scan calibration images with the 
3D coordinates of the corresponding points of the calibration 
object . 
[ 0060 ] In the following , a camera model that is suited for 
the calibration of a system of an arbitrary number ( multi 
view setup ) of telecentric line - scan cameras is described in 
detail . 
[ 0061 ] The camera model for a multi - view setup of tele 
centric line - scan cameras is based on a camera model for a 
multi - view setup of area - scan cameras . Therefore , at first , a 
camera model for a multi - view setup of area - scan cameras 
is reviewed . 

d . 

where m is the magnification of the lens . 
[ 0064 ] Subsequently , the undistorted point ( x , y ) ' is dis 
torted to a point ( xq yd ) " . In a preferred embodiment of the 
invention one of the following two distortion models are 
applied ( Steger 2017 , Section 6.1 ; Steger et al 2018 , Chapter 
3.9.1.3 ) : the division model ( Lenz and Fritsch 1990 ; Lanser 
1997 ; Blahusch et al . 1999 ; Fitzgibbon 2001 ; Steger 2012 ) 
and the polynomial model ( Brown 1966 , 1971 ) . 
[ 0065 ] In the division model , the undistorted point ( Xu 
yu ' is computed from the distorted point by : 

a 

Xu Xd ( 5 ) 
1 + kryd 

Camera Model for Multi - View Setup of Area - Scan Cameras 
2 where ra = xa + ya . The division model can be inverted 

analytically : 

xd 2 ?? ( 6 ) ( ) 0-100 ) = 
yd 

[ 0062 ] The camera model for area - scan cameras is based 
on the description in ( Steger 2017 , Section 6.1 ) . It is capable 
of modeling a multi - view setup with n cameras . To calibrate 
the cameras , n , images of the calibration object in different 
poses are used . Each pose 1 ( 1 = 1 , ... , n ) of the calibration 
object defines a point transformation from the calibration 
object coordinate system to the camera coordinate system of 
a reference camera r . In the following , we will assume r = 1 
without loss of generality because we can renumber the 
cameras arbitrarily . Let p . = xo , Y. , Z. ) " denote a point in the 
calibration object coordinate system . The transformation of 
the point from the calibration object coordinate system to the 
reference camera coordinate system can be described as 

1+ 1 – 4kr ? ( yu 

2 where ra = x , + yu ?. The division model only supports radial 
distortions . 
[ 0066 ] The polynomial model supports radial as well as 
decentering distortions . The undistorted point is computed 
by : PF = Rp . + 11 . ( 1 ) 
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( 7 ) XU ( 1 ) - ( . wat + + ) = 
xd ( 1 + Kirà + K2r4 + K3rd ) + ( P1 ( r? + 2xà ) + 2P2xdyd ) 
Yd ( 1 + Kirã + K2r4 + K3rå ) + ( 2P1Xd Yd ) + P2 ( rà + 2y2 ) ) ?? 

X 

a 

[ 0067 ] The polynomial model cannot be inverted analyti 
cally . The computation of the distorted point from the 
undistorted point must be performed by a numerical root 
finding algorithm . 
[ 0068 ] A different distortion model might be easily applied 
without departing from the scope of the invention , for 
example because it better fits the distortions of the used 
lenses compared to the division or polynomial model . 
[ 0069 ] Finally , the distorted point ( Xd yd ) is transformed 
into the image coordinate system : 

X 

) 

( 8 ) ( * ) - ( xalos ) xd / 5x + cx 
yd / Sy + Cy yi 

[ 0070 ] Here , Sx , and sy denote the pixel pitches on the 
sensor and ( Cz , C ) is the principal point . The x coordinate 
refers to the horizontal axis in the image ( increasing right 
ward ) and the y coordinate to the vertical axis ( increasing 
downward ) . 
[ 0071 ] Consequently , the camera model for telecentric 
area - scan cameras consists of the following camera param 
eters : 

[ 0072 ] The six parameters of the exterior orientation 
( modeling the pose of the calibration objects in the n . 
images ) : Az , Bi Y? , t?xa ti za and ty , z . 

[ 0073 ] The six parameters of the relative orientation of 
the n , cameras with respect to camera 1 : Ok Bko Yk2 tk , ve 
tk , ve and tkz . 

[ 0074 ] The interior orientation of each camera ( for 
simplicity , we omit the superscript k here ) : c or m ; Kor 
K , K2 , K3 , P1 , P2 , S. , Sy , Co Cya 

[ 0075 ] The calibration of the camera model is described in 
detail in ( Steger 2017 , Sections 9 and 10 ) . 
[ 0076 ] The above parametrization is very intuitive for 
machine vision users ( Steger 2017 , Section 6.1 ) . All param 
eters have a physical meaning that is easy to understand . 
Approximate initial values for the interior orientation 
parameters simply can be read off the data sheets of the 
camera ( Sx and sz ) and the lens ( c or m ) or can be obtained 
easily otherwise ( the initial values for the principal point can 
be set to the center of the image and the distortion coeffi 
cients can typically be set to 0 ) . Furthermore , the calibration 
results are easy to check for validity . 

[ 0078 ] The model for a single entocentric line - scan cam 
era is visualized in FIG . 3. The model assumes that the 
relative motion between the line - scan camera 301 and the 
object 307 is linear with constant velocity . Therefore , the 
camera motion can be described by the motion vector v = ( va 
V „ V ) 306 in the camera coordinate system . The vector v 
is described in units of meters per scan line in the ( reference ) 
camera coordinate system ( i.e. , the units are m Pixel- ? ) . This 
definition of v assumes a moving camera and a fixed object . 
If the camera is stationary and the object is moving , e.g. , on 
a conveyer belt , the negative motion vector -v can be used . 
[ 0079 ] The origin of the camera coordinate system 303 
lies at the center of the entrance pupil of the lens . The x axis 
is parallel to the sensor line and perpendicular to the z axis . 
The ? axis is perpendicular to the sensor line and to the z 
axis . It is oriented such that the motion vector has a positive 
y component , i.e. , if a fixed object is assumed , the a ? axis 
points in the direction in which the camera is moving . 
[ 0080 ] Like for area - scan cameras , the transformation 
from the calibration object coordinate system 302 to the 
camera coordinate system 303 is given by ( 1 ) . In contrast to 
area - scan cameras , the exterior orientation refers only to the 
first line of the image . Since the camera moves relative to the 
object , the exterior orientation is different for each line . 
However , because we assume a linear motion , the motion 
vector v can be used to compute the exterior orientation of 
all lines . Therefore , the single exterior orientation is suffi 
cient . 
[ 0081 ] For highest measurement accuracy , the camera 
model should support line - scan cameras for which the 
sensor line is not perfectly aligned with the optical axis . 
Therefore , the sensor line is modelled as one particular line 
of a virtual area - scan camera . We use the principal point 
( Cx , cy ) ' to model this misalignment ( 304 ) . The semantics of 
Ç , are slightly different than for area - scan cameras : C , 0 signifies that the sensor line is perfectly aligned with the 
optical axis in the y direction . The principal point defines the 
origin of the image plane coordinate system . 
[ 0082 ] The remaining parameters of the camera model are 
identical to those of area - scan cameras ( see above ) : c is the 
principal distance 308 , the lens distortions are described by 
( 5 ) or ( 7 ) , and s_ 309 and s , ( 310 describe the pixel pitch on 
the sensor . 
[ 0083 ] To compute the projection of a point pk that is given 
in the camera coordinate system , we can use the fact that Pk 
moves along the straight line Px - tv , where t denotes the 
number of scan lines that have been acquired since the first 
scan line . As the point moves , it must at some point intersect 
the optical ray of an image point if it projects to a point 
Ps = ( xx , 0 ) ? on the sensor line . The above definition of the 
principal point implies that points on the sensor line have a 
y coordinate of 0. To obtain the optical ray ( 311 ) for an 
entocentric camera , ( 8 ) is inverted : 

19 x 

xd ( 9 ) ( O ) = ( : ) Sx ( X ; - Cx ) 
Sy ( y ; - Cy ) yd 

a 

Camera Model for a Single Entocentric Line - Scan Camera 
[ 0077 ] The camera model for telecentric line - scan cam 
eras is based on the camera model for entocentric line - scan 
cameras , which was first described in ( MVTec Software 
GmbH 2005a , b ) . Therefore , in this section , the camera 
model for a single entocentric line - scan camera is reviewed . 
Details of the camera model for entocentric line - scan cam 
eras can also be found in ( Steger et al . 2018 , Chapter 3.9.3 ) . 
The camera model assumes a single entocentric line - scan 
camera . This model is then extended to a single telecentric 
line - scan camera and subsequently extended to a multi - view 
setup of telecentric line - scan cameras . 

[ 0084 ] Then , lens distortions are rectified by applying ( 5 ) 
or ( 7 ) to obtain the undistorted coordinates in the image 
plane coordinate system ( 304 ) . For entocentric lenses , the 
optical ray is given by : 

( 0,0,0 ) * + ( XwYc ) ? ( 10 ) 
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[ 0090 ] This results in the following equation system : 
uz ( * dya ) / m = Xk - tvx ( 15 ) 

Let us assume that we have transformed the point Ps to a 
distorted image point pd by ( 9 ) , i.e. , ( X & Yd ) " = ( $ _ ( x , -C ) , 
, cy ) ?. Furthermore , let us call the undistortion function in 

( 5 ) or ( 7 ) u ( p ) = ( ? ( XqYd ) , u , ( xqYd ) ) . Then , the intersection 
of the moving point and the optical ray results in the 
following equation system : 

Tuz ( xqya ) = xx - tvx 

4 , ( Wa ) mxyz - tv , ( 16 ) 

hu , ( * dyd ) = xx - tvx Zk nor ' 

AC = zz - tv , ( 11 ) 

For the division model ( 5 ) , the equation system specializes 
to : 

N = Zk - tvz . ( 17 ) 

where u ( p ) = ( u_ ( XQya ) ,, ( x @ ya ) is defined in the same way 
as for the entocentric case . It can be seen that à does not 
occur in ( 15 ) and ( 16 ) . Therefore , neither V2 influence 
the projection and ( 17 ) can be omitted . Consequently , line 
scan cameras with telecentric lenses perform an ortho 
graphic projection , similar to area - scan cameras with tele 
centric lenses . 
[ 0091 ] For the polynomial model , ( 15 ) and ( 16 ) define a 
polynomial equation system of degree 7 in the unknowns Xd 
and t . Therefore , the equations cannot be solved analytically , 
i.e. , a numerical root finding algorithm must be used to solve 
them . For the division model , however , an analytical solu 
tion is possible . Specializing ( 15 ) and ( 16 ) to the division 
model results in the following equation system : 

Uxqm = Xz - 1Vx ( 18 ) 

nuxd = xx - tv 

??? - ?? - tvy , 

ac = zx - tv ( 12 ) 

where u = 1 / ( 1 + K ( x + ya ? ) ) . 
[ 0085 ] The equation system ( 11 ) , which for the division 
and the polynomial distortion model is a polynomial equa 
tion system , must be solved for à , t , and xd . The equation 
system ( 12 ) of the division model can be solved analytically , 
while that of the polynomial system can be solved numeri 
cally . Once t and xd have been determined , the point is 
transformed into the image coordinate system by : 

uydm = yk - yVys ( 19 ) 

where again u = 1 / ( 1 + K ( x + ya3 ) ) . Since y - s , C ,, is constant , 
( 19 ) can be solved for t : 

= 
d 

1 ( 20 ) t = yk 
Yd 

m ( 1 + x ( x + y? ) ) 
Xi xd / 5x + ex ( 13 ) ( ) - ( *** ) t [ 0092 ] Substituting ( 20 ) into ( 18 ) and sorting the terms 

according to powers of Xd results in : 

Vx VX 
Yk 

1 
-Xd 1 ) xk afxv - van hoa - boxa + ( 1 + xy? ( ( « ( 21 ) Yd Vx 

Yk — + ? ???? - ) = 0 . 
V m m Vy ) ) 

EV 
V 

[ 0093 ] The term Xx- -ya is the x coordinate of the point 
at which the line ( Xze Yx ) ? - t ( vxvw ) ? intersects the x axis ( or , 
in 3D , at which the line ( Xz2Yx22x ) - t ( Vx.vº , v ) intersects the 
xz plane ) . Let xo : = Xx - YxVx / vy . The term 1 + ky a represents 
the inverse of the undistortion factor u for x , 0. Let do : = 1 + 
kyd . With the definition of x , and do , it follows : 

k24 ty 

[ 0086 ] The interior orientation of line - scan cameras with 
entocentric lenses is therefore given by the parameters : C ; X 
or K? , K2 , K3 , P1 , P2 ; Sx , Sy , Cx , Cy , VX , Vy , and Vz . Thus , in 
a preferred embodiment of the invention , the motion vector 
v is part of the interior orientation because it affects the 
projection of a point given in the camera coordinate system 
( see ( 11 ) ) . In an alternative embodiment of the invention , the 
motion vector is part of the exterior orientation . 
[ 0087 ] It is important to note that a pure removal of lens 
distortions is impossible for entocentric line - scan cameras if 
C + 0 . In this case , the optical ray for an image point does not 
project to a single point in the rectified image . Therefore , a 
pure removal of lens distortions requires a 3D reconstruction 
to be available because we can then reconstruct a unique 3D 
point that can be projected into the rectified image . 

2 

u 

( 22 ) 1 yd Vx ????? - - - xd + xodo + m Vy = 0 . m 

[ 0094 ] Hence , for K = 0 and X.70 , we have : Camera Model for a Single Telecentric Line - Scan Camera 

1 ) 1 ( 23 ) Yd VX - 4kxoxodo + m v m2 m 
Xd = 2??? 

[ 0088 ] The first part of the camera model for a single 
telecentric line - scan camera is identical to that of the camera 
model for a single entocentric line - scan camera : Points from 
the calibration object coordinate system are transformed to 
the camera coordinate system by ( 1 ) and ( 2 ) . To project the 
point Pk into the image , the same approach is used as for the 
entocentric line - scan camera : The line on which the point 
moves is intersected with the optical ray of the point to 
which it projects . 
[ 0089 ] The equation of the optical ray for a telecentric lens 
is given by 

( x , / m , y , / m , 0 ) +7 ( 0,0,1 ) . ( 14 ) 

[ 0095 ] For K = 0 or Xo = 0 , ( 22 ) reduces to a linear equation . 
We examine both cases in turn . For x = 0 , we have : 

( 24 ) Xd = yd = yeni 
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[ 0096 ] Inserting the value of X , obtained from ( 23 ) and 
( 24 ) into ( 20 ) returns the value of t in both cases . For K = 0 , 
we have : 

VX ( 25 ) Xd = mxo + yd a Vy 

[ 0097 ] In this case , ( 20 ) can be simplified to : 

1 yd ( 26 ) 1 = ( - = yk 
m 

[ 0098 ] For k = 0 , yd , i.e. , Cu , is not meaningful . Therefore , 
if it is known a priori that k = 0 , cy ( and , therefore , ya ) should 
be set to 0 , which simplifies the equations even further to : a 

Calibration of a Single Telecentric Line - Scan Camera 
[ 0103 ] Camera calibration is the process of determining 
the camera parameters , i.e. , in the case of a single telecentric 
line - scan camera the parameters of the interior and exterior 
orientation . The camera is calibrated by using a calibration 
object . The calibration object contains a sufficient number of 
control points of which the 3D world coordinates must be 
known . Different types of calibration objects can be used for 
this task as described in the section Background of the 
Invention . In a preferred embodiment of the invention , a 
planar calibration object with circular control points is used . 
Two examples of this kind of calibration object are shown in 
FIG . 5. While in the following description , a planar calibra 
tion object with circular control points is used for illustration 
purposes , alternatively other calibration objects can be used 
for calibration without departing from the scope of the 
invention . In an alternative embodiment , for example , a 
planar calibration object with a checkerboard pattern is used 
for calibration . In another alternative embodiment , a 3D 
calibration object is used , where the control points are not 
restricted to lie in a single plane . 
[ 0104 ] Let the known 3D coordinates of the centers of the 
control points of the calibration object be denoted by p ; ( = 1 

where nm denotes the number of control points on 
the calibration object ) . The user acquires n , images of the 
calibration object . Let us denote the exterior orientation 
parameters of the calibration object in image 1 by e : ( 1 = 1 , . 
.. , n . ) , the interior orientation parameters of the camera by 
i , and the projection of a point in the calibration object 
coordinate system to the image coordinate system by a ( see 
previous section ) . In addition , let V ; denote a function that 
is 1 if the control point j of the observation 1 of the 
calibration object is visible with the camera , and 0 other 
wise . Finally , let Pj denote the position of control point j in 
image 1. Then , the camera is calibrated by minimizing the 
following function : 

( 27 ) 
Xa = mx0 = | xk - Vk m [ 6 – sve 

( 28 ) Yk 
t = 

Vy Im ? 

[ 0099 ] If there are lens distortions , it can be seen from ( 23 ) 
that there are two potential solutions for the projection into 
the image , whereas in the cases without distortion , ( 24 ) and 
( 25 ) , there is a unique solution . It can be proven that the 
correct solution of ( 23 ) is always given by : 

( 29 ) 1 1 -Van - Yd VX 4xxo xo do + 
?? , xody + ma m 

Xd = 2??? 

[ 0100 ] The optical ray of an image point ( x , y ) can be 
computed as follows . First , ( 13 ) is inverted : ?? ?? ( 34 ) 

s2 = vjellp ja – ( Pj , e1 , 1 ) || . 
I = 1 j = 1 

Xd Sx ( x ; – Cx ) ( 30 ) CE ( t yi 

[ 0101 ] Next , ( 15 ) and ( 16 ) are solved for ( xx - Yx ) * : 
** = uz ( Xaya ) / m + tvx ( 31 ) 

Yk = u _ ( * dya ) / m + tvy , ( 32 ) 

where y . -S , Cy . The optical ray is then given by : 
( Xžbyx , 0 ) * + M ( 0,0,1 ) ?. ( 33 ) 

[ 0102 ] In contrast to line - scan cameras with entocentric 
lenses , a pure removal of lens distortions is possible for 
line - scan cameras with telecentric lenses because ( 15 ) and 
( 16 ) do not depend on Zk . Given an image point ( x ; wy :) ?, the 
corresponding point ( XxYx ) " in the camera coordinate sys 
tem can be computed with ( 30 ) - ( 32 ) . This point can then be 
projected into a rectified camera for which all distortion 
coefficients have been set to 0. Moreover , any skew in the 
pixels can be removed by setting v , to min ( sqmv , ) and then 
setting Vy V , to sz / m . This approach ensures that no aliasing 
occurs when rectifying the image . 

[ 0105 ] The minimization is performed by using an appro 
priate optimization algorithm like the Gauss - Newton algo 
rithm , the gradient descent algorithm , the Levenberg - Mar 
quardt algorithm or a similar approach . In the preferred 
embodiment of the invention , a suitable version of the sparse 
Levenberg - Marquardt algorithms described in ( Hartley and 
Zisserman , 2003 , Appendix A6 ) is applied . 
[ 0106 ] When using a planar calibration object with circu 
lar control points , the points Pil are extracted by fitting 
ellipses ( Fitzgibbon et al . , 1999 ) to edges extracted with a 
subpixel - accurate edge extractor ( Steger 1998 , Chapter 3.3 ; 
Steger 2000 ) . As discussed by Steger ( 2017 , Section 5.2 ) and 
Mallon and Whelan ( 2007 ) , this causes a bias in the point 
positions . Since telecentric line - scan cameras perform an 
orthographic projection , there is no perspective bias , i.e. , the 
bias consists solely of distortion bias . The bias can be 
removed with the approach for entocentric line - scan cam 
eras described by Steger ( 2018 , Section 10 ) . 
[ 0107 ] The optimization of ( 34 ) requires initial values for 
the unknown camera parameters . Initial values for the inte 
rior orientation parameters , except for the motion vector , can 

X 
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be obtained from the specification of the camera and the 
lens , as described in the section Camera Model for Multi 
View Setup of Area - Scan Cameras . In contrast to area - scan 
cameras , c ,, = 0 is typically used as the initial value . An 
approximate value for v , usually will be known from the 
considerations that led to the line - scan camera setup . Finally , 
Va typically can be set to 0. With known initial values for the 
interior orientation , the image points Pit can be transformed 
into metric coordinates in the camera coordinate system 
using ( 30 ) - ( 32 ) . This allows using the OnP algorithm 
described by Steger ( 2018 ) to obtain estimates for the 
exterior orientation of the calibration object . 

? 

[ 0116 ] In machine vision applications , it sometimes is 
important to calibrate all camera parameters from a single 
image . As the above discussion shows , this will lead to 
camera parameters that differ from their true values if a 
planar calibration object is used . However , if the residual 
error of the calibration is sufficiently small , a camera geom 
etry that is consistent within the plane that is defined by the 
exterior orientation of the calibration object ( and all planes 
parallel thereto ) will be obtained . Therefore , an image or 
features extracted from an image can be rectified to this 
plane . On the other hand , algorithms that solely rely on the 
interior orientation , e.g. , the pure removal of radial distor 
tions , are less useful because the ambiguities with respect to 
m and v ,, imply that we cannot reliably undistort an image or 
features extracted from an image to have square pixels . 

Model Degeneracies 

V 

X 

Camera Model for Multi - View Setup of Telecentric 
Line - Scan Cameras 
[ 0117 ] To perform stereo reconstruction with line - scan 
cameras with telecentric lenses , a stereo setup with at least 
two cameras is needed . For this , the camera model of a 
single telecentric line - scan camera , which is described in 
section Camera Model for a single Telecentric Line - Scan 
Camera is extended to the multi - view case . This can be done 
in a similar way as for area - scan cameras , which is described 
in section Camera Model for Multi - View Setup of Area 
Scan Cameras . Consequently , the camera model for a multi 
view setup of telecentric line - scan cameras comprises the 
following camera parameters at step 104 : 

[ 0118 ] The six parameters of the exterior orientation 
( modeling the pose of the calibration objects in the n . 
images ) : Cza Bra Yz tixy tyy , and tyz : 

[ 0119 ] The six parameters of the relative orientation of 
the n , cameras with respect to camera 1 : Ako Bka Yki tk , xy 
tky , and tkz . 

[ 0120 ] The interior orientation of each camera : m % ; Kzor 
Kk , 1 , Kk , 2 , Kk , 3 , Pk , 1 , Pk , 2 ; Skx9 Skye Ckyxy Ck , yg Vk » x2 Vk , ya 

a 

1 

2 V , 3 

and Vkoz 

[ 0108 ] The model for telecentric line - scan cameras is 
overparameterized . The values of m and sq cannot be deter 
mined simultaneously . This can be solved by fixing Sx at the 
initial value that was specified by the user . Furthermore , like 
for entocentric line - scan cameras , s , is only used to specify 
the principal point in pixels and is therefore kept fixed at the 
initial value specified by the user . 
[ 0109 ] Like for telecentric area - scan cameras , ( Cx.cy ) " is 
solely defined by the lens distortions for telecentric line - scan 
cameras . If there are no lens distortions , ( Cx.c , ) and ( tz , xatz , 
» ) ? have the same effect . Therefore , in this case ( x , c , ) * 
should remain fixed at the initial value specified by the user 
( typically , c , is set to the horizontal image center and cy is set 
to 0 ) . 
[ 0110 ] Like for entocentric line - scan cameras , the param 
eters P , and P2 of the polynomial distortion model are highly 
correlated with other parameters of the telecentric line - scan 
camera model , especially if the radial distortions are small . 
Therefore , they typically cannot be determined reliably . 
Consequently , in practice , they should be set to 0 and should 
be excluded from the calibration . 
[ 0111 ] Neither t , nor ve can be determined since they have 
no effect on the projection ( cf. Section Camera Model for a 
single Telecentric Line - Scan Camera ) . One possible way to 
deal with this is to leave v , at the initial value specified by 
the user and set t? to 1 m . 
[ 0112 ] There is a sign ambiguity for v . Therefore , the user 
must specify the initial value of v ,, with the correct sign to 
ensure the calibration converges to the correct solution . 
[ 0113 ] Like for telecentric area - scan , the rotation of the 
pose of a planar calibration object can only be determined up 
to a twofold ambiguity . The two sets of pose parameters 
( Azßzyl ) and ( -2.1 - B2Yd ) ( with identical translation vectors ) 
result in the same points in the image . If a correct exterior 
orientation of the calibration object is required in the appli 
cation , the user must resolve this ambiguity by selecting the 
correct pose based on prior knowledge . 
[ 0114 ] A rotation of a planar calibration object around the 
X axis can be exchanged with different values for the speed 
v ,, and the translation ty . Furthermore , a rotation of a planar 
calibration object around the y axis can be exchanged with 
different values for the magnification m , the speed Vxº and 
the translation tx . 
[ 0115 ] Telecentric line - scan cameras cannot be fully cali 
brated from a single image of a planar calibration object . 
Consequently , multiple images of a planar calibration object 
with different exterior orientation must be used to calibrate 
the camera if all parameters are to be determined unambigu 
ously . 

v ? 
V 

yo 
2 

[ 0121 ] This camera model is able to model cameras that 
independently move over a fixed object . Therefore , each 
camera has an individual motion vector Vx = ( Vk , v VkzvoVk , z ) " . 
[ 0122 ] Alternatively , if the cameras are mounted rigidly 
with respect to each other and the object performs a move 
ment relative to the cameras , the motion vectors of the 
individual cameras are related to each other by the corre 
sponding relative orientations . In this case , the camera 
model includes only a single global motion vector v = ( ,, V 
V- ) , which is described in the camera coordinate system of 
the reference camera ( e.g. , camera 1 ) , for example . In this 
case , the camera model consists of the following camera 
parameters ( step 104 ) : 

[ 0123 ] The six parameters of the exterior orientation 
( modeling the pose of the calibration objects in the n . 
images ) : , Bi , Yz , tixy tinz , and ty , z . 

[ 0124 ] The six parameters of the relative orientation of 
the n , cameras with respect to camera 1 : Aka Bio Yks tkx 
tk , y , and tkz . 

[ 0125 ] The interior orientation of each camera : mk ; Kzor 
Kk , 1 , K2,2 , Kk , 3 , Pk , 1 , Pk , 2 ; Sk , x9 Skçy , Ckyxy Ckqy . 

[ 0126 ] The motion vector of the reference camera 1 : Vxº 
Vy and Vz 

[ 0127 ] As described in section Camera Model for Multi 
View Setup ofArea - Scan Cameras , a point p , in the camera 
coordinate system of the reference camera is transformed 

a 

, 3 ) l , 
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into the camera coordinate system of camera k ( k = 1 , ... , 
n . ) by applying ( 2 ) . Accordingly , the motion vector v of 
camera k is obtained from the motion vector v of the 
reference camera by multiplying it with the rotation matrix 
of the corresponding relative orientation : 

V = RXV . ( 35 ) 

absolute orientation of the calibration object in all images . 
Furthermore , in the case of a single motion vector , the 
camera parameters additionally comprise the three compo 
nents of the global motion vector because the motion vector 
in this case is not part of the individual interior orientations . 
[ 0134 ] It can be easily recognized that the calibration of 
two cameras is a special case of the described multi - camera 
calibration . Therefore , a detailed description would be 
redundant and is therefore omitted in this description . Fur 
thermore , the camera model and the calibration can be easily 
extended to support an arbitrary mixture of individual and 
global motion vectors . One example application in which 
mixed motion vectors are useful is a system of three cameras 
where two of the three cameras are rigidly connected to each 
other and hence share the same motion vector while the third 
camera performs an individual motion . 

Calibration of a Multi - View Setup of Telecentric Line - Scan 
Cameras 

( 0128 ] Calibrating a multi - view setup of telecentric line 
scan cameras ( 103 ) is based on the calibration of a single 
telecentric line - scan camera , which was described in section 
Calibration of a single Telecentric Line - Scan Camera . For 
the case that the cameras move independently over a fixed 
object , i.e. , each camera is assigned an individual motion 
vector , the multi - view setup of telecentric line - scan cameras 
can for example be calibrated by minimizing the following 
function : 

a 

a 

?? ?? ?? ( 36 ) 
e = EE vikello jkl – 70 ( Pj , et , Pk , ik 12 . ma = 

{ = 1 k = 1 j = 1 

[ 0129 ] In contrast to the single camera case ( see ( 34 ) ) , an 
additional summation is performed over the number of 
cameras ne . Viki denotes a function that is 1 if the control 
point j of the observation 1 of the calibration object is visible 
in camera k , and 0 otherwise . Furthermore , Piki denotes the 
position of control point j in image 1 of camera k . Finally , rk 
( k = 1 , ... , n ) denotes the relative orientation parameters of 
the camera k with respect to the reference camera 1. Note 
that the interior orientation ix of camera k also includes the 
motion vector Vk of each camera . 
[ 0130 ] For the case that the cameras are mounted rigidly 
with respect to each other and the object performs a move 
ment relative to the cameras , the multi - view setup of tele 
centric line - scan cameras can for example be calibrated by 
minimizing the following function : 

Computation of a Telecentric Rectification Mapping 
[ 0135 ] In a third step 105 , based on the camera parameters 
that result from the camera calibration , a telecentric rectifi 
cation mapping ( 106 ) is computed that rectifies a telecentric 
line - scan image pair of a pair of telecentric line - scan cam 
eras . Therefore , in the case of a multi - view setup with more 
than two cameras , a pair of telecentric line - scan cameras is 
selected for stereo reconstruction . 
[ 0136 ] The telecentric rectification mapping describes the 
geometric transformation of the telecentric line - scan image 
pair to the epipolar standard geometry , which is also denoted 
as stereo image rectification . Consequently , when applying 
the mapping to a telecentric line - scan image pair , the 
obtained rectified telecentric line - scan image pair is free of 
lens distortions and corresponding image points lie in the 
same image row . 
[ 0137 ] Conceptually , the first part of the computation of 
the telecentric rectification mapping is the elimination of 
lens distortions , if lens distortions are present . As described 
in section Camera Model for a single Telecentric Line - Scan 
Camera , a pure removal of lens distortions is possible for 
line - scan cameras with telecentric lenses . Therefore , for 
each original image of the telecentric line - scan image pair , 
a mapping is computed that contains for each pixel in a 
rectified image , the corresponding pixel in the original 
image . In the rectified image , all distortion coefficients are 
set to 0. Moreover , any skew in the pixels is removed by , for 
example , setting sx to min ( sx , mv , ) and then setting v , to 
sz / m . This ensures that no aliasing occurs when rectifying 
the image . 
[ 0138 ] The second part of the computation of the telecen 
tric rectification mapping is the geometric transformation of 
the telecentric line - scan image pair to the epipolar standard 
geometry . Because of the first part of the rectification just 
described , it can be assumed that the telecentric line - scan 
image pair is already free of lens distortions and pixel skew 
and has square pixels . 
[ 0139 ] One important aspect of the invention is the fact 
that a telecentric line - scan camera with no distortions can be 
represented as a telecentric area - scan camera . More specifi 
cally , a telecentric line - scan camera with parameters m , m , 
$ x , / Sx Sy 5 , CX , CX , Cy , C ,, Vx , 0 , and v . v , s / m ( see 
section Camera Model for a single Telecentric Line - Scan 
Camera ) can be represented by a telecentric area - scan cam 
era with parameters mq = m , Sx , a = Sx , Sy , a = Sx , Cx , aCxs and 
Cy , a , s , / s ( see section Camera Model for Multi - View 
Setup of Area - Scan Cameras ) . This allows us to use existing 

?? ?? ?? ( 37 ) 
S ? = { vikellojke – 70 ( p ;, et , Mik , ik , v ) ] . = 

I = 1 krl j = 1 
: 

[ 0131 ] In this case , the motion vector of the reference 
camera v is a global parameter in the optimization . It is 
transformed to camera k by applying ( 35 ) with the param 
eters of the rotation part of the relative orientation . 
[ 0132 ] In an alternative embodiment , the minimization is 
performed by introducing individual weights for the obser 
vations Piki , for example to take knowledge about the 
accuracies of the observations into account during the opti 
mization . Furthermore , in ( 36 ) and ( 37 ) , the error is mini 
mized in the image coordinate system . In an alternative 
embodiment , the minimization is instead performed in the 
image plane coordinate system , as described by Steger 
( 2018 , Section 3.9.4.2 ) for the calibration of area - scan ?? ' 2 

cameras . 

? 

[ 0133 ] As the result of the calibration , values for the 
camera parameters ( step 104 ) are obtained . The camera 
parameters comprise the parameters of the interior and 
relative orientations of all cameras and the parameters of the 
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Rectification of the Telecentric Line - Scan Image Pair stereo reconstruction functionality for telecentric area - scan 
cameras also for telecentric line - scan cameras . 
[ 0140 ] In addition to the telecentric rectification mapping , 
the camera parameters of the rectified telecentric line - scan 
cameras are returned from this step . These camera param 
eters are denoted as rectified camera parameters ( step 107 ) . 
[ 0141 ] In a preferred embodiment of the invention , exist 
ing stereo reconstruction functionality for telecentric area 
scan cameras is used to rectify the telecentric line - scan 
images into the epipolar standard configuration . When using 
the software HALCON ( MVTec Software GmbH , 2019 ) , for 
example , the operator gen_binocular_rectification_map 
computes a suitable rectification mapping . Alternatively , the 
affine fundamental matrix ( Hartley and Zisserman , 2003 , 
Chapter 14.2 ) is computed and the images are transformed 
into the epipolar standard configuration by the method 
described in ( Hartley and Zisserman , 2003 , Chapter 11.12 ) . 
Explicit methods to compute the epipolar rectification trans 
formation are given by Morgan et al . ( 2006 ) and Liu et al . 
( 2016 ) , for example . 
[ 0142 ] Although both rectification parts ( rectification of 
the lens distortions and rectification into the epipolar stan 
dard geometry ) can be executed consecutively , they are 
combined into a single rectification step in the preferred 
embodiment of the invention . The advantage of the com 
bined over the separate execution is a lower computation 
time because only a single ( instead of two ) telecentric 
rectification mapping needs to be applied in the online 
phase . 
[ 0143 ] In a preferred embodiment of the invention , the 
previously described first three steps are performed offline 
once after setting up the system . Consequently , the three 
steps need to be re - executed only if the camera setup 
changes and if this change influences the parameters that are 
estimated during camera calibration . The telecentric rectifi 
cation mapping is stored for later use in the online phase . In 
a preferred embodiment , the rectification mapping is stored 
as a look - up - table ( LUT ) to enable an efficient rectification 
in the online phase . The LUT stores for each pixel in the 
rectified telecentric line - scan image the position of the 
corresponding pixel in the original telecentric line - scan 
image . The LUT may optionally contain weights for an 
appropriate gray value interpolation to obtain rectified 
images of higher quality resulting in a higher accuracy of the 
final 3D reconstruction . 

[ 0145 ] In a fifth step 204 , the acquired telecentric line - scan 
image pair of the 3D object to be reconstructed is rectified 
by using the telecentric rectification mapping ( 106/202 ) that 
was computed in step three 105 for the respective pair of 
telecentric line - scan cameras . In a preferred embodiment of 
the invention , the rectification is efficiently performed by 
applying the LUT that was computed in step three . For 
example , when using the software HALCON ( MVTec Soft 
ware GmbH , 2019 ) , the operator map_image can be used for 
applying the telecentric rectification mapping . As a result , a 
rectified telecentric line - scan image pair ( 205 ) is obtained . 
Corresponding points in the rectified telecentric line - scan 
image pair lie in the same image row . Furthermore , the 
resulting rectified telecentric line - scan image pair is free of 
lens distortions . 
Computation of Disparities from the Rectified Telecentric 
Line - Scan Image Pair 
[ 014 ] In a sixth step 206 , the disparities ( 208 ) are com 
puted from the resulting rectified telecentric line - scan image 
pair 205 by one of different available stereo matching 
approaches that exploit the epipolar standard geometry ( see 
section Binocular Stereo — Stereo Matching ) . In a preferred 
embodiment of the invention , an approach for dense dispar 
ity estimation is applied yielding a disparity image that 
contains for each defined pixel a disparity value . Undefined 
pixels may occur , for example , in case of occlusions or in 
low - textured image parts , where corresponding pixels can 
not be determined reliably . In an alternative embodiment , 
the disparities are calculated for a selected set of pixels . In 
a preferred embodiment , a dense disparity estimation 
approach that is based on template matching is applied 
( Steger et al . , 2018 , Chapter 3.10 ) . In another preferred 
embodiment , a dense disparity estimation method that is 
based on variational approaches is applied . Such methods 
are able to compute disparities even in low - textured image 
regions . Because of the modular structure of the method that 
is described in the invention , other alternative disparity 
estimation approaches can be easily integrated without 
departing from the scope of the invention . 
[ 0147 ] The disparity of a 3D point is closely related to its 
distance from the rectified cameras ( see the next section ) . 
Therefore , in a preferred embodiment of the invention , the 
computed disparities represent the reconstruction of the 3D 
object . 

a 

2 

a 

Acquisition a Telecentric Line - Scan Image Pair of the 3D 
Object Conversion of Disparities to Distances 
[ 0144 ] In a fourth step ( 201 ) , the online phase starts with 
the acquisition of telecentric line - scan images of the 3D 
object that is to be reconstructed by using the setup that was 
previously calibrated with the method described in the first 
three steps . Because for a 3D reconstruction at least two 
cameras are necessary , in the preferred embodiment a tele 
centric line - scan image pair ( 203 ) with a pair of telecentric 
line - scan cameras is acquired . For the reconstruction of the 
3D object , a single image pair is sufficient . In an alternative 
embodiment , a telecentric line - scan image pair ( 203 ) is 
selected from a multi - view setup of more than two telecen 
tric line - scan cameras . Each telecentric line - scan image is 
created by performing the relative motion in an identical 
way as is was performed during the acquisition of the 
telecentric line - scan calibration images in the first step . 

[ 0148 ] In a seventh step 209 , the disparities 208 that are 
computed in the sixth step 206 are converted into distances 
( step 210 ) . For this conversion the rectified camera param 
eters ( steps 107/207 ) that are obtained in the third step 105 
are used . 
[ 0149 ] Because the rectified telecentric line - scan image 
pair is free of lens distortions , each rectified line - scan image 
can be interpreted as an image of an affine camera ( Hartley 
and Zisserman , 2003 , Chapter 6.3.4 ) . Consequently , stan 
dard algorithms for triangulation ( Hartley and Zisserman , 
2003 , Chapter 14.4 ) and affine reconstruction can be applied 
( Hartley and Zisserman , 2003 , Chapter 14.5 ) for the distance 
computation . The distances are typically obtained in the 
coordinate system of the rectified telecentric line - scan image 

a 
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pair , i.e. , they represent the distances of a point to the plane 
that is defined by the y axes of both rectified cameras and 
their baseline . 
[ 0150 ] In a preferred embodiment , the distances are com 
puted for each defined pixel in the disparity image , yielding 
a distance image . The disparities implicitly represent corre 
sponding points in the two rectified images . Converting 
disparity values into distance values corresponds to inter 
secting the two lines of sight of corresponding points ( Steger 
et al . , 2018 , Chapter 3.10.1.5 ) . The first line of sight is 
defined by the point position in the first rectified image and 
the direction of the optical axis of the first rectified camera . 
The second line of sight is defined by the point position in 
the second rectified image and the direction of the optical 
axis of the second rectified camera . The point position in the 
second image is obtained as follows : Because of the epipolar 
standard configuration , its row coordinate is identical to the 
row coordinate in the first image . The column coordinate in 
the second image corresponds to the column coordinate of 
the first image modified by the disparity value ( Steger et al . , 
2018 , Chapter 3.10.1.5 ) . 
[ 0151 ] In another preferred embodiment , the distance 
image ( step 210 ) represents the reconstruction of the 3D 
object . In an alternative embodiment , the distance values are 
further converted into 3D coordinates ( step 210 ) based on 
their row and column coordinates in the distance image and 
based on the interior orientation of the rectified camera 
parameters ( step 107/207 ) . The 3D coordinates , for 
example , be stored in a coordinate image with three chan 
nels . Alternatively , the 3D coordinates can be stored in a 
suitable model representation data structure of the 3D 
object . 
[ 0152 ] In another preferred embodiment , the recon 
structed distance values or the reconstructed 3D coordinates , 
respectively , are transformed back into the coordinate sys 
tem of one of the original cameras , for example the reference 
camera . This rigid 3D transformation can be obtained from 
the relative orientation of the rectified camera parameters 
and the relative orientation of the original camera param 
eters . 

[ 0153 ] While several particular embodiments of the inven 
tion have been described in detail , various modifications to 
the preferred embodiments can be made without departing 
from the spirit and scope of the invention . Accordingly , the 
above description is not intended to limit the invention 
except as indicated in the following claims . 
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1. A method for reconstructing a 3D object with at least 

two telecentric line - scan cameras and at least one device 
configured to performing a relative motion of said 3D object 
with respect to said telecentric line - scan cameras enabling 
the acquisition of telecentric line - scan images , comprising 
the steps of 

providing for each telecentric line - scan camera a set of 
telecentric line - scan calibration images , where said set 
contains one or more images ; 

performing a camera calibration based on said sets of 
telecentric line - scan calibration images ; 

based on the result of said camera calibration , computing 
a telecentric rectification mapping that rectifies a tele 
centric line - scan image pair of a pair of telecentric 
line - scan cameras ; 

providing a telecentric line - scan image pair for a pair of 
telecentric line - scan cameras of said 3D object ; and 

rectifying said telecentric line - scan image pair with said 
telecentric rectification mapping , yielding a rectified 
telecentric line - scan image pair . 

2. The method of claim 1 , wherein the following addi 
tional step is performed computing disparities from said 

rectified telecentric line - scan image pair , with the disparities 
representing the reconstructed 3D object . 

3. The method of claim 2 , wherein the following addi tional step is performed converting said disparities into 
distances , yielding a reconstruction of said 3D object . 

4. The method of claim 2 , wherein the following addi 
tional step is performed converting said disparities into 3D 
coordinates , yielding a reconstruction of said 3D object . 

5. The method of claim 1 , wherein said relative motion is 
a linear motion . 

6. The method of claim 5 , wherein said linear motion is 
of constant speed . 

7. The method of claim 1 , wherein said calibration images 
are images of a calibration object . 

8. The method of claim 7 , wherein said calibration object 
is a planar calibration object . 

9. The method of claim 7 , wherein said calibration object 
is a 3D calibration object . 

10. The method of claim 1 , wherein in said camera 
calibration , camera parameters are determined , which com 
prise parameters of exterior orientations for the telecentric 
line - scan calibration images and , for each telecentric line 
scan camera , parameters of a relative and of an interior 
orientation . 

11. The method of claim 1 , wherein said telecentric 
rectification mapping rectifies a telecentric line - scan image 
pair of a pair of telecentric line - scan cameras to the epipolar 
standard geometry . 

12. The method of claim 1 , wherein said telecentric 
rectification mapping is stored in a look - up - table . 

13. The method of claim 12 , wherein rectifying said 
telecentric line - scan image pair comprises applying said 
look - up - table to said telecentric line - scan image pair . 

14. The method of claim 1 , wherein computing disparities 
from said rectified telecentric line - scan pair comprises a 
dense disparity estimation yielding a disparity image . 

15. The method of claim 2 , wherein converting said 
disparities into distances comprises computing a distance 
image . 

16. The method of claim 1 , wherein said camera calibra 
tion is performed by applying a sparse Levenberg - Mar 
quardt algorithm . 

17. A system for reconstructing a 3D object with at least 
two line - scan cameras , said system comprising : 

at least two telecentric line - scan cameras ; 
at least one device configured to performing a relative 

motion of said 3D object with respect to said telecentric 
line - scan cameras ; 

a computer configured for 
acquiring with each telecentric line - scan camera a set 

of telecentric line - scan calibration images while per 
forming said relative motion , where said set contains 
one or more images ; 

performing a camera calibration based on said sets of 
telecentric line - scan calibration images ; 

based on the result of said camera calibration , comput 
ing a telecentric rectification mapping that rectifies a 
telecentric line - scan image pair of a pair of telecen 
tric line - scan cameras ; 

acquiring a telecentric line - scan image pair with a pair 
of telecentric line - scan cameras of said 3D object 
while performing said relative motion ; and 
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rectifying said telecentric line - scan image pair of said 
3D object with said telecentric rectification mapping , 
yielding a rectified telecentric line - scan image pair . 

18. The method of claim 5 , wherein the linear motion is 
of variable speed and the image acquisition of telecentric 
line - scan images is triggered appropriately to ensure a 
constant speed . 


