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(57) Abrege(suite)/Abstract(continued):

process for a period of time, where the first application process is to present information and the graphical user interface element
has encrypted data obtained with the information; and In response to the indication: obtaining the encrypted data from the
graphical user interface element; and determining whether or not the information Is trusted using the encrypted data. In another
aspect, a method for authentication, includes: determining whether or not information loaded into a first application for display to a
first user Is trusted based on encrypted data obtained with the information; and in response to a determination that the information
IS trusted, presenting at least one of a user designated visual cue and a user designated audio cue to indicate that the information is
trusted.
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METHODS AND APPARATUSES FOR INFORMATION AUTHENTICATION
AND USER INTERFACE FEEDBACK

TECHNOLOGY FIELD

[0001] At least some embodiments of the present invention relate to digital

security, and more particularly to information authentication and providing feedback

tO users.

BACKGROUND

[0002] Verifying valid web sites and electronic messages (e.g., email messages)
has become very difficult for computer users. Security guidance dictates that users

should not open email attachments or even click on web links contained in email
messages.

[0003] Businesses, governments, consumer advocacy organizations and
individuals continue to have interest in determining the degree to which an online
site can be trusted. Whether leamed from an advertisement or embedded as a link in

an email, unwary consumers who follow these links can unwittingly find themselves

in the grasp of an identity-theft scheme. The process of “Phishing”, or the
unauthorized collection of personally identifying information, causes consumers to
be tricked into disclosing their banking credentials, government identification, or
other information that would normally be private.

[0004]  Aside from heightened diligence on the part of the consumer, a

traditional approach is the application of an online trust mark. For example, an
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online mark, sometimes characterized as a seal, is included as a part of the web page
to indicate that the site operator has agreed to be bound by a code of practice. The
mark is an advisory, rather than a guarantee of performance, since the binding 1s
often weak and certification problematic. The traditional online trust marks have
been cnticized for a number of reasons, as listed below.

[0005] For example, counterfeit or fraudulent use of a trust mark, especially in
the case of relatively transient phishing sites, undermines any intrinsic value of the
trust mark.

[0006]  For example, the processes through which marks are acquired are often
based on self-assessment schemes. Critics argue that self-assessment is inherently
open to abuse by the unscrupulous or merely incompetent.

[0007] For example, the poor performance of certifying bodies, including
prominent seal issuers, such as TRUSTe, who are characterized by critics as slow to
respond to consumer concerns about abuses or who lack the resources to monitor
compliance with their rules and ensure that the trust mark is removed from a site that
breaches those rules.

[(0008] For example, there exists skepticism that a conflict of interest may exist,
or doubt that a business model exists when significant investment is required for
building an international brand and then maintaining it through ongoing promotion,
compliance checks and litigation against entities that abuse the particular mark.
[0009] For example, the plethora of competing trust mark bodies, ranging from
those restricted to a particular jurisdiction to those with global ambitions, confuses

consumers who access sites from markets that each have their own trust mark
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regime.

[0010] Cryptography has been used to secure the information transmitted over
unsecured media, such as Internet. In symmetric key cryptography, the same key 1s
used to both encrypt and decrypt the content. In public/private key cryptography,
different but related keys are used to encrypt and decrypt the content.

[0011] In public key cryptography, a pair of two complementary keys, a public
key and a private key, are such that any information digitally signed using the
private key can only be verified using the public key, and conversely, any
information encrypted using the public key can only be decrypted using the private
key.

(0012] Typically, a trusted party called a certificate authority issues a digital
certificate. The certificate confirms the authenticity of an identity with a digital
signature of the certificate authority. The digital signature of the certificate is
generated using the private key of the certificate authority. The certificate authority’s
public key can be used to verify the authenticity of the certificate.

[0013] The information encrypted using the public key of the identity can only

be decrypted using the private key of the identity. The private key associated with

~ the identity is the secret information, which when compromised allows others in
possession of the private key to decrypt the information intended for the 1dentity.
[0014) On the other hand, the private key of the identity can be used to sign

information sent from the identity. The public key associated with the identity can

be used to verify that the digitally signed information is from one in possession of

the private key of the identity.
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[001S] A typical digital certificate includes data representing the identity of the
certificate holder (e.g., name, email address of the certificate holder), dates of
validity of the certificate, and a public key that can be used to verify the digital
signature of the holder. The digital certificate is typically issued by a trusted entity;

and a public key of the trusted entity can be used to verify the digital signature of the

digital certificate.

[0016] A traditional way to secure email messages involves the encryption of the

message using the public key of the recipient and the digitally signing the message
using the private key of the sender. Thus, using the public key of the sender, the
reciptent can verify that the message is from the one who is in possession of the

private key of the sender; and only the one who is in possession of the private key of

the recipient can decrypt the email message.
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SUMMARY OF THE DESCRIPTION

[0017] Methods and apparatuses for management of entitlement to secunty
operations are described here. Some of the embodiments of the present invention are

summarized in this section.

[0018] In one aspect of an embodiment of the present invention, a method for
authentication, includes: determining an indication of a cursor being positioned over
a graphical user interface element of a first application process for a period of time,
where the first application process is to present information and the graphical user
interface element has encrypted data obtained with the information; and in response
to the indication: obtaining the encrypted data from the graphical user interface
element; and determining whether or not the information is trusted using the
encrypted data

[0019] In one example of an embodiment, the information comprises one of: a
web page; and an email message. The first application process comprises a web

browser; and the graphical user interface element comprises one of: a graphical

representation of a trust mark; and a hyper link.
[0020] In one example of an embodiment, determining whether or not the

information is trusted includes: verifying an identity of a sender of the information;
verifying integrity of the information; and verifying an identity of a recipient of the
information.

(0021} In one example of an embodiment, verifying the identity of the recipient

includes decrypting the encrypted data using a private key of the recipient; verifying
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the identity of the sender includes decrypting a version of the encrypted data using a
public key of the sender; and venifying the integnty of the information includes
comparing a decrypted version of the encrypted data with a processed version of the
information. In one example, the processed version of the information includes a
digest of the information. In one example, the digest of the information contains
unique challenge information negotiated between the sender and the recipient (or
agents acting on their behalf) that prevents duplication or re-playing of the message.
In one example, the digest of the information contains an indication of the
recipient’s rights (e.g. digital rights) related to the marked information.

[0022] In one example of an embodiment, the method further includes one of:
presenting a personalized visual cue when the information is determined to be
trusted; and presenting a personalized audio cue when the information is determined
to be trusted.

[0023] In one example of an embodiment, the indication is determined through
analyzing windows system messages. The visual cue and the audio cue are presented
in a second process which 1s separate from the first application process. In one
example, the second process 1s a background service process. In one example, the
encrypted data is obtained from the graphical user interface element through a
document object model (DOM). In one example, the second process presents the

visual cue in a popup window near an icon tray of a desktop of a graphical user

interface system.

[0024] In one example, at least one of the visual cue and the audio cue is

specifically personalized for at least one of: a user of the first application process;
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and a sender of information.

[0025]  In one example, at least one of the visual cue and the audio cue is
selected from one or more lists for a user of the first application process. In one
example, at least one of the visual cue and the audio cue is imported from user

provided data.

[0026] In one example, the encrypted data includes a superencrypted version of

a digital signature of a sender of the information on the information; and the digital
signature 18 superencrypted with a public key of a recipient of the information.
[0027]  In another aspect of an embodiment of the present invention, a method
for authentication, includes: determining whether or not information loaded into a
first application for display to a first user is trusted based on encrypted data obtained
with the information; and in response to a determination that the information is
trusted, presenting at least one of a user designated visual cue and a user designated
audio cue to indicate that the information is trusted.

[0028]  In one example of an embodiment, the visual cue is presented as part of

the information in the first application; and the first application includes a web

browser.

[0029] In one example of an embodiment, at least one of the visual cue and the

audio cue is selected by the first user from one or more lists.
[0030] In one example of an embodiment, determining whether or not the
information is trusted includes verifying an identity of a sender of the information; at

least one of the visual cue and the audio cue is user selected specifically for the

sender. In one example of an embodiment, at least one of the visual cue and the
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audio cue i1s customized by the first user.

(0031} In one example of an embodiment, the method further includes: detecting
presence of the encrypted data in the information loaded into the first application
process in a second process through a document object model (DOM); and detecting
an event of a cursor over a representation of the encrypted data in the first
application through analyzing windows system messages in the second process.
[0032] The present invention includes methods and apparatuses which perform
these methods, including data processing systems which perform these methods, and
computer readable media which when executed on data processing systems cause
the systems to perform these methods.

[0033] Other features of the present invention will be apparent from the

accompanying drawings and from the detailed description which follows.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0034] The present invention is illustrated by way of example and not limitation
in the figures of the accompanying drawings in which like references indicate

similar elements.

[0035] Figure 1 shows an example of a communication system according to one
embodiment of the present invention.

[0036] Figure 2 shows an example of a display of a web page to invite a user to
register according to one embodiment of the present invention.

[0037] Figure 3 shows an example of options for a user to personalize

visual/audio cue as security feedback according to one embodiment of the present
invention.

[0038] Figure 4 shows an example of displaying a web page with personalized
visual/audio feedback according to one embodiment of the present invention.

[0039]  Figure S shows another example of displaying a web page with

personalized visual/audio feedback according to one embodiment of the present

invention.

[0040] Figures 6 and 7 show flow diagrams of methods to provide personalized
visual/audio feedback according to embodiments of the present invention.

[0041] Figure 8 shows a block diagram example of a data processing system

which may be used with the present invention.
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DETAILED DESCRIPTION

[0042] The following description and drawings are illustrative of the invention
and are not to be construed as limiting the invention. Numerous specific details are
described to provide a thorough understanding of the present invention. However,
in certain instances, well known or conventional details are not described in order to
avoid obscuring the descnption of the present invention. References to one or an

embodiment in the present disclosure are not necessarily references to the same

embodiment; and, such references mean at least one.

[0043] One embodiment of the present invention involves a method and system
to provide proof of membership within a trust network, which (for example) can be
used to combat phishing. One embodiment of the present invention provides an
automated method for the validation of trust mark and personalized audio and/or
visual cue as feedback to indicate the result of the validation of the trust mark.
[0044]  According to one embodiment of the present invention, a new type of
value-add-service transcends the commoditized nature of communication today, and
allows services built upon — and dependent upon — specialized security to be
charged on a per-use or pre-paid fashion. One embodiment of the invention supports
both subscription-based or instant-pay (“‘pay-as-you-go™) rating and metering

models.

[0045] In one embodiment of the present invention, personalized visual cue

and/or audio cue is presented to the user when the authenticity of the information

(e.g., a web page or an email message) is venfied. In one embodiment, the

10
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verification is performed with respect to the identity of the sender, and/or the
identity of the recipient, and/or the integrity of the information. The personalized
visual/audio cue provides a secure and friendly interface to convey the secunty
status of the information to the user.

[0046] In one embodiment of the present invention, a web site (e.g., an online
banking site) registers with a security server. After the registration, the web site
obtains a web control (e.g., ActiveX, Java or Flash, servlet, etc.), which can be used
in emails for direct marketing promotions and for notification of significant account

events (e.g. overdraft), and/or in the web pages of the site to demonstrate the

trustable nature of the site vs. spoofed or pharmed sites.

[0047] In one embodiment, the control has a unique public/private key pair

associated with it. The control is able to sign and encrypt a random, salted,

challenge. The web site installs the control on the personal banking pages and/or the

program for sending emails.

[0048] In one embodiment, the pages with the control are within an

authenticated context, so that the identity of a surfer and Twinkle user can be related

to the own internal records of the web site (e.g., bank). In one embodiment, a trust

mark according to one embodiment of the present invention is also embedded in the
web page outside the authenticated context (e.g., a login page) so that the web users

can easily tell the trustable nature of the web page vs. spoofed or pharmed sites.

Such trust marks can be used to combat phishing.

(0049]  Figure 1 shows an example of a communication system according to one

embodiment of the present invention.

11
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[0050]  In Figure 1, users devices (e.g., 111, 113, ..., 119) can communicate with
each other and with the web servers (e.g., 103, 105, ...) and the security server (109)
through the network (101). The network (101) may include Intemnet, intranet,
wireless local area network, cellular communication network, etc.

[0051] For example, the user device (119) may obtain a document (e.g., a web
page or an email message) from another user device (e.g., 111) or from a web server
(e.g., 103). The user device (119) includes an operating system (137) and a
communication module (135) which support the operations of the active document
browser process (121) and the background security process (133).

[0052] In one embodiment of the present invention, the document (123) can
have a trust mark (125). When the document is loaded into the active document
browser process (121) on the user device (119), the trust mark (125) is detectable by
the background security process (133) running on the user device (119).

[0053] In one embodiment of the present invention, the background security

process (133) is different and separate from the active document browser process

(121) on the user device (119).

[0054]  In one embodiment of the present invention, the background security
process (133) venfies the authenticity of the document (123) using the trust mark
(125), based on the securnity configuration data (131) on the user device (119).
[0055] In one embodiment of the present invention, the background security

process (133) accesses the trust mark (125) in the active document browser process

through a document object model (DOM). For example, the active document

browser may be a DOM enabled web browser, such as Intemet Explorer or Mozilla

12
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Firefox. Alternatively, the document browser process (121) may be custom made to
have the capability to communicate with the background security process (133)
(e.g., through a plug-in module or built-in module).

[0056] In one embodiment of the present invention, the background security
process determines whether or not the document is from a sender that 1s trusted by
the user device (119), according to the configuration data (131). If the background
security process determines that the document can be trusted, visual and/or audio
cue is presented on the user device (119) as a feedback to the user. In one
embodiment of the present invention, the visual and/or audio cue is personalized.
[0057] In one embodiment of the present invention, the trust mark includes data
that is encrypted using the public key of the security server (109). The data includes
identity information of the sender (e.g., a web site). The background security process
(133) communicates the trust mark to the security server (109) to verify the identity
of the sender and integrity of the document.

[0058] For example, when the user device (119) downloads a web page from a
web server (e.g., 103) without revealing its identity, the web server may encrypt the
trust mark data using the public key of the security server (109). The background
security process (133) provides the encrypted trust mark data to the security server
(109) for verification. In one embodiment of the present invention, the encrypted
data includes a digital signature of the sender on the document. The digital signature
includes a digest of the document encrypted using the private key of the sender. To

verify the integrity of the document, the background security process computes the

digest according to the received document and sends the computed dt gcsi and the

13
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encrypted data to the secunity server for venfication.

[0059]  Alternatively, the trust mark data is not encrypted with the public key of
the security server. The background process obtains the public key of the sender
from the security server to venify the digital signature of the sender.

[0060] In one embodiment of the present invention, the trust mark also includes
identity information of the recipient so that the security server (or the user device)

can verify that the document is to be received at the user device (119).

[0061] In one embodiment of the present invention, the trust mark includes data
that is encrypted using the public key of the user device (119). The data includes
1dentity information of the sender (e.g., a web site). The background security process
(133) may verify the identity of the sender and integrity of the document with or
without the help of the secunty server (109). For example, the user device (119) may
store a copy of the public key of the sender as a part of the security configuration
data (131) or retrieve the public key of the sender according to the identity of the
sender from the security server. Alternatively, the background security process (133)
may decrypt the trust mark data using the private key of the user device (1 19) and
transmit the trust mark data to the security server (109) for venfication.

[0062] For example, when the sender of the document knows the identity of the

user device (119), the sender may encrypt the trust mark data using the public key of

the user device (109). Thus, the background security process (133) can use its

private key to verity that the information is intended for the user device (109).
[0063] In one embodiment, the sender may first encrypt the trust mark data

using the public key of the secunity server and then superencrypt the data using the

14
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public key of the user device (119). After the verification of the destination of the
document, the background security process then sends the trust mark data as
encrypted using the public key of the security server for sender verification.
Alternatively, the sender may not encrypt the trust mark data using the public key of
the securnty server.

[0064) In one embodiment of the present invention, the security server (109)

performs at least a portion of the cryptographic operations for the verification of the

trust mark for the background security process (133).

[0065] In one embodiment of the present invention, once the trust mark 1s
verified, the background security process (133) communicates with the active
document browser process (121) to display a personalized graphical representation
of the trust mark in the document or on the graphical user interface desktop. Since
the displayed personalized graphical representation of the trust mark is not received
from the sender (e.g., a web site), the chance of counterfeit or fraudulent use of the
graphical representation the trust mark is reduced or eliminated.

[0066] In one embodiment of the present invention, the personalization of the
visual/audio cue includes the selection of a particular combination from lists of pre-
designed visual cues and audio cues. In one embodiment, the user may further
modify the pre-designed cues to create a customized (or, “personalized™) version. In
one embodiment, the user may draw, paint or capture photo images and/or video

clips to create a custom visual cue and record custom audio cue. In one embodiment,

the visual cue may include an animated image or a video clip, or a simple textual

message.

15
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[0067]  Figure 2 shows an example of a display of a web page to invite a user to
register according to one embodiment of the present invention.
[0068] In one embodiment of the present invention, a user 1s invited to register

with a security server (e.g., 109 of Figure 1) after the 1dentity of the user is

confirmed at a web site.

[0069] For example, after the user logs into the web site of “Bank XYZ"”, the
user is presented with a web page (205) that includes a control to detect whether or
not the user device has a background security process (e.g., 133) that is typically

installed as a result of registering with the security server (e.g., 109).

[0070]  If the user device does not have the background security process, the web
page (205) presents a banner (201) to invite the user to register with the security
server. Further, the web page (205) may present information (203) to explain the
benefit of registering with the security server. Benefits of registration espoused may
include secure email promotions and/or account status notifications, etc.

[0071] After the user logs into the web site of the bank, the bank now knows the
identity of the person based on the presented login credentials and/or relating the
credentials to the internal records of the bank. In one embodiment of the present
invention, the bank provides the identity of the person to the security server, in a
secure way, to indicate the trustable nature of the user registration.

[0072] When the person clicks on the banner, the person is directed to a
registration web page (e.g., on a third party site, or a sub-site within the main site).
From the new page that is displayed, the person registers their preferences, such as

an email address, user 1d, password, etc.
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[0073]  From the registration web page, the person is prompted to install a client-
side application. The client-side application program for the background process is
installed and configured on the user device. In one embodiment, the client-side
application is installed as a separate application running as a background process as
a service. Alternatively, the application may also be installed as a plug-in for a
variety of web browsers, email clients, and/or other application programs.
Alternatively, the registration process may not require the downloading or

installation of a client-side application or plug-in module. For example, the client

computer may already have a previously installed application plug-in (e.g. Flash for
- web browsers) which 1s programmed to support the operations of one embodiment

of the present invention for trust mark display and/or validation. For example, the
existent application capabilities, such as Java Script or as-yet-to-be-released
scripting capabilities within browsers, can be used to performed the operations of
one embodiment of the present invention for trust mark display and/or validation;
the scripts/commands utilizing these capabilities can be embedded within, or linked

to, the documents (e.g., web pages or emails) that are to be displayed within the

application (e.g., web browser).

[0074] During the registration with the security server, the client-side
application obtains a private key and registers the associated public key with the

identity of the person with security server. Thus, the digital signature of the person

can be verified using the registered public key.

[00735] Alternatively, the user device may install the client-side application for

the background process without registering with the security server to obtain limited
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benefit of sender venfication as a recipient.
[0076] In one embodiment, the user may indicate that the user trusts the web
site. Further, the user may select personalized visual/audio cue for the site.

[0077] Figure 3 shows an example of options for a user to personalize

visual/audio cue as security feedback according to one embodiment of the present

invention.

[0078] In Figure 3, a user interface (301) can be used to specify a generic
Twinkle which is applied as default visual/audio cue when the authenticity of a
document is verified. For example, the user may use a combobox (323) to select a
specific visual cue from a list of visual cues for the generic Twinkle and use a
combobox (327) to select a specific audio cue from a list of audio cues for the
generic Twinkle. A preview of the visual cue for the generic Twinkle is presented in
the area (321); and the button (325) can be activated to play the audio cue for
preview.

[0079] Similarly, user interface elements (331 — 337) can be used to select a
custom combination of visual/audio cue for a custom Twinkle for the web site.
[0080] In one embodiment of the present invention, the user can specify whether
to use the generic Twinkle for the specific web site or a custom Twinkle for the
specific web site, using the radio buttons (311, 313).

[0081] In one embodiment of the present invention, the user can select to play

no audio cue and/or no visual cue. In one embodiment of the present invention, the
user can import a custom visual cue or a custom audio cue 1nto the application. In

one embodiment of the present invention, the visual cue may be a graphical image,
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an applet, a video clip, an animated image, etc.

[0082]  During the registration or a configuration session, the user may
acknowledge the site from which they were directed as being trusted and select the
Twinkle, includes audio and/or visual cue, for the site. In general, the Twinkle may
be specific to the site, or may be generic (e.g., the same for default sites that they
trust).

[0083] From the description of the example of user interface (301), one skilled
in the art can envision many alternative user interfaces to specify, personalize the
visual/audio cues.

[0084]  Figure 4 shows an example of displaying a web page with perSona]ized
visual/audio feedback according to one embodiment of the present invention.
[0085]  In Figure 4, the web page is verified to be authentic according to the
encrypted trust mark data embedded in the web page. According to the user
selection, a visual cue (405) is displayed as the trust mark in the web page (401); and
an audio cue (403) is played according to the user selection.

[0086] In one embodiment, the audio/visual cue is played only when the web
page 1s from a site that has been designated as being trusted by the user, according to
the configuration data.

[0087) In one embodiment, the audio/visual cue is played according to the
configuration data when the security server indicates, or the background security
process determines, that the sender is trustworthy.

[0088]  In one embodiment of the present invention, the user may specify

different combinations of visual/audio cue for different levels of trust, such as
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directly trusted by the user, trusted by the security server, trusted by the web sites
(e.g., banks, email servers, etc.) that are trusted by the user, etc.
[0089] In one embodiment, when the user arrives at a trusted site, the user is

presented with a web page with a control which detects that the user device has

already registered for Twinkle and loads encrypted trust mark data into the web
page. The encrypted trust mark data includes a digest of site-identifying information
signed using the private key of the trusted site. The encrypted trust mark data may
include a one-time challenge, negotiated in exchange with the security server.

[0090)  The background security process then starts the verification that the

signed 1dentifying information is associated with a site that the person has

previously established a trust bond.

[0091]  The verification may be performed locally on the user device, or on the
security server, or a mix of the user device and the security server.

[0092] If verification process determines that the site is trusted, the client-side
control plays the person's Twinkle to indicate that the page/site can be trusted.
[0093] In one embodiment, the Twinkle is played when the cursor of the user
device is positioned over an icon or link of the document (e.g., for a period of time).
[0094) If the site i1s not trusted (for any reason), the client-side control remains
silent, or plays an anti-secure audio/visual cue based on the person's preferences.
[0095] In one embodiment of the present invention, the user can click on the
trust mark to activate a user interface to configure the security parameters, such as

the designation of trusted sites, the selections of visual/audio cues for Twinkles, etc.

[0096]  In one embodiment of the present invention, a trust mark includes
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encrypted data which when verified can caused the display of visual/audio cue 1n a
web page or in an email message. In one embodiment of the present invention, a
trust mark can be displayed in various formats to make it easy for a user to identify
and use the trust mark. In one embodiment of the present invention, the verification
process is started when the cursor hovers over the representation of the trust mark.

[0097] In one embodiment of the present invention, a background application

process detects when a user places their mouse over a representation of trust mark
(e.g., an icon or a hyper link). The background application verifies the validity of the

encrypted data of the trust mark in response to the mouse over event on the trust

mark.

[0098] In one embodiment, the encrypted data of the trust mark 1s sent to a

validation service (e.g., a web serve that verifies the encrypted data has the

information required to validate the trust mark.)

[0099] In one embodiment, the data in the trust mark is encrypted using the
private key of the sender and the public key of the receiver. This ensures that the

trust mark can be used to determine if the origin and destination of the email

message 1s as stated 1s true.

[00100] Although Figure 4 illustrates a web page with a trust mark according to

one embodiment of the present invention in an authenticated context (e.g., after the

user logs into the personal bank web page), the web pages with trust marks

according to embodiments of the present invention can also be used in an un-

authenticated context.

[00101] In one embodiment of the present invention, when the sender is aware of
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the identity of the recipient (e.g., after the user logs into the personal bank web page,
or the email is prepared for the recipient), the trust mark 1s prepared in a recipient-
dependent way. For example, the trust mark data is superencrypted with the public
key of the recipient so that the validation of the trust mark involves the use of the
private key of the recipient.

[00102] Inone embodiment of the present invention, when the sender 1s not
aware of the identity of the recipient (e.g., when presenting the login page to receive
the online banking credentials from the user), the trust mark is generated in a
recipient-independent way. In one embodiment of the present invention, the trust
mark data is superencrypted with the public key of the security server (e.g., 109);
and the background security process on the user device can communicate with the
security server for the validation of the trust mark.

[00103] Figure S shows another example of displaying a web page with
personalized visual/audio feedback according to one embodiment of the present
invention. ’

[00104] The user is a registered with a security server. The background security
process detects whether the cursor (505) i1s positioned over the trust mark (511). In
one embodiment, the trust mark (511) in the document is presented as a text link.
Alternatively, a graphical link (e.g., an icon) or other types of graphical user

elements can be used.

[00105] In one scenano, the user opens the email message in a browser window
(501) and sees a venfication code (511) at the bottom of the email message. The

user positions the cursor (e.g., under the control of a mouse, track ball, or touch pad)
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presence of the trust mark in the document, or when the user clicks on the trust
mark. For example, when a selection (e.g., by clicking with a mouse, a touch pad, a
touch screen, or other cursor control and selection device) of a graphical user
interface element of a browser window, or a graphical user interface element
embedded in the document (e.g., email, or web page, that has a trust mark according
to embodiments of the present invention), the validation of the trust mark starts.

Alternatively, when the application program process presents the document (e.g.,
web page or email) with an embedded trust mark that has encrypted data, the
application program process is programmed (e.g., through a plug-in module) to
automatically detect the trust mark (e.g., as an embedded graphical user interface
element, or other type of binary or textual element) and start the trust mark
verification according to embodiments of the present invention.

[00111] Figures 6 and 7 show flow diagrams of methods to provide personalized
visual/audio feedback according to embodiments of the present invention.

[00112] In operation 601, an information sender (e.g., a web site) registers with a
security server to obtain a security key (token) representative of the sender. In
operation 603, an information receiver (e.g., a web user) registers with the secunty

server to obtain a security key (token) representative of the receiver. In operation

605, the receiver configures personalized visual/audio cue, the presence of which

indicates the trustworthy of received information.

[00113] In operation 607, the receiver receives particular information (e.g., a web

page). If operation 609 determines that the particular information is verified to be

sent from the sender, operation 611 presents the personalized visual/audio cue.
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[00114] In one embodiment, the personalized visual/audio cue is presented after 1t
is validated that the user previously designated the sender as a trusted entity. In one
embodiment, a different personalized visual/audio cue is presented after it 1s
determined that the sender is not previously designated by the user as a trusted entity
[00115] In Figure 7, operation 701 starts a background process. Operation 703
loads configuration parameters into the background process (€.8., personalized
setting of visual/ audio cue, keys, etc.). In one embodiment, the configuration
parameters include the private key of the user and the user selection of a particular
icon/tune combination for particular senders/websites.

[00116]) The background process searches for a supported window (e.g., support

for DOM) in operation 705, until operation 707 determines that there is an active,

supported window.

[00117] Operation 709 detects a mouse over event on an element of a

predetermined type in the supported and active window. If operation 711 determines
the mouse over event is detected, operation 713 obtains encrypted information from

the active window.

[00118] In one embodiment, the trust mark is loaded in the web browser. The web

browser process and the background security process are running separately from

each other. The content of the trust mark is communicated from the browser process
to the background process after the detection of the mouse over event.

[00119] In one embodiment of the present invention, when the mouse enters the
graphical area of a trust mark or when the mouse moves over a recognizable hyper

link, Windows System Messages are generated. By analyzing the Windows System
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Messages, the background security process can determine that the mouse 1s over a

supported trust mark.

[00120] There are a variety of ways the background process can grab the
encrypted data of the trust mark from the browser process. For example, the data can
be extracted from Internet Explorer or Firefox using the exposed DOM, or from
Outlook through communicating with an Outlook plug-in.

[00121] Operation 7135 decrypts the encrypted information using a recipient

private key to determine an identity of the sender and an encrypted ID. Operation
717 decrypts the encrypted ID with a sender public key to determine the ID. In one
embodiment the ID includes an original version of the digest of the information

loaded in the active, supported window (e.g., the digest generated at the sender of

the information).

[00122] If operation 719 determines that the ID match the information, operation
721 displays a visual cue (e.g., in a popup window near the icon tray of the desktop)
according to the configuration parameters. Optionally, operation 723 presents an

audio cue according to the configuration parameters.

[00123] Alternatively, the web page can be changed to show the Twinkle icon

inside the document or play an applet to show the Twinkle 1con.

[00124] In one embodiment, the background security process sends sender's
identity, the current digest of the information and the digital signature (decrypted
with the private key of the recetver) to a web server for venfication.

(00125] FKigure 8 shows a block diagram example of a data processing system

which may be used with the present invention. Note that while Figure 8 illustrates
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various components of a computer system, it is not intended to represent any
particular architecture or manner of interconnecting the components. It will also be
appreciated that network computers and other data processing systems, such as a
handhold computer, a personal digital assistance, or a cellular phone, which have
fewer or more components, may also be used with the present invention. '
[00126] In Figure 8, the communication device (801) is a form of a data
processing system. The system (801) includes an inter-connect (802) (e. g., bus and
system core logic), which interconnects a microprocessor(s) (803) and memory

(808). The microprocessor (803) is coupled to cache memory (804) in the example

of Figure 8.

[00127] The inter-connect (802) interconnects the microprocess(s) (803) and the
memory (808) together and also interconnects them to a display controller and
display device (807) and to peripheral devices such as input/output (I/O) devices
(805) through an input/output controller(s) (806). Typical I/O devices include mice,
keyboards, modems, network interfaces, printers, scanners, video cameras, speakers

and other devices which are well known in the art.

[00128] The inter-connect (802) may include one or more buses connected to one
another through various bridges, controllers and/or adapters. In one embodiment the
/O controller (806) includes a USB (Universal Serial Bus) adapter for controlling
USB peripherals, and/or an IEEE-1394 bus adapter for controlling [EEE-1394

peripherals.
[00129] The memory (808) may include ROM (Read Only Memory), and volatile

RAM (Random Access Memory) and non-volatile memory, such as hard drive, flash
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memory, etc.

[00130] Volatile RAM is typically implemented as dynamic RAM (DRAM)
which requires power continually in order to refresh or maintain the data in the
memory. Non-volatile memory is typically a magnetic hard drive, a magnetic optical
drive, or an optical drive (e.g., a DVD RAM), or other type of memory system
which maintains data even after power is removed from the system. The non-volatile
memory may also be a random access memory.

[00131] The non-volatile memory can be a local device coupled directly to the
rest of the components in the data processing system. A non-volatile memory that is
remote from the system, such as a network storage device coupled to the data
processing system through a network interface such as a modem or Ethemnet
interface, can also be used.

[00132] In one embodiment of the present invention, a server data processing
system as illustrated in Figure 8 is used as the secunity server (e.g., 109 in Figure

1). In one embodiment of the present invention, a data processing system as
illustrated in Figure 8 is used as a user device (e.g., 119 in Figure 1), which may
include more or less components. A data processing system as the user device can be

in the form of a PDA, a cellular phone, a notebook computer, a personal desktop

computer, etc.

[00133] In general, the routines executed to implement the embodiments of the
invention may be implemented as part of an operating system or a specific

application, component, program, object, module or sequence of instructions

referred to as “computer programs.” The computer programs typically comprise one
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Or more instructions set at various times in various memory and storage devices in a
computer, and that, when read and executed by one or more processors in a
computer, cause the computer to perform operations necessary to execute elements
involving the various aspects of the invention. ‘

[00134] While some embodiments of the invention have been described in the
context of fully functioning computers and computer systems, those skilled in the art
will appreciate that various embodiments of the invention are capable of being
distributed as a program product in a variety of forms and are capable of being

applied regardless of the particular type of machine or computer-readable media

used to actually effect the distribution.

[00135] Examples of computer-readable media include but are not limited to
recordable and non-recordable type media such as volatile and non-volatile memory
devices, read only memory (ROM), random access memory (RAM), flash memory
devices, floppy and other removable disks, magnetic disk storage media, optical
storage media (e.g., Compact Disk Read-Only Memory (CD ROMS), Digital
Versatile Disks, (DVDs), etc.), among others, and transmission type media such as
digital and analog communication links for electrical, optical, acoustical or other

forms of propagated signals, such as carrier waves, infrared signals, digital signals,

etcC.

[00136] A machine readable medium can be used to store software and data

which when executed by a data processing system causes the system to perform

vanous methods of the present invention. The executable software and data may be

stored 1n vanous places including for example ROM, volatile RAM, non-volatile
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memory and/or cache. Portions of this software and/or data may be stored in any one
of these storage devices.

[00137] In general, a machine readable medium includes any mechanism that
provides (i.e., stores and/or transmits) information in a form accessible by a machine
(e.g., a computer, network device, personal digital assistant, manufacturing tool, any
device with a set of one or more processors, etc.).

[00138] Aspects of the present invention may be embodied, at least in part, in
software. That 1s, the techniques may be carried out 1n a computer system or other
data processing system in response to its processor, such as a microprocessor,
executing sequences of instructions contained in a memory, such as ROM, volatile
RAM, non-volatile memory, cache or a remote storage device.

[00139] In various embodiments, hardwired circuitry may be used in combination
with software 1nstructions to implement the present invention. Thus, the techniques
are not limited to any specific combination of hardware circuitry and software nor to
any particular source for the instructions executed by the data processing system.
[00140] In this description, various functions and operations are described as
being performed by or caused by software code to simplify description. However,

those skilled in the art will recognize what 1s meant by such expressions is that the

functions result from execution of the code by a processor, such as a microprocessor.
[00141] Although some of the drawings illustrate a number of operations in a
particular order, operations which are not order dependent may be reordered and

other operations may be combined or broken out. While some reordenng or other

groupings are specifically mentioned, others will be apparent to those of ordinary
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skill in the art and so do not present an exhaustive list of alternatives. Moreover, 1t
should be recognized that the stages could be implemented in hardware, firmware,
software or any combination thereof.

[00142] In the foregoing specification, the invention has been described with
reference to specific exemplary embodiments thereof. It will be evident that vanious
modifications may be made thereto without departing from the broader spirit and
scope of the invention as set forth in the following claims. The specification and

drawings are, accordingly, to be regarded in an illustrative sense rather than a

restrictive sense.
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What is claimed is:
1. A machine readable medium containing executable computer program

instructions which when executed by a data processing system cause said
system to perform a method for authentication, the method comprising:
determining an indication of a cursor being positioned over a graphical user
interface element of a first application process for a period of time,
the first application process to present information, the graphical user
interface element having encrypted data obtained with the
information;
In response to the indication:
obtaining the encrypted data from the graphical user interface

element; and

determining whether or not the information is trusted using the

encrypted data.

2. The medium of claim 1, wherein the information comprises one of:
a web page; and

an email message.
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3. The medium of claim 2, wherein the first application process comprises a
web browser; and the graphical user interface element comprises one of:

a graphical representation of a trust mark; and

a hyper link.

4, The medium of claim 1, wherein said determining whether or not the

information is trusted comprises:

verifying an identity of a sender of the information; and

verifying integnty of the information.

5. The medium of claim 4, wherein said determining whether or not the

information is trusted further comprises:

verifying an identity of a recipient of the information.

6. The medium of claim 5, wherein:
said verifying the 1dentity of the recipient compnises decrypting the

encrypted data using a private key of the recipient;

said vernifying the identity of the sender comprises decrypting a version of the

encrypted data using a public key of the sender; and
said verifying the integnty of the information comprises comparing a
decrypted version of the encrypted data with a processed version of

the information.
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7. The medium of claim 6, wherein the processed version of the information

comprises a digest of the information.

8. The medium of claim 1, wherein the method further comprises one of:

presenting a personalized visual cue when the information is determined to

be trusted; and

presenting a personalized audio cue when the information is determined to be

trusted.

9. The medium of claim 8, wherein the indication is determined through

analyzing windows system messages.

10. The medium of claim 8, wherein the visual cue and the audio cue are

presented 1n a second process which is separate from the first application

process.

11.  The medium of claim 10, wherein the second process is a background service
process.

12.  The medium of claim 10, wherein the encrypted data is obtained from the

graphical user interface element through a document object model (DOM).
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The medium of claim 10, wherein the second process presents the visual cue

In a popup window near an icon tray of a desktop of a graphical user

interface system.

The medium of claim 10, wherein at least one of the visual cue and the audio

cue 1s specifically personalized for at least one of:
a user of the first application process; and

a sender of information.

The medium of claim 10, wherein at least one of the visual cue and the audio

cue is selected from one or more lists for a user of the first application

process.

The medium of claim 10, wherein at least one of the visual cue and the audio

cue 1s imported from user provided data.

The medium of claim 1, wherein the encrypted data comprises a

superencrypted version of a digital signature of a sender of the information
on the information; wherein the digital signature is superencrypted with a

public key of a recipient of the information.
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18. A machine readable medium containing executable computer program
instructions which when executed by a data processing system cause said
system to perform a method for authentication, the method comprising:
determining whether or not information loaded into a first application for

display to a first user is trusted based on encrypted data obtained with

the information; and

In response to a determination that the information is trusted, presenting a

user designated visual cue to indicate that the information is trusted.

19.  The medium of claim 18, wherein the visual cue is presented as part of the

information in the first application.

20.  The medium of claim 19, wherein the first application comprises a web

browser.

21. The medium of claim 18_, wherein the method further comprises:

In response to the determination that the information is trusted, presenting a

user designated audio cue to indicate that the information is trusted.

22. The medium of claim 21, wherein at least one of the visual cue and the audio

cue 1s selected by the first user from one or more lists.
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23.

24.

25.

26.

27.

28.

The medium of claim 22, wherein said determining whether or not the

information is trusted comprises:

verifying an identity of a sender of the information.

The medium of claim 23, wherein at least one of the visual cue and the audio

cue 1s user selected specifically for the sender.

The medium of claim 21, wherein at least one of the visual cue and the audio

cue 1s customized by the first user.

The medium of claim 18, wherein the method further comprises:

detecting presence of the encrypted data in the information loaded into the

first application process in a second process through a document

object model (DOM).

The medium of claim 26, wherein the method further comprises:
detecting an event of a cursor over a representation of the encrypted data in

the first application through analyzing windows system messages in

the second process.

A method for authentication, the method comprising:

36



CA 02608922 2007-11-15

WO 2006/122387 PCT/CA2006/000425

determining an indication of a cursor being positioned over a graphical user
interface element of a first application process for a period of time,
the first application process to present information, the graphical user

interface element having encrypted data obtained with the

information;

In response to the indication:

obtaining the encrypted data from the graphical user interface

element; and

determining whether or not the information is trusted using the

encrypted data.

29.  The method of claim 28, wherein the information comprises one of:
a web page; and
an email message; and

wherein the first application process comprises a web browser; and
wherein the graphical user interface element comprises one of:

a graphical representation of a trust mark; and

a hyper link.

30. The method of claim 28, wherein said determining whethcr or not the

information is trusted comprises:

verifying an identity of a sender of the information; and

verifying integrity of the information.
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31.  The method of claim 28, further comprising one of:

presenting a personalized visual cue when the information is determined to

be trusted; and

presenting a personalized audio cue when the information is determined to be

trusted.

wherein the indication is determined through analyzing windows system

messages;

wherein the visual cue and the audio cue are presented in a second process
which is separate from the first application process; and
wherein the encrypted data is obtained from the graphical user interface

element through a document object model (DOM).

32.  The method of claim 31, wherein at least one of the visual cue and the audio
cue 1s specifically personalized for at least one of:
a user of the first application process; and

a sender of information.

33. A method for authentication, the method comprising:

determining whether or not information loaded into a first application for

display to a first user is trusted based on encrypted data obtained with

the information: and

38



WO 2006/122387

34.

35.

36.

37.

CA 02608922 2007-11-15
PCT/CA2006/000425

In response to a determination that the information is trusted, presenting at

least one of a user designated visual cue and a user designated audio

cue to indicate that the information is trusted.

The method of claim 33, wherein at least one of the visual cue and the audio

cue 1s selected by the first user from one or more lists or customized by the

first user.

The method of claim 34, wherein said determining whether or not the

information 1s trusted comprises:
verifying an identity of a sender of the information;

wherein at least one of the visual cue and the audio cue is user selected

specifically for the sender.

The method of claim 33, further comprising:

detecting presence of the encrypted data in the information loaded into the

first application process in a second process through a document

object model (DOM); and

detecting an event of a cursor over a representation of the encrypted data in

the first application through analyzing windows system messages in

the second process.

A data processing system for authentication, the system comprising:
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means for determining an indication of a cursor being positioned over a
graphical user interface element of a first application process for a
period of time, the first application process to present information,
the graphical user interface element having encrypted data obtained

with the information;
means for, in response to the indication, obtaining the encrypted data from
the graphical user interface element; and

means for, in response to the indication, determining whether or not the

information is trusted using the encrypted data.

38.  The system of claim 37, wherein the information comprises one of:
a web page; and
an email message; and
wherein the first application process comprises a web browser; and
wherein the graphical user interface element comprises one of:

a graphical representation of a trust mark; and

a hyper link.

39.  The system of claim 37, wherein said means for determining whether or not

the information is trusted comprises:

means for venfying an identity of a sender of the information; and

means for verifying integrity of the information.
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40.

41.

42.

The system of claim 37, further comprising one of:

means for presenting a personalized visual cue when the information 1s

determined to be trusted:; and

means for presenting a personalized audio cue when the information is
determined to be trusted.

wherein the indication is determined through analyzing windows system

MCSSAges,

wherein the visual cue and the audio cue are presented in a second process
which is separate from the first application process; and

wherein the encrypted data is obtained from the graphical user interface

element through a document object model (DOM).

The system of claim 40, wherein at least one of the visual cue and the audio
cue is specifically personalized for at least one of:
a user of the first application process; and

a sender of information.

A data processing system for authentication, the system comprnsing:
means for determining whether or not information loaded into a first
application for display to a first user is trusted based on encrypted

data obtained with the information: and
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means for, in response to a determination that the information is trusted,
presenting a user designated visual cue to indicate that the

information is trusted.

The system of claim 42, further comprising:

means for, in response to the determination that the information is trusted,
presenting a user designated audio cue to indicate that the

information is trusted;

wherein at least one of the visual cue and the audio cue is selected by the

first user from one or more lists or customized by the first user.

The system of claim 43, wherein said means for determining whether or not

the information is trusted comprises:

means for verifying an identity of a sender of the information:

wherein at least one of the visual cue and the audio cue is user selected

specifically for the sender.

The system of claim 42, further comprising:

means for detecting presence of the encrypted data in the information loaded
into the first application process in a second process through a

document object model (DOM); and
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means for detecting an event of a cursor over a representation of the
encrypted data in the first application through analyzing windows

system messages in the second process.

43



CA 02608922 2007-11-15
WO 2006/122387 PCT/CA2006/000425

1/8

103 105

_ 109
Web Web .oe Secunty
Server X Server Y Server

101

Network (e.g., Intemet, Intranet, Wireless Local Area Network,
Cellular Communication Network etc.)

119

111 113
, . User Device X 101
User Device User Device oo o
A | Active Document

Browse Process
123

125

Trust Mark ‘ l

131 133
Security Background

Configuration Security

Data Process
137 135

Operating Communication
System Module

FIG. 1



CA 02608922 2007-11-15
WO 2006/122387 PCT/CA2006/000425

2/8

205

Bank XYZ 1O

File Edit View Favorites Tools Help
[Accounts] [Payment and Transfer] [Messages]

Accounts [Preferences] [Logout] EA  Twinkle
Preferences —
Ryan, Click Here to
Logout Register for
You are invited to register for Twinkle. Twinkle

The benefit of registration include secure email
communications, such as account status
notification, promotions, etc.

Please click on the banner on the right hand side

to register.

Bank XYZ \

203

F1G. 2



CA 02608922 2007-11-15
WO 2006/122387 PCT/CA2006/000425

3/8

301

. .Twinkle (1100

Define my generic Twinkle

Visual Cue Audio Cue
Coffee Cup P|3V Wmd Chime
Use my generic Twinkle for this web site

31
- % Use the following custom Twinkle for this web site

Visual Cue Audio Cue
TarorTies [9] [Py ][ [
333 337

FIG. 3



CA 02608922 2007-11-15

WO 2006/122387 PCT/CA2006/000425
4/8
4035,
-
S
N\
401

Bank XYZ LIOX

Edit View Favorites Tools Help

File

Accounts - [Accounts] [Payment and Transfer) [Messages]
Preferences| | <7f (Preferences) [Logout]

Logout ' 405

FIG. 4



CA 02608922 2007-11-15
WO 2006/122387 PCT/CA2006/000425

5/8

503
>
-
=
AN

507

501

File Edt View Favorites Tools Help

[Pervious] [Reply| [Reply All] [Forward] [Delete] [Next]
From:  "Ryan" <ryan@x-mail.com>
To: "Paul" <paul@y-mail.com>

Subject: Hover Over Message
Date:  Wed, 23 Mar 2005 19:48:01 -0800

Paul,
This is an email from a trusted source.

Please hover over the trustmark to verify. (5”
http://www.mytwinkel.com/verify?id=32302329404 £3,}294027409:
Thanks, 509

Ryan >0 . "
This Is a verified

iﬁ TrustMe email
TrustMe

Start | Webmail | 0000000000004 330PM_

513

FIG. 5



CA 02608922 2007-11-15
WO 2006/122387 PCT/CA2006/000425

6/8

An information sender (e.g., a web site) registers with
a security server to obtain a security key (token)
representative of the sender

An information receiver (e.g., a web user) registers with
the security server to obtain a security key (token)
representative of the receiver

The receiver configures personalized visual/audio cue, the presence
of which indicates the trustworthy of received information

The receiver receives particular information (e.g., a web page)

609

s the particular
information verified to be sent
om the sender ?

yes

Present the personalized
visual/audio cue

611

FIG. 6



CA 02608922 2007-11-15

WO 2006/122387

7/8

701
Start a background process

Load configuration parameters into | 703
the background process (e.g.,
personalized setting of visual/

audio cue, keys, etc.)

705
The background process searches for

a supported window (e.g., support for
DOM)

707

s a
supported window
active ?

no

yes

709
Detect a mouse over event on an

element of a predetermined type in the
supported and active window

711

no Detected ? yes

PCT/CA2006/000425

713

Obtain encrypted information from the
active window

Decrypt the encrypted information
using a recipient private key to 15
determine an identity of the sender
and an encrypted ID

Decrypt the encrypted ID with a sender i
public key to determine the 1D

719

Does the 1D match
the information ?

"°1

yes

: . . 721
Display a visual cue (e.g., in a popup
window near the icon tray of the
desktop) according to the configuration
parameters
723

Optionally present an audio cue
according to the configuration
parameters



CA 02608922 2007-11-15

WO 2006/122387 PCT/CA2006/000425
8/8
801
804
808
803
Memory (e.g., ROM, Volatile RAM,
, Nonvolatile Memory, such as hard
Microprocessor(s) drive, flash memory)
802
Inter-connect
807 806 805

/O Device(s)
(e.g. mouse, or keyboard, or
modem, or network interface,

or printer, or scanner, or video

camera, or speaker)

Display Controller /0
& Display Device Controller(s)

FIG. 8



103 105 109
Web Web coe Secunty
Server X Server Y Server
101

Network (e.g., Intemet, Intranet, Wireless Local Area Network,
Cellular Communication Network etc.)

119

111 113
User Device User Device ‘oo User Device X 121
A B .
Active Document

Browse Process
123

125

Trust Mark ‘ l

131 133

Security Background
Configuration Security
Data Process

1 135

37
Operating Communication
System Module



	Page 1 - abstract
	Page 2 - abstract
	Page 3 - abstract
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - description
	Page 34 - claims
	Page 35 - claims
	Page 36 - claims
	Page 37 - claims
	Page 38 - claims
	Page 39 - claims
	Page 40 - claims
	Page 41 - claims
	Page 42 - claims
	Page 43 - claims
	Page 44 - claims
	Page 45 - claims
	Page 46 - claims
	Page 47 - drawings
	Page 48 - drawings
	Page 49 - drawings
	Page 50 - drawings
	Page 51 - drawings
	Page 52 - drawings
	Page 53 - drawings
	Page 54 - drawings
	Page 55 - abstract drawing

