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(57) ABSTRACT

A channel path error correction system includes a processor
with one or more channels and a switch operatively coupled
to the one or more channels of the processor. The system also
includes an 1/0O device including one or more ports, the [/O
device being operatively coupled to the switch by the one or
more ports; a plurality of control units. Each control unit
includes at least one of the channels and at least one of the
ports and a memory operable for storing information relating
to detected channel path errors associated with each of the
plurality of control units.
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PROACTIVELY REMOVING CHANNEL
PATHS IN ERROR FROM A VARIABLE
SCOPE OF 1I/0 DEVICES

BACKGROUND

[0001] The present disclosure relates to detecting and
removing channel paths from use when errors are detected,
and more specifically, to proactively removing channel paths
from a variable scope of /O devices.

[0002] Input/Output, or I/O devices, are generally con-
nected to a processor via multiple channel paths. These I/O
devices are designed such that they will remain functional as
long as at least one channel path between the processor and
the device is operational.

[0003] Typically, when an I/O operation is executed and an
error is detected on a specific channel path, the operating
system tests the channel path by issuing one or more recovery
related I/O operations. During this process, applications wait
to use the I/O device. If the recovery 1/O operation is unsuc-
cessful, the channel path is removed from the device, the
application /O is resumed and the original I/O operation is
retried. This error recovery processing occurs on a device by
device basis, so if the channel path error is associated with a
hardware component that is shared by multiple devices (e.g.,
channel, channel card, switch, control unit port, control unit
adapter card, fiber optic cables, etc.), each device using that
hardware component will have to encounter the error before
removing the defective channel path from the device.

[0004] The channel path error recovery process negatively
affects application performance by delaying the application
while the operating system performs recovery and then retry-
ing the original I/O request. Furthermore, if an application
uses multiple I/O devices that share the failing channel path,
additional errors will be encountered as each device attempts
to use the failing channel path causing further delays.
[0005] Additionally, certain types of channel path errors are
intermittent in nature, thatis, the application I/O may encoun-
ter an error but the recovery I/O used to test the channel path
is successful and the channel path is therefore not removed
from the device. Intermittent channel path errors negatively
affect performance because applications may encounter
errors multiple times. Typically when intermittent channel
path errors occur, the channel path must be manually removed
from the affected devices to stop errors from occurring.

SUMMARY

[0006] According to one embodiment of the present disclo-
sure, a channel path error correction method includes detect-
ing a channel path error event on an identified channel path;
recording channel path error data associated with the detected
channel path error event; identifying an scope of the channel
path error associated with the identified channel path; deter-
mining if the identified channel path is a defective channel
path based on the scope of the channel path error; and remov-
ing the defective channel path from one or more devices.

[0007] According to another embodiment of the present
disclosure, a channel path error correction system includes a
processor with one or more channels; a switch operatively
coupled to the one or more channels of the processor; an [/O
device including one or more ports, the I/O device being
operatively coupled to the switch by the one or more ports; a
plurality of control units, wherein each control unit includes
at least one of the channels and at least one of the ports; and
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a memory operable for storing information relating to
detected channel path errors associated with each of the plu-
rality of control units.

[0008] According to a further embodiment of the present
disclosure, a channel path error correction method includes:
detecting one or more channel path errors on a channel path;
identifying a defective channel path based on the one or more
channel path errors; removing the defective channel path
from one or more control units for all devices which use those
control units.

[0009] Additional features and advantages are realized
through the techniques of the present invention. Other
embodiments and aspects of the disclosure are described in
detail herein and are considered a part of the claimed inven-
tion. For a better understanding of the disclosure with the
advantages and the features, refer to the description and to the
drawings.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

[0010] The subject matter which is regarded as the inven-
tion is particularly pointed out and distinctly claimed in the
claims at the conclusion of the specification. The forgoing and
other features, and advantages of the invention are apparent
from the following detailed description taken in conjunction
with the accompanying drawings in which:

[0011] FIG. 1 is block diagram of an exemplary 1/O hard-
ware topology configuration in which an embodiment of the
disclosure may be implemented;

[0012] FIG. 2 is a table of channel path information for
various control units in accordance with an exemplary
embodiment;

[0013] FIG. 3 is an illustration of a two dimensional array
for storing channel path error data for multiple channel paths;
[0014] FIG. 4 is an illustration of an array for storing chan-
nel path error data for a channel path illustrating the detection
of a first and second channel path error during a single time
interval;

[0015] FIG. 5 is an illustration of an array for storing chan-
nel path error data for a channel path illustrating the detection
of'a channel path error during a time interval different from
the last time interval, and where the current time interval is
several time intervals from the last time interval;

[0016] FIG. 6 is an illustration of an array for storing chan-
nel path error data for a channel path illustrating the detection
of a channel path error during a time interval that is greater
than the highest time interval that is possible based on the last
time interval in which an error was observed,

[0017] FIG. 7 is a flow diagram illustrating a channel path
error correction method in accordance with an exemplary
embodiment;

[0018] FIG. 8 is a flow diagram illustrating a method for
incrementing an error counter in accordance with an exem-
plary embodiment;

[0019] FIG. 9 is a flow diagram illustrating a method for
determining if an accelerated removal threshold has been met
in accordance with an exemplary embodiment;

[0020] FIG. 10 is a flow diagram illustrating a method for
determining if an error threshold has been met in accordance
with an exemplary embodiment; and

[0021] FIG. 11 is a flow diagram illustrating a method for
identifying a scope of a detected problem and creating a list of
affected devices in accordance with an exemplary embodi-
ment.
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DETAILED DESCRIPTION

[0022] Exemplary embodiments of the disclosure provide
improved resilience following various types of hardware
problems by reducing the time required to recover from chan-
nel path errors. In exemplary embodiments, this may be
accomplished by monitoring channel path errors and recog-
nizing when the number of errors has exceeded a threshold
and by recognizing the scope of the problem and removing
the necessary channel paths from the affected device(s).
[0023] In an exemplary embodiment, determining the
scope ofthe channel path error may be based on knowledge of
the hardware topology, history of past errors, hardware com-
ponents involved in the error and/or the likelihood of a failure
of one component affecting a related component. In one
embodiment, the scope of channel path error may be deter-
mined based on the set of devices that share the same channel
and control unit port as the detecting device. In other exem-
plary embodiment, the scope of channel path error may be
determined based on a larger scope, such as all devices that
that use a common channel, control unit port, channel card
and/or switch.

[0024] Turning now to FIG. 1, a block diagram of an exem-
plary I/O hardware topology configuration in which an
embodiment of the disclosure may be implemented. The
exemplary hardware topology configuration includes a pro-
cessor 100 that includes one or more 1/O cages 102. The /O
cages 102 include one or more channel cards 104, and each
channel card may contain up to four channels 106. The exem-
plary hardware topology configuration also includes a storage
controller 108 that includes one or more enclosures 110. The
enclosures 110 include one or more host adapter cards 112,
where each host adapter card 112 includes up to four control
unit ports 114. Each channel 106 and control unit port 114 are
connected to a switch port on a switch 118. The switch 118
contains one or more port cards, where each port card 116
contains up to two switch ports. As shown in FIG. 1, all of the
channels 106 on a channel card 104 and control unit ports 114
on a host adapter card 112 may be connected to the same
switch 118. In other exemplary embodiments, the channels on
the channel card and control unit ports on the host adapter
card may be connected to various switches. The storage or [/O
controller may control one or more I/O devices. The control-
ler function may be implemented as a physical piece of hard-
ware that is separate from the /O devices or be integrated
with the I/O devices. In an exemplary embodiment, the stor-
age controller is divided into one or more logical controllers
or control units that are responsible for a subset of the [/O
devices for the storage controller, where each control unit is
assigned a unique logical address. The assignment of channel
paths to an I/O device (i.e., channels and CU ports) is done at
a control unit level; therefore, all I/O devices assigned to a
particular control unit have the same channel paths. Other
control units within the storage controller may have the same
or different channel paths. It will be appreciated by those of
ordinary skill in the art that the storage controller 108 is
provided as an exemplary 1/O device and that any type of I/O
device or 1/O device controller may be used.

[0025] Continuing now with reference to FIG. 2, a control
unit table for an exemplary channel path error correction
system is shown. In the exemplary system represented by the
datain FIG. 2, each control unit is assigned two channel paths,
where each channel path consists of a channel and a control
unit port. When an I/O request is issued, the system selects a
channel path, and the I/O request flows through the channel,
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the switch port connected to the channel, the switch port
connected to the control unit port, and the designated control
unit port on the storage controller.

[0026] Inanexemplary embodiment, the channel path error
correction system has no prior history of channel path errors
and the system does not know the likelihood of a failure on
one channel path signaling a problem at a higher level com-
ponent such as a channel card. When a channel path error is
detected for a device, the channel path that the error was
detected on is removed from the device that encountered the
error. In addition, the channel path will be removed for all
devices which are defined for the control unit. For example, if
an error occurs on the first channel path of control unit 1000,
the channel path (i.e., channel 1, control unit port 1) is
removed from all devices for control unit 1000.

[0027] Inanother exemplary embodiment, if more than one
control unit uses the same channel and control unit port for a
channel path then hardware problems will affect each of those
control units. Therefore, if an error is encountered, the chan-
nel path can be removed from all control units that have the
same channel and control unit port. For example, if the chan-
nel path error correction system decides to remove channel
path 1 for all of the devices in control unit 1000, it can also
remove channel path 1 from the devices in control unit 2000
as well, since both control units share the same hardware
components for that channel path (i.e., channel 1, control unit
port 1).

[0028] In another embodiment, a series of errors occurs on
channel path 1 for control unit 1000 and the channel path is
removed from control unit 1000. If this is the first control unit
to encounter an error, the channel path error correction system
can not determine if the problem is the channel, the control
unit port, or some other hardware component. If the problem
is the channel, then the channel path error correction system
could remove the channel paths from all control units using
the same channel, even if the control unit ports are different
(i.e., control unit 3000), or remove the channel path from all
control units using the same control unit ports, even if the
channels are different (i.e., control unit 4000). However, in a
channel path error correction system that is without any prior
history of channel path errors, no additional changes are made
to avoid inadvertently removing an operational channel path,
since it is unable to determine which hardware component is
causing the errors.

[0029] If a series of errors now occur on channel path 1 of
control unit 3000 and the path is removed from control unit
3000, the channel path error correction system can then use
past channel path error history to look for patterns. In both
cases, the same channel (i.e., channel 1) is used for control
units 1000 and 3000 but the control unit ports are different. So
the channel path error correction system can assume that it
more likely that the channel is the problem rather than two
different control unit ports and remove the channel path from
control unit 5000, which is using the same channel (i.e.,
channel 1).

[0030] In some cases prior history of channel path errors
may not be enough to identify the probably source of the
problem. In the previous example where the channel path was
removed from control unit 5000, the channel path error cor-
rection system assumed that since the channel was the com-
mon component in the channel paths for two control units,
that the channel was the problem. It was also assumed that
since two different control unit ports were used in the channel
paths, that the control unit ports were not the problem. How-
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ever, in this case, the two control unit ports are on the same
host adapter card, so it is possible that the host adapter card is
the real source of the problem.

[0031] Inexemplary embodiments, the problem associated
with identifying the source of the channel path error can be
addressed by being more conservative when removing chan-
nel paths from control units that did not encounter an error. In
the above example, instead of proactively removing the path
from control unit 5000 before any errors occur, the channel
path error correction system may require a smaller number of
errors, or an accelerated removal threshold, to occur on that
channel path before removing the channel path. In another
embodiment, the system may wait until any error involving
the same channel that is connected to a control unit port on a
different host adapter card is detected before removing chan-
nel paths that use the same channel. For example, if channel
1 for control unit 5000 was connected to control unit port 5, 6,
7, or 8, which is on a different host adapter card than control
unit ports 1, 2, 3, and 4, then the system can conclude that
channel 1 is the problem since the error occurs even when
control unit ports on different host adapter cards are used.
[0032] Additionally, if the channel path error correction
system has knowledge of the hardware, then it could also be
used to determine the scope of the error. For example, if the
channel path error correction system knows that an error on a
control unit port is almost always caused a hardware compo-
nent common to all control unit ports on the host adapter card,
then the system can proactively remove all channel paths that
use the affected host adapter card. In exemplary embodi-
ments, this knowledge may be implicit or it may be obtained
by the system via a device specific command when the device
is initialized. In addition, the system may obtain information
from all major components along the channel path. For
example, information about the status of the channel hard-
ware components could be obtained from the processor, and
the status of switch hardware components could be obtained
from the switch.

[0033] In exemplary embodiments, feedback information
from the I/O device, such as the storage controller, can also be
used to determine the scope of the channel path error. For
example, if an I/O device is able to identify the failing hard-
ware component, the scope of the channel path error can be
surfaced in the device dependent sense data or can be
obtained via a processor or device specific command. For
example, when a unit check occurs because of a failing or
failed hardware component, the sense data obtained for the
unit check can contain information to identify the failing
component. This information, combined with the information
from the I/O device that enables mapping of hardware com-
ponents to sets of control unit ports, can be used to identify
which devices are affected and remove the proper channel
path(s). Mapping of the hardware components to sets of con-
trol unit may be done as described in U.S. Pat. No. 6,745,347,
the entirety of which is hereby incorporated by reference.

[0034] In exemplary embodiment where channel path
errors are intermittent, the channel path error correction sys-
tem monitors and records channel path errors and determines
when the number of detected channel path errors exceeds a
threshold. Once the system determines that a channel path has
experienced a number of errors that exceeds the threshold, the
system then determines the scope of the problem and removes
the necessary channel paths from the affected device(s), as
discussed in more detail above. To track intermittent channel
path errors the system utilizes both a number of time periods
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or intervals and an error threshold. The number of time inter-
vals specifies the overall length of time to monitor for errors
(e.g., 10 one minute intervals). The error threshold specifies
the minimum number of channel path related errors that must
occur for each interval of time (e.g., each minute) before the
channel path is removed from the affected device(s). For
example, if the time interval is 10 one minute intervals and the
error threshold is twenty, then at least twenty errors must
occur each minute, for ten consecutive minutes, before the
channel path is removed. For intermittent errors, channel path
error data is collected and organized in a way that facilitates
determining whether the channel path errors are occurring at
a rate which affects performance.

[0035] Referring now to FIG. 3, channel path error data for
a particular control unit is stored as a two dimensional array,
where the rows represent individual channel paths and the
columns represent individual time intervals. In exemplary
embodiments, the number of channel path errors is collected
on a control unit basis, where a control unit includes multiple
devices that share the same 1/O topology (same channels and
control unit ports and have the same logical address). The
number of rows in the array is equal to the maximum number
of channel paths defined for the control unit, and the number
of columns in the array represents the number of time inter-
vals (e.g., ten assuming one minute time intervals must be
monitored before an action is taken). The error information
for each channel path is independent from the others.

[0036] As illustrated in FIG. 4, when an error occurs for a
channel path, ifthere are no time slots currently being used by
the channel path, the first time slot’s error count is set to a
value of one. Additionally, if a channel path error falls within
the time interval for the last used time slot, that time slot’s
error count is incremented by one.

[0037] As illustrated in FIG. 5, if the time of the channel
path error is beyond the period of the time for the last used
time slot for the channel path, the appropriate time slot for the
time interval of the error is located, and the error count for any
time slots between the last time slot used and the new time slot
is set to zero. The new time slot then becomes the last used
time slot and is updated with the correct error count. In
exemplary embodiments, when the end of the array is reached
the next time slot will revert back to the first slot of the array.
As illustrated in FIG. 6, if the time of the channel path error is
beyond the highest time interval that is possible based on the
last interval for the channel path, the array for the channel
path is cleared and the first time slot error count is set to one.
[0038] In exemplary embodiments, the system may deter-
mine whether the channel path needs to be removed from one
or more devices when a channel path error occurs by com-
paring the total number of errors during the each time interval
for the affected channel path meets or exceeds the error
threshold value. If the error threshold is met or exceeded, the
system will remove the channel path from the affected device
(s).

[0039] In another exemplary embodiment, the system may
determine whether the channel path needs to be removed
from one or more devices by averaging the number of errors
across the time intervals and comparing that average against
an error threshold value. Additionally, the system may require
that a minimum number of time intervals have non-zero error
counts. In one example, the number of time intervals being
monitored is set to 10 one minute intervals, the error threshold
value is set to five and at least three time intervals must have
non-zero error counts. If twenty path errors occur in time
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intervals 1, 5, and 7, and no errors occur in the other time
intervals, then the error threshold has been met. In another
example, the number of time intervals being monitored is set
10 one minute intervals, the error threshold value is set to five,
and there are no restrictions on the number of time intervals
required to have non-zero error counts. If thirty path errors
occur in time interval 1, twenty path errors occur in time
interval 8 and no errors occur in the other time intervals, or
fifty path errors occur in interval 1 and no errors occur in the
other time intervals, then the error threshold has been met.
[0040] In another exemplary embodiment, the system may
be designed to periodically test channel paths that have been
removed from one or more devices to determine if the channel
paths should be restored. The system may use a test interval
and an error threshold in determining if a channel path should
be restored. The test interval can be either a fixed or variable
time period at which the system tests a previously removed
channel path. For example, once a channel path is removed
the system could test the channel path after five minutes to
determine if it is still experiencing errors. If the channel path
is still experiencing errors in excess of the error threshold, the
system will not restore the channel path and can set a new test
interval. This new time interval could be the same amount of
time, or the time interval could be increased either linearly or
exponentially.

[0041] In other exemplary embodiments, the system may
receive notifications from the processor, switch, or device that
a defective hardware component has been repaired and the
channel path should be restored. In this case, the system may
restore the channel path or test the channel path for errors
before restoring the channel path.

[0042] Turning now to FIG. 7, a flow diagram illustrating a
channel path error correction method in accordance with an
exemplary embodiment is shown. As shown at block 200, the
first step in the channel path error correction method is to
detect an error on a channel path. Next, at block 202, the
channel path error correction method increments an error
counter for the appropriate channel path, an exemplary
method of which is depicted in more detail in FIG. 8 (dis-
cussed in further detail hereinafter).

[0043] Once the error counter has been incremented, the
channel path error correction method may determine if an
accelerated removal threshold has been met, as shown at
decision block 204. An exemplary method for determining if
anaccelerated removal threshold has been met is illustrated in
more detail in FIG. 9 (discussed in further detail hereinafter).
Ifthe accelerated removal threshold has been met, the channel
path error correction system will take action on all devices
sharing the channel and control unit port, as shown at block
206. If the accelerated removal threshold has not been met, or
if the channel path error correction system does not include an
accelerated removal threshold, the method then determines if
the error threshold has been met, as shown at decision block
208. An exemplary method for determining if an error thresh-
old has been met is illustrated in more detail in FIG. 10
(discussed in further detail hereinafter). If the error threshold
has been met, then the method proceeds to block 210 and
identifies the scope of the detected problem and creates a list
of affected devices. An exemplary method for identifying a
scope of a detected problem and creating a list of affected
devices is illustrated in more detail in FIG. 11 (discussed in
further detail hereinafter). As shown at block 212, once the
affected devices have been identified the channel path error
correction method takes action on the affected devices. If the
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error threshold has not been met, the method concludes with-
out removing the channel path.

[0044] Referring now to FIG. 8, a flow diagram illustrating
a method for incrementing an error counter in accordance
with an exemplary embodiment is shown. As shown, the
method keeps track of the number of time intervals in use for
a channel path and a number of errors during each time
interval. When the maximum number of time intervals has
been added to the array for a channel path, the method wraps
around and starts over at the first time interval. In another
embodiment, instead of wrapping and starting over at the first
time interval, the method can shift all of the time slots by the
required number of intervals.

[0045] As shown at block 300, the first step in the method
for incrementing an error counter is to get the current time and
find the last time interval slot for this channel path. At deci-
sion block 302, the method determines if there are any time
intervals slots currently in use. If there are no time interval
slots in use, the last time interval is set to the first slot, as
shown at block 304. If there are slots in use, the number of
intervals between the last time slot and the current time slot is
calculated, as shown at block 306. At decision block 308, the
method checks if the current time is within the last time
interval. If the current time is within the last time interval, the
last time interval slot is used, as shown at block 310. Other-
wise, as shown at decision block 312, the method determines
if the current time is greater than the highest time interval
possible based on the last time interval. If the current time is
greater than the highest time interval possible based on the
last time interval, all intervals for the channel path are cleared
and the last time interval is set to the first slot, as shown at
block 314. Otherwise, the new time interval slot is calculated,
as shown at block 316. At decision block 318, the method
determines if there are time interval gaps between the old and
new last time slots. If there are time interval gaps between the
old and new last time slots the data in those time slots are
cleared, as shown at block 320. The method concludes by
updating the number of errors in the last time interval slot, as
shown at block 322.

[0046] Referring now to FIG. 9, a flow diagram illustrating
a method for determining if an accelerated removal threshold
has been met in accordance with an exemplary embodiment is
shown. The accelerated removal process includes an acceler-
ated removal threshold, which is a reduced number of channel
path errors that will trigger the removal of a channel path. The
accelerated removal process may be used when the channel
path error correction system determines that an error has
occurred for devices sharing the same channel but different
control unit ports or an error has occurred for devices sharing
the same control unit ports but different channels. When an
error condition is detected, the channel path error correction
system can either take action immediately for all devices
sharing the channel or control unit port (that have not already
been affected) or flag the devices for accelerated removal. By
flagging the device for accelerated removal, the system will
take action when a smaller number of errors occur or after a
shorter interval instead of waiting for the required number of
errors to occur over the specified number of intervals.

[0047] The first step in the method for determining if an
accelerated removal threshold has been met is to set the accel-
erated error threshold value to false, as shown at block 400.
The next in the method for determining if an accelerated
removal threshold has been met, as shown at decision block
402, is to determine if the device has been flagged for accel-



US 2013/0080821 Al

erated removal. Ifthe device has been flagged for removal, the
method next determines if there are at least two intervals in
the past ten minutes where the error threshold has been
exceeded, as shown at decision block 404. If there are at least
two intervals in the past ten minutes where the error threshold
has been exceeded, then a result of “true” is returned to
indicate that the accelerated error threshold has been met, as
shown at block 406.

[0048] Referring now to FIG. 10, a flow diagram illustrat-
ing a method for determining if an error threshold has been
met in accordance with an exemplary embodiment is shown.
As discussed in more detail above, various methods for deter-
mining if an error threshold has been met can be used by the
channel path error correction system. For example, an aver-
age the number of errors over a number of intervals can be
used to determine if it is over an average error threshold.
Alternatively, the method can require that a minimum number
of time intervals with a non-zero error count. For example, if
the number of intervals is 10, the threshold is 20 errors and the
minimum number of intervals that must have non-zero error
counts is two, then 200 errors in a single interval over a 10
minute period would not trigger an action to be taken, but 200
errors over 2 intervals in 10 minutes would.

[0049] The first step in the method for determining if deter-
mining if an error threshold has been met is to set the current
interval slot number to the last time interval and to set the
error threshold met variable to true, as shown at block 500.
The next step in the method for determining if determining if
an error threshold has been met, as shown at decision block
502, is to determine if the error count for the current interval
slot is greater than or equal to the error threshold. If the error
count for the current interval slot is less than the error thresh-
old, the error threshold met variable is set to false, as shown at
block 504. Otherwise, the method next determines if the
current interval slot number the first slot in the array, as shown
atdecision block 506. If the current interval slot numberis the
first slot in the array, the interval slot number is set to the last
slot, as shown at block 508. Otherwise the method decre-
ments the interval slot number by one, as shown at block 510.
At decision block 512, the method determines if the required
number of intervals have been checked. If the required num-
ber of intervals have not been checked, the method deter-
mines if the error threshold variable is set to true, as shown at
decision block 514.

[0050] Referring now to FIG. 11, a flow diagram illustrat-
ing a method for identifying a scope of a detected problem
and creating a list of affected devices in accordance with an
exemplary embodiment is shown. As illustrated, the method
includes using any available status information from the /O
device or any hardware in the channel path. In addition the
method includes looking for patterns in channel path error
history. For example, if two devices share the same channel
but have different control unit ports and an error occurs for
both of those devices, then it is more likely that the problem
is the channel instead of the problem being two different
control unit ports.

[0051] As shown at decision block 600, the first step in the
method for identifying a scope of a detected problem and
creating a list of affected devices is to determine if the I/O
completion status information identifies a problem compo-
nent. If the [/O completion status information identifies a
problem component, status information is used to identify all
affected devices, as shown at block 602. Otherwise, the
method determines if the hardware component provides the
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ability to query the health of the component, as shown at
decision block 604. If the hardware component provides the
ability to query the health of the component, the health infor-
mation is retrieved at block 606. At decision block 608, the
method determines if the health information for the hardware
component was successfully retrieved. If so, as shown at
block 610, the component with the broadest scope with health
issues is found and used to identify all affected devices. For
example, the hardware component may return a list of sub-
components that are having problems. The subcomponents
can be ordered in a manner to identify which subcomponent
affects the largest amount of devices. For example, assume
that a storage controller contains multiple I/O enclosures, and
each enclosure contains multiple host adapter cards, and each
host adapter card contains multiple control unit ports. If both
the enclosure and host adapter card are having problems, then
the output for a particular channel path would indicate that the
host adapter card and enclosure are having problems. How-
ever, the enclosure number would be used for identifying the
all of the affected devices because it has the broadest scope.

[0052] Otherwise, as shown at block 612, all other devices
that share the same channel and control unit port are found
and added to the affected device list. Next, a history entry is
created for the affected channel and port, as shown at block
614. Then the history entries are searched and the number of
entries that share a common channel or port are counted, as
shown at block 616. At decision block 618, the method deter-
mines if the number of history entries for the channel exceeds
athreshold. If so, all devices using that channel are found and
added to the affected device list or flagged for accelerated
removal, as shown at block 620. Otherwise, at decision block
622, the method determines if the number of history entries
for the control unit port exceeds a threshold. If so, all devices
using that controlunit port are found and added to the affected
device list or flagged for accelerated removal, as shown at
block 624.

[0053] The terminology used herein is for the purpose of
describing particular embodiments only and is not intended to
be limiting of the disclosure. As used herein, the singular
forms “a”, “an” and “the” are intended to include the plural
forms as well, unless the context clearly indicates otherwise.
It will be further understood that the terms “comprises™ and/
or “comprising,” when used in this specification, specify the
presence of stated features, integers, steps, operations, ele-
ments, and/or components, but do not preclude the presence
or addition of one more other features, integers, steps, opera-
tions, element components, and/or groups thereof.

[0054] The corresponding structures, materials, acts, and
equivalents of all means or step plus function elements in the
claims below are intended to include any structure, material,
or act for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present disclosure has been presented for purposes of
illustration and description, but is not intended to be exhaus-
tive or limited to the disclosure in the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill in the art without departing from the scope and
spirit of the disclosure. The embodiment was chosen and
described in order to best explain the principles of the disclo-
sure and the practical application, and to enable others of
ordinary skill in the art to understand the disclosure for vari-
ous embodiments with various modifications as are suited to
the particular use contemplated
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[0055] The flow diagrams depicted herein are just one
example. There may be many variations to this diagram or the
steps (or operations) described therein without departing
from the spirit of the disclosure. For instance, the steps may
be performed in a differing order or steps may be added,
deleted or modified. All of these variations are considered a
part of the claimed disclosure.
[0056] While the preferred embodiment to the disclosure
had been described, it will be understood that those skilled in
the art, both now and in the future, may make various
improvements and enhancements which fall within the scope
of'the claims which follow. These claims should be construed
to maintain the proper protection for the disclosure first
described.
1. (canceled)
2. (canceled)
3. (canceled)
4. (canceled)
5. (canceled)
6. (canceled)
7. (canceled)
8. A system comprising:
a processor comprising one or more channels;
aswitch operatively coupled to the one or more channels of
the processor;
one or more [/O devices comprising one or more ports, the
one or more I/O devices being operatively coupled to the
switch by the one or more ports;
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a plurality of control units, wherein each control unit con-
trols at least one of the one or more I/O devices and
comprises at least one of the one or more channels and at
least one of the one or more ports; and

a memory operable for storing information relating to
detected channel path errors associated with each of the
plurality of control units.

9. The system of claim 8, wherein the memory for storing
information relating to detected channel path errors com-
prises a two dimensional array associated with each of the
plurality of control units.

10. The system of claim 9, wherein the two dimensional
array associated with each of the plurality of control units
comprises one or more channel paths and one or more time
slots for each channel path.

11. The system of claim 8, wherein the memory stores a
threshold value for a maximum number of allowable channel
path errors.

12. The system of claim 8, wherein the memory is operable
for storing data associated with each of the plurality control
units.

13. (canceled)

14. (canceled)

15. (canceled)

16. (canceled)

17. (canceled)

18. (canceled)

19. (canceled)



