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(57) ABSTRACT 

A method for compressing a set of Small strings may include 
calculating n-gram frequencies for a plurality of n-grams over 
the set of Small strings, selecting a Subset of n-grams from the 
plurality of n-grams based on the calculated n-gram frequen 
cies, defining a mapping table that maps each n-gram of the 
Subset of n-grams to a unique code, and compressing the set 
of small strings by replacing n-grams within each Small string 
in the set of Small strings with corresponding unique codes 
from the mapping table. The method may use linear optimi 
Zation to select a Subset of n-grams that achieves a maximum 
space saving amount over the set of small strings for inclusion 
in the mapping table. The unique codes may be variable 
length one or two byte codes. The set of small Strings may be 
domain names. 
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COMPRESSION OF SMALL STRINGS 

0001. This disclosure is directed to methods, systems, and 
non-transitory computer-readable storage media storing pro 
grams for compressing a set of Small Strings. 

BACKGROUND 

0002 There is often a need to operate on or use a list of 
Small strings, such as domain names, as a single set of data 
that may be loaded into memory. For example, when working 
with domain names, there arises at times a need to operate on 
or use a list of all domain names, or at least a large Subset of 
domain names. However, due to the large number of domain 
names (on the order of 100 million), when operating on or 
accessing a list of all domain names, the operation may be 
limited by available memory. Thus, it becomes important to 
reduce the memory requirement in Such an operation by com 
pressing the domain names within the list. 
0003 General purpose compression algorithms that are 
effective with larger documents or files (such as the LZ family 
of compression algorithms) may be less effective with Small 
strings, and may even result in larger "compressed files or 
outputs. Accordingly, to effectively reduce the size of the 
domain names list and corresponding memory required to 
retain the domain names in memory, a new compression 
scheme tailored to Small strings was developed by the inven 
tors, specifically taking advantage of unique features of small 
strings, domain names in particular. 
0004 Domain names are typically limited to letters (A-Z, 
not case-sensitive), numbers (0-9), and hyphens (-), for a total 
of 37 possible characters. Domain names also typically con 
tain 63 or fewer characters. Thus, the set of characters 
required to represent domain names is limited. Other sets of 
Small strings may possess similar characteristics as domain 
names that limit the number of characters required to fully 
represent the Small strings. Small strings may be defined as 
strings with limited length and/or limited character sets form 
ing the strings. This is as opposed to, for example, lengthy 
strings that may require a large character set for representa 
tion, such as large, complex documents or high-quality pho 
tographs. Examples of Small strings may include domain 
names and physical addresses which may be strings with 
limited length, DNA sequences which may be strings with a 
limited character set forming the strings, and phone numbers 
which may be both strings with limited length and a limited 
character set forming the strings. 
0005 Accordingly, it is an object of embodiments of the 
disclosure to provide methods, systems, and non-transitory 
computer-readable storage media storing programs for com 
pressing a set of Small strings. Other objects and advantages 
of embodiments of the disclosure may be apparent in view the 
description of exemplary embodiments below. 

SUMMARY 

0006. In accordance with an embodiment, a computer 
implemented method for compressing a set of Small strings 
may be provided, the method comprising: (1) calculating, by 
a processor, n-gram frequencies for a plurality of n-grams 
over the set of small Strings; (2) selecting, by the processor, a 
Subset of n-grams from the plurality of n-grams based on the 
calculated n-gram frequencies; (3) defining, by the processor, 
a mapping table that maps each n-gram of the Subset of 
n-grams to a unique code; and (4) compressing, by the pro 
cessor, the set of Small Strings by replacing n-grams within 
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each Small string in the set of Small Strings with correspond 
ing unique codes from the mapping table. 
0007. In the embodiment, the selecting may also include 
calculating, by the processor, a space saving amount for each 
n-gram of the plurality of n-grams as a product of (i) the 
n-gram frequency and (ii) a difference between a character 
length of the n-gram and a length of the unique codes. The 
selecting may also include selecting a number of the n-grams 
with the highest calculated space saving amount as the Subset 
of n-grams. 
0008. In the embodiment, overlapping n-grams may be 
removed from the selected Subset of n-grams. 
0009. In the embodiment, the selecting may also include 
calculating, by the processor, a space saving amount for each 
n-gram of the plurality of n-grams as a product of (i) the 
n-gram frequency and (ii) a difference between a character 
length of the n-gram and a length of the unique codes, and 
using linear optimization to determine and select the Subset of 
n-grams from the plurality of n-grams that achieves a maxi 
mum space saving amount over the set of Small Strings. The 
constraints for the linear optimization may include selecting 
only one n-gram from a set of overlapping n-grams. 
0010. In the embodiment, the mapping table may contain 
256 entries and the unique codes may be fixed single byte 
codes. 
0011. In the embodiment, the mapping table may contain 
65536 entries and the unique codes may be fixed 2-byte 
codes. 
0012. In the embodiment, the unique codes may be vari 
able-length one or two byte codes. 
0013. In the embodiment, the method may also include 
determining, by the processor, an optimum length for the 
unique codes. The determining may include calculating a 
space saving amount over a Subset of Small strings from the 
set of Small strings for each of at least two different unique 
code lengths, and selecting as the optimum length the unique 
code length with the maximum space saving amount over the 
Subset of small Strings. The unique codes may be the optimum 
length. 
0014. In the embodiment, the at least two different unique 
code lengths may include: (1) fixed single byte codes, (2) 
fixed 2-byte codes, and (3) variable-length one or two byte 
codes. 
0015. In the embodiment, the subset of small strings from 
the set of small strings may include the whole set of small 
Strings. 
0016. In the embodiment, the compressing may also 
include, for each Small string in the set of Small Strings, 
replacing n-grams within the Small String with corresponding 
unique codes from the mapping table starting with the longest 
n-gram appearing in both the Small String and the mapping 
table first. 
0017. In the embodiment, the set of small strings may be a 
set of domain names. 
0018. In another embodiment, a system for compressing a 
set of Small strings is provided, and the system may include a 
processor and a memory connected to the processor, the 
memory storing instructions to direct the processor to per 
form operations including: (1) calculating n-gram frequen 
cies for a plurality of n-grams over the set of small strings; (2) 
selecting a Subset of n-grams from the plurality of n-grams 
based on the calculated n-gram frequencies; (3) defining a 
mapping table that maps each n-gram of the Subset of n-grams 
to a unique code; and (4) compressing the set of small strings 
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by replacing n-grams within each small string in the set of 
Small Strings with corresponding unique codes from the map 
ping table. 
0019. In the embodiment, the selecting may also include 
calculating a space saving amount for each n-gram of the 
plurality of n-grams as a product of (i) the n-gram frequency 
and (ii) a difference between a character length of the n-gram 
and a length of the unique codes, and using linear optimiza 
tion to determine and select the Subset of n-grams from the 
plurality of n-grams that achieves a maximum space saving 
amount over the set of Small Strings. The constraints for the 
linear optimization may include selecting only one n-gram 
from a set of overlapping n-grams. 
0020. In the embodiment, the unique codes may be vari 
able-length one or two byte codes. 
0021. In the embodiment, the memory may store further 
instructions to direct the processor to perform operations 
including determining an optimum length for the unique 
codes. The determining may include calculating a space Sav 
ing amount over a Subset of small Strings from the set of small 
strings for each of at least two different unique code lengths, 
and selecting as the optimum length the unique code length 
with the maximum space saving amount over the Subset of 
Small Strings. The unique codes may be the optimum length. 
0022. In another embodiment, a non-transitory computer 
readable storage medium storing instructions for compress 
ing a set of Small Strings is provided. The instructions may 
cause one or more computer processors to perform operations 
according to a method. The method may include: (1) calcu 
lating n-gram frequencies for a plurality of n-grams over the 
set of Small strings; (2) selecting a Subset of n-grams from the 
plurality of n-grams based on the calculated n-gram frequen 
cies; (3) defining a mapping table that maps each n-gram of 
the Subset of n-grams to a unique code; and (4) compressing 
the set of Small strings by replacing n-grams within each 
Small string in the set of Small strings with corresponding 
unique codes from the mapping table. 
0023. In the embodiment, the selecting may also include 
calculating a space saving amount for each n-gram of the 
plurality of n-grams as a product of (i) the n-gram frequency 
and (ii) a difference between a character length of the n-gram 
and a length of the unique codes, and using linear optimiza 
tion to determine and select the Subset of n-grams from the 
plurality of n-grams that achieves a maximum space saving 
amount over the set of Small Strings. The constraints for the 
linear optimization may include selecting only one n-gram 
from a set of overlapping n-grams. 
0024. In the embodiment, the unique codes may be vari 
able-length one or two byte codes. 
0025. In the embodiment, the method may also include 
determining an optimum length for the unique codes. The 
determining may include calculating a space saving amount 
over a Subset of small strings from the set of small strings for 
each of at least two different unique code lengths, and select 
ing as the optimum length the unique code length with the 
maximum space saving amount over the Subset of Small 
strings. The unique codes may be the optimum length. 
0026. Additional objects and advantages of the invention 
will be set forth in part in the description which follows, and 
in part will be obvious from the description, or may be learned 
by practice of the embodiments of the disclosure. The objects 
and advantages of the embodiments will be realized and 
attained by means of the elements and combinations particu 
larly pointed out in the appended claims. 
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0027. It is to be understood that both the foregoing general 
description and the following detailed description are exem 
plary and explanatory only and are not restrictive of the 
embodiments, as claimed. 
0028. The accompanying drawings, which are incorpo 
rated in and constitute a part of this specification, illustrate 
embodiments of the invention and together with the descrip 
tion, serve to explain the principles of the embodiments of the 
disclosure. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0029 FIG. 1 is diagram illustrating an exemplary system 
100 for compressing a set of Small strings. 
0030 FIG. 2 is an exemplary illustration of a method for 
compressing a set of Small strings. 
0031 FIG. 3 is an exemplary illustration of a method for 
calculating n-gram frequencies over the set of Small strings. 
0032 FIG. 4 is an exemplary illustration of a method for 
selecting a Subset of n-grams to be included in the mapping 
table. 
0033 FIG. 5 is an exemplary graphical illustration of an 
exemplary mapping table for n-grams when using a 1-byte 
unique code. 
0034 FIG. 6 is an exemplary illustration of a method for 
compressing the set of Small strings. 

DESCRIPTION OF EXEMPLARY 
EMBODIMENTS 

0035 Reference will now be made in detail to the present 
exemplary embodiments of the disclosure, examples of 
which are illustrated in the accompanying drawings. Wher 
ever possible, the same or similar reference numbers will be 
used throughout the drawings to refer to the same or like parts. 
0036 FIG. 1 is diagram illustrating an exemplary system 
100 for compressing a set of Small Strings. The exemplary 
system 100 includes exemplary system components that may 
be used. The components and arrangement, however, may be 
varied. 
0037. A computer 101 may include a processor 110, a 
memory 120, storage 130, and input/output (I/O) devices (not 
shown). The computer 101 may be implemented in various 
ways. For example, the computer 101 may be a general pur 
pose computer, a server, a mainframe computer, any combi 
nation of these components, or any other appropriate com 
puting device. The computer 101 may be standalone, or may 
be part of a Subsystem, which may, in turn, be part of a larger 
system. 
0038. The system 100 may also include a mapping table 
140 and a domain names database 150. Although FIG. 1 
illustrates the computer 101, the mapping table 140, and the 
domain names database 150 as separate components, the 
mapping table 140 and/or the domain names database 150 
may alternatively be integrated with the computer 101. Addi 
tionally, the mapping table 140 and the domain names data 
base 150 may be integrated into a single database or stored in 
a same memory device. The domain names database 150 may 
be, in other embodiments, a database of other Small strings 
Such as addresses, personal names, company names, etc. that 
will be the subject of the compression. 
0039. The processor 110 may include one or more known 
processing devices, such as a microprocessor from the Pen 
tiumTM or XeonTM family manufactured by IntelTM, the 
TurionTM family manufactured by AMDTM, or any of various 
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processors manufactured by Sun Microsystems. Memory 120 
may include one or more storage devices configured to store 
information used by processor 110 to perform certain func 
tions related to disclosed embodiments. Storage 130 may 
include a volatile or non-volatile, magnetic, semiconductor, 
tape, optical, removable, non-removable, or other type of 
computer-readable medium used as a storage device. 
0040. In one embodiment, memory 120 may include one 
or more programs or Subprograms that may be loaded from 
storage 130 or elsewhere that, when executed by computer 
101, perform various procedures, operations, or processes 
consistent with disclosed embodiments. For example, 
memory 120 may include a compression of Small strings 
program 125 for compressing a set of Small strings according 
to disclosed embodiments. Memory 120 may also include 
other programs that perform other functions and processes, 
Such as programs that provide communication Support, Inter 
net access, etc. and a program for decoding, accessing, and/or 
searching the compressed strings. The compression of Small 
strings program 125 may be embodied as a single program, or 
alternatively, may include multiple Sub-programs that, when 
executed, operate together to perform the function of the 
compression of Small Strings program 125 according to dis 
closed embodiments. 
0041. The computer 101 may communicate over a link 
with a network 160. For example, the link may be a direct 
communication link, a LAN, a WAN, or other suitable con 
nection. The network 160 may include the internet. 
0042. The computer 101 may include one or more I/O 
devices (not shown) that allow data to be received and/or 
transmitted by the computer 101. I/O devices may also 
include one or more digital and/or analog communication 
input/output devices that allow the computer 101 to commu 
nicate with other machines and devices. I/O devices may also 
include input devices such as a keyboard or amouse, and may 
include output devices such as a display or a printer. The 
computer 101 may receive data from external machines and 
devices and output data to external machines and devices via 
I/O devices. The configuration and number of input and/or 
output devices incorporated in I/O devices may vary as appro 
priate for various embodiments. 
0043. As illustrated in FIG. 1, the computer 101 may also 
be communicatively connected to one or more data reposito 
ries, for example, the mapping table 140 and/or the domain 
names database 150. 
0044 An exemplary use of the system 100 will now be 
described by way of example with reference to the method 
illustrated in FIG. 2 
0045 FIG. 2 is an illustration of an exemplary method 200 
for compressing a set of small strings. The exemplary method 
200 illustrated in FIG. 2 can be carried out, for example, using 
the system 100 illustrated in FIG.1, described above. Accord 
ingly, the following description of the method 200 for com 
pressing a set of small strings refers to the components of the 
system 100 illustrated in FIG.1. However, the method could 
be performed by other components or arrangements of com 
ponents not specifically illustrated in FIG. 1. 
0046. In step 210, the computer 101 may obtain a set of 
Small strings for compression. The set of small strings may be 
input by a user, may be received from the network 160, may 
be loaded from memory 120 or storage 130, or may be 
obtained by other means. In one embodiment, the set of small 
strings is a set of domain names. The domain names may be 
obtained from the domain names database 150, or some other 
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Source of domain names. The set may include all domain 
names, domain names in a specific top-level domain (.com, 
.net, etc.), or a Subset of domain names. The domain names 
may be currently registered domain names, previously regis 
tered domain names, or unregistered domain names that have 
been frequently searched, or requested or suggested for reg 
istering. 
0047 While in this exemplary method the computer 101 is 
described as carrying out certain steps, the processor 120, 
other components of the computer 101, or other known com 
ponents not specifically illustrated, could be used to perform 
the method steps. The computer 101 may be a personal com 
puter, a server, an application specific integrated circuit 
(ASIC), a field programmable gate array (FPGA), or any 
other appropriate computing device. 
0048. In step 220, the computer 101 may calculate n-gram 
frequencies over the set of Small strings. Calculating the 
n-gram frequencies may include counting the total frequency 
of occurrences of specific n-grams in the Small strings of the 
set of Small Strings. An exemplary method for calculating 
n-gram frequencies is described with respect to FIG. 3. 
0049. In step 230, the computer 101 may select a subset of 
n-grams. The n-grams may be selected for inclusion in a 
mapping table. The Subset of n-grams may be selected based 
on the n-gram frequencies calculated in step 220. The number 
ofn-grams selected may be based on a size of a mapping table 
and/or a length of a unique code that is used to represent the 
n-grams. An exemplary method for selecting the Subset of 
n-grams is described with respect to FIG. 4. 
0050. In step 240, the computer 101 may define a mapping 
table of n-grams to unique codes. The mapping table may 
include a pre-defined number of entries. The pre-defined 
number of entries may be based on the length of the unique 
code. For example, in one embodiment the unique code used 
to identify a specific n-gram or entry in the mapping table may 
be one byte, in which case the mapping table may have 256 
entries. In another embodiment, the unique code may be two 
bytes, in which case the mapping table may have 65536 
entries. In yet another embodiment, the unique code may be a 
variable-length one or two byte code, in which case the map 
ping table may have 32896 entries. In yet another embodi 
ment, the unique code may be a variable-length one or more 
byte code, in which case the mapping table may have an 
appropriate number of entries to accommodate entries for 
each of the unique codes. An exemplary graphical illustration 
of the mapping table is described with respect to FIG. 5. 
0051. In step 250, the computer 101 may compress or 
encode the set of Small strings. The computer 101 may com 
press or encode the set of Small strings by replacing n-grams 
in each Small string that appear in the mapping table with the 
corresponding unique code for the n-gram. An exemplary 
method for compressing the set of Small strings is described 
with respect to FIG. 6. 
0052. In step 260, the computer 101 may output the com 
pressed set of Small strings. The compressed Small strings 
may be output as individual compressed Small strings, or as 
the whole set of compressed Small strings. The output may be 
to a display, to a network, or to a database. In step 260, the 
computer 101 may alternatively store the compressed set of 
Small strings. The compressed set of Small strings may be 
stored in the memory 120, the storage 130, or any other 
appropriate storage device. In another embodiment, the com 
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pressed set of Small strings may be made available to another 
program that will operate on or otherwise make use of the 
compressed Small Strings. 
0053. The compressed set of small strings, or individual 
Small Strings, may be decompressed or decoded by replacing 
each unique code in the Small string with the corresponding 
entry in the mapping table. In one embodiment, the Small 
strings may be domain names, and the compressed set of 
domain names may be output to a program that searches the 
set of domain names. 
0054 FIG. 3 illustrates a method 300 for calculating 
n-gram frequencies over the set of Small strings. In step 310, 
the computer 101 loads a small string from the set of small 
strings. The method 300 may be repeated for each small string 
in the set of Small strings. 
0055. In step 320, the computer 101 may sequentially 
tokenize the Small string into a set of n-grams. Based on the 
sequential tokenization of the Small string, in step 330, an 
n-gram frequency counter for each n-gram in the Small string 
may be incremented. An example of these steps is illustrated 
below using the small string “hotpad 

(Example 1) 

n = 2 ho O ip pa ad 

n = 3 hot Oip ipa pad 

n = 4 hoip Oipa ipad 

n = 5 hoipa Oipad 

n = 6 hotpad 

0056. In this example, the small string “hotpad' is first 
tokenized into single character Strings (n-grams where n=1). 
In one embodiment, this first step where n=1 may be omitted, 
and all single characters that form the Strings in the Small 
string set may be included in the mapping table. For example, 
in one embodiment, the Small strings are domain names, and 
the set of characters that forms the domain names (A-Z, 0-9, 
and -) are included in the mapping table. 
0057 The sequential tokenization of the string “hotpad” in 
Example 1 continues by then tokenizing the Small string 
"hotpad' into two character Strings (n-grams where n=2). A 
counter for each of these n-grams in incremented to represent 
that the n-gram is present in this string. 
0058 Example 1 continues by tokenizing the small string 
"hotpad' into three, four, and five character strings, and incre 
menting the n-gram counters for each n-gram that is found. 
The sequential tokenization of “hotpad” in Example 1 ends 
when the size of the n-gram is the same as the size of the string 
being tokenized. The string may be considered an n-gram, 
and a corresponding n-gram counter for the Small string may 
be incremented as described above. Although the above 
example describes a method of sequential tokenization that 
starts with shorter n-grams and works toward longer n-grams, 
the order may be reversed or otherwise ordered in alternative 
embodiments. For example, in one embodiment, the longest 
n-grams may be counted first. 
0059. In step 340, the computer 101 may determine 
whether all of the small strings within the set of small strings 
have been tokenized and had their n-grams counted. If there 
are small strings that still need to be processed, operation of 
the method may return to step 310 where a next small string 
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may be loaded and the method repeated. If all of the small 
strings in the set of small Strings have been processed, opera 
tion of the method may end. In one embodiment, operation of 
the method may proceed to step 230 in FIG. 2 if all of the 
Small Strings have been processed. 
0060 FIG. 4 is an exemplary illustration of a method 400 
for selecting a Subset of n-grams to be included in the map 
ping table according to an embodiment. In step 410, the 
computer 101 may calculate a space saving amount for each 
n-gram. The space saving amount may be an amount of 
memory space saved by replacing an n-gram String with its 
corresponding unique code. In one embodiment, the space 
saving amount is calculated as the product of (1) the differ 
ence between the length of the n-gram and the unique code 
and (2) the frequency of the n-gram. For example, if the 
n-gram “ion' is represented using three bytes and appears in 
the set of Small strings 1500 times (an n-gram frequency of 
1500), and the unique code is one byte, the space saving 
amount would be (3-1)*(1500)-3000. The space saving 
amount may be a dimensionless number, or may be repre 
sented in bytes or other memory quantities. A space saving 
amount for each n-gram may be calculated and associated 
with its respective n-gram. 
0061. In step 420, the computer 101 may receive con 
straints that may be used in a linear optimization of the 
n-grams. Constraints may include, for example, limiting the 
number of overlapping n-grams, and limiting the total num 
ber of n-grams selected. Other constraints may be received or 
input to the computer 101 relating to a maximization function 
that may be used to select an optimum Subset of n-grams. 
0062. In step 430, the computer 101 may use linear opti 
mization or linear programming on a maximization function 
to determine the optimum n-grams to be selected for the 
subset to be included in the mapping table. The linear opti 
mization may use known optimization techniques based on 
the constraints provided to the computer 101. 
0063. An example of the linear optimization is described 
below with reference to Example 2. In one embodiment, the 
computer 101 may carry out the linear optimization using 
equations and constraints as illustrated and described in 
Example 2. 

Maximization Equation: 

0.064 
0065 
n-gram; 
0.066 V m is either 1 or 0 and represents whether the mth 
n-gram is selected; 

(Example 2) 

where: 
th a represents the space saving amount of the m 

0067 m represents the number of n-grams over the set of 
Small Strings. 
0068 Constraints: 

v 0 + v 1 + v 2 + v 3 +...+ v m 3S 

v 5 + v 6 <= 1 

v12+ v 15 + v 22 <= 1 

v 2 + v 17 <= 1 
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0069 where: 
0070 S represents the total number of available entries in 
the mapping table. 
0071. The maximization equation may be designed to 
maximize the space savings or compression over the set of 
Small Strings. The maximization equation may represent the 
Sum of the space saving amount for each of the selected 
n-grams. The constraints may include a constraint that limits 
the total number of n-grams selected based on the number of 
available entries in the mapping table. The constraints may 
also include constraints that limit overlapping n-grams from 
being selected. The constraints may also include weighting 
certain variables to favor shorter or longer n-grams. 
0072. Overlapping n-grams are n-grams that are contained 
in other n-grams. For example, in Example 2 above, if V 5 
represents “tion' and V 6 represents “ion, V 5 and V 6 are 
considered to be overlapping n-grams. The constraint V +V 
6<=1 limits the maximization function so that only at most 
one of “tion' and “ion' is selected. Similarly, in Example 2 
above, if V 12 represents “ther, v 15 represents “her, and 
V 22 represents “he”, the three n-grams are considered over 
lapping n-grams. The constraint V 12+V 15+V 22<=1 lim 
its the maximization function so that only at most one of 
“ther', 'her', and “he” is selected. In one embodiment, the 
constraint for sets of overlapping n-grams may allow more 
than one, but less than all of the overlapping n-grams to be 
selected. For example, the constraint of Example 2 may be 
V 12+ V 15+V 22<=2 in another embodiment. 
0073. In one embodiment, the method 400 for selecting a 
Subset of n-grams to be included in the mapping table may 
include only step 410, and the Subset of n-grams may be 
selected based only on the space saving amount calculated for 
each n-gram. In this embodiment, the n-grams with the high 
est space saving amount are selected. The number of n-grams 
selected may depend on the size of the mapping table. The 
number of n-grams selected may also depend on the number 
of characters in the character set used to represent all of the 
Small Strings. In this embodiment, overlapping n-grams may 
be removed from the selected subset and replaced by the next 
highest ranking n-grams. 
0074 FIG. 5 is an exemplary graphical illustration of a 
mapping table 500 for n-grams according to embodiments of 
the disclosure. The mapping table 500 may be used when the 
compression uses a 1-byte unique code or 1-byte encoding. 
Each entry in the mapping table 500 is referenced by its 
unique code ranging from “00 to “FF, which may represent 
its place in the mapping table 500. For example, “a” is rep 
resented by the 1-byte code “00”, “b' is represented by “01’, 
'c' is represented by “02', etc. The n-grams are similarly 
referenced, for example, with “the being represented by 
“25”, “it’ being represented by “2F, etc. 
0075. The selected subset of n-grams from step 230 in 
FIG. 2 may be mapped to a mapping table similar to the 
mapping table 500. The mapping table may also include 
entries for characters in the character set used to construct the 
set of small strings. The mapping table 500 in FIG. 5 may 
illustrate an embodiment where the Small strings are domain 
names, and the character set used to construct the domain 
names includes the letters A-Z, the numbers 0-9, and the 
hyphen symbol (-). Because the character set for the small 
strings includes 37 characters, the mapping table 500 includes 
37 entries for the individual characters, and 219 (256 minus 
37) entries reserved for n-grams. In this embodiment, the 
computer 101 may select 219 n-grams in the subset of 
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n-grams to be included in the mapping table. If more or fewer 
n-grams are selected, the mapping table may include empty 
entries, or the mapping table may include as many entries as 
possible, with excess in-grams being excluded from the table. 
(0076. The mapping table 500 in FIG. 5 illustrates a num 
ber of overlapping n-grams, such as "sion”, “ion' and “on”. In 
Some embodiments, some of these overlapping n-grams may 
be removed or not included in the mapping table so that only 
one n-gram of the overlapping set is included in the mapping 
table. This may be because, although all of “sion’ “ion' and 
“on” may have large calculated space saving amounts, the 
space savings may be largely cumulative, such that, for 
example, by including "sion' in the mapping table, the addi 
tional space savings due to “ion' may be much less than the 
calculated space savings amount due to the overlap. 
(0077. In the embodiment illustrated in FIG. 5, the single 
characters are entered at the beginning of the mapping table 
500, followed by the n-grams. The n-grams listed in the 
mapping table 500 are exemplary only, and in practice of the 
embodiment, the remainder of the table would typically be 
filled with n-grams. 
0078. In another embodiment, the mapping table may be 
based off of a standard ASCII table. That is, the single char 
acters in the mapping table may retain their standard 1-byte 
ASCII representation, while unused characters in the ASCII 
table are replaced with selected n-grams. In this way, the 
single characters in the Small strings may not need to be 
replaced with a unique code, because the unique code for 
single characters will be the same as the ASCII representa 
tion. Similarly, where other forms of character representation 
are used. Such as Unicode, the mapping table may be designed 
to maintain the unique code for single characters. 
(0079 Although embodiments illustrated in FIG.5 include 
a single byte unique code, in other embodiments, multi-byte 
codes or variable length codes may be used. For example, a 
2-byte unique code mapping table would include 65536 
entries with codes from "0000” to “FFFF. 2-byte encoding 
may be used with Small strings that are originally represented 
using Unicode. Three and four byte unique codes may be 
used, as well as any other length. In one embodiment, fixed 
bit-lengths may be used that are not complete bytes. Such as 
10bits. Increasing the byte representation length allows more 
n-grams to be represented in the mapping table, which may 
further increase the compression capabilities of the algo 
rithm, but increasing the byte representation length also 
increases the size of the mapping table, which may be 
required to be loaded in memory, thus increasing the memory 
requirements. These tradeoffs from increasing the byte rep 
resentation length may be taken into consideration when 
determining which representation length to use for a particu 
lar application. 
0080 Embodiments of the disclosure are not limited to 
fixed length byte compression mapping, but can be performed 
with variable-length byte mapping. With a variable 1-2 byte 
representation, the first bit of the unique code may signal 
whether 1 or 2 bytes are being used, leaving 128 places in the 
1 byte representation and 32768 places in the 2 byte repre 
sentation. In some applications of Small string compression, 
1-byte and 1-2 byte variable length mapping have been found 
to be the most effective. 
I0081 Variable length mapping may be especially effective 
in applications where the Small strings include relatively few 
n-grams that appear with a high frequency. For example, in 
one embodiment, the Small strings may be addresses. Some 
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n-grams that may occur frequently in addresses may include 
“street”, “drive”, “lane”, “boulevard”, “north”, “east, etc. 
These n-grams may be included in the 128 entries in the 
1-byte portion of the mapping table because they will be used 
most frequently for compression. Other n-grams may be 
included in the 2-byte portion of the mapping table, which 
may not provide as much compression as the 1-byte portion, 
allows a much larger number of n-grams to be included. Thus, 
the variable length mapping may be more effective than 
strictly one or two byte mapping. 
0082 Advantages of using fixed length 1-byte encoding 
include that the maximization problem may be relatively easy 
to build and solve, the encoding and decoding may be rela 
tively quick, and the memory requirements for the mapping 
table may be minimal. Advantages of using variable length 
encoding include a potential for better overall compression. 
0083. In a test compressing 100,000 domain names from 
the .com Zone according to a method of an embodiment of the 
disclosure, a 35% size improvement was measured between 
the uncompressed and compressed domain names using a 
fixed length 1-byte encoding, and a 45% size improvement 
was measured using variable length 1-2 byte encoding. In the 
fixed length 1-byte case, only 2% of the domain names had 
the same length after compression, and in the variable length 
case, only 4% of the domain names had the same length after 
compression. None of the domain names was larger after 
compression using either scheme. 
0084. In one embodiment, the computer 101 may perform 
an additional step of determining the best byte representation 
scheme (1 byte encoding, 2 byte encoding, variable 1-2 byte 
encoding, etc.) for the unique codes prior to defining the 
mapping table. In one embodiment, the determination may be 
made by using at least two different byte representation 
schemes, comparing the compression obtained using the dif 
ferent representation schemes, and selecting the compression 
scheme that achieves the best compression. For example, 
given a set of Small strings, the computer 101 may perform 
steps 220 to 250 using a 1-byte unique code and correspond 
ing mapping table and determine a compression achieved 
using the 1-byte unique code. The computer 101 may then 
repeat steps 220 to 250 using a 2-byte unique code and cor 
responding mapping table and determine a compression 
achieved using the 2-byte unique code. The computer 101 
may then select the representation scheme that achieved the 
best compression of the set of Small strings. In another 
embodiment, the computer 101 may select the best unique 
code length based on other factors, for example, available 
memory for storing the mapping table, compatibility with 
other system components, unique code lengths used for simi 
lar sets of Small strings, etc. 
I0085 FIG. 6 is an exemplary illustration of a method 600 
for compressing the set of small strings according to embodi 
ments of the disclosure. In step 610, the computer 101 may 
parse a small string. The computer 101 may parse the Small 
string in order to match or identify n-grams within the Small 
string that are also present in the mapping table. 
I0086. In step 620, the computer 101 may replace n-gram 
strings in the Small String with the corresponding unique 
codes from the mapping table, until no more n-gram Strings 
are present in the Small string that are also present in the 
mapping table. The computer 101 may replace larger n-grams 
first so that maximum compression may be achieved. The 
computer 101 may alternatively approach the replacement of 
n-gram Strings as a knapsack problem, and use an appropriate 
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knapsack algorithm to maximize the replacement of n-grams 
strings in the Small string. Other resource allocation algo 
rithms may be used in other embodiments. 
I0087. In step 630, the computer 101 may then replace the 
remaining individual characters in the Small string with the 
corresponding unique codes for the individual characters. In 
step 640, the computer 101 may determine whether all of the 
Small Strings within the set of Small Strings have been parsed 
and replaced with unique codes. If there are Small Strings that 
still need to be processed, operation of the method may return 
to step 610 where a next small string may be loaded and the 
method repeated. If all of the small strings in the set of small 
strings have been processed, operation of the method may 
end. In one embodiment, operation of the method may pro 
ceed to step 260 in FIG. 2 if all of the small strings have been 
processed. 
I0088. The exact order and method of replacement of 
n-gram strings may be stored, and a later program searching 
for a small string may use the same replacement method to 
compress the search term. In this manner, the compressed set 
of Small strings may be searched without decompressing or 
decoding the entire set. 
I0089. An example of the steps 610 to 630 is provided 
below. In the example, the Small string being compressed is 
“domainname', and a partial mapping table is included using 
1-byte unique codes. 

Parse Small String (Example 3) 

d O i C i it. it. C it 8 

do on na ai in iii. i ii i8 

don Ona mai ain inn inna nan ame 

doma Omai main ainn inna innan name 

domainnan Omainname 

Partial Mapping Table 

0090. In step 630 in Example 3, the string “domainname’ 
would be compressed to (do)m(ai)n (name), where the strings 
in parentheses are represented by a unique code for the 
n-gram String, and the individual characters mand n would be 
represented by their unique code. The actual representation 
(using ASCII for the individual characters), may be "006D 01 
6E 02'. Thus, while “domainname' was originally repre 
sented using 10 bytes, after compression, it is represented 
using only 5 bytes. 
0091. In another embodiment, the small string may not be 
parsed in step 610, but instead entries in the mapping table 
may be sequentially compared to the Small string to deter 
mine whether the n-gram entry is present in the Small String. 
0092. Other embodiments of the invention will be appar 
ent to those skilled in the art from consideration of the speci 
fication and practice of the invention disclosed herein. In 
particular, non-dependent steps may be performed in any 
order, or in parallel. It is intended that the specification and 
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examples be considered as exemplary only, with a true scope 
and spirit of the invention being indicated by the following 
claims. 
What is claimed is: 
1. A computer-implemented method for compressing a set 

of Small Strings, the method comprising: 
calculating, by a processor, n-gram frequencies for a plu 

rality of n-grams over the set of Small Strings; 
Selecting, by the processor, a Subset of n-grams from the 

plurality of n-grams based on the calculated n-gram 
frequencies; 

defining, by the processor, a mapping table that maps each 
n-gram of the Subset of n-grams to a unique code; and 

compressing, by the processor, the set of Small strings by 
replacing n-grams within each Small string in the set of 
Small Strings with corresponding unique codes from the 
mapping table. 

2. The method according to claim 1, the selecting further 
comprising: 

calculating, by the processor, a space saving amount for 
each n-gram of the plurality of n-grams as a product of 
(1) the n-gram frequency and (2) a difference between a 
character length of the n-gram and a length of the unique 
codes; and 

Selecting a number of the n-grams with the highest calcu 
lated space saving amount as the Subset of n-grams. 

3. The method according to claim 2, wherein overlapping 
n-grams are removed from the selected Subset of n-grams. 

4. The method according to claim 1, the selecting further 
comprising: 

calculating, by the processor, a space saving amount for 
each n-gram of the plurality of n-grams as a product of 
(1) the n-gram frequency and (2) a difference between a 
character length of the n-gram and a length of the unique 
codes; and 

using linear optimization to determine and select the Subset 
of n-grams from the plurality of n-grams that achieves a 
maximum space saving amount over the set of Small 
Strings: 

wherein constraints for the linear optimization include 
Selecting only one n-gram from a set of overlapping 
n-grams. 

5. The method according to claim 1, wherein the mapping 
table contains 256 entries and the unique codes are fixed 
single byte codes 

6. The method according to claim 1, wherein the mapping 
table contains 65536 entries and the unique codes are fixed 
2-byte codes. 

7. The method according to claim 1, wherein the unique 
codes are variable-length one or two byte codes. 

8. The method according to claim 1, further comprising: 
determining, by the processor, an optimum length for the 

unique codes, the determining including: 
calculating a space saving amount over a Subset of small 

strings from the set of Small Strings for each of at least 
two different unique code lengths; and 

Selecting as the optimum length the unique code length 
with the maximum space saving amount over the Sub 
set of Small strings; 

wherein the unique codes are the optimum length. 
9. The method according to claim 8, wherein the at least 

two different unique code lengths includes: (1) fixed single 
byte codes, (2) fixed 2-byte codes, and (3) variable-length one 
or two byte codes. 
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10. The method according to claim 8, wherein the subset of 
Small Strings from the set of Small strings includes the whole 
set of Small strings. 

11. The method according to claim 1, the compressing 
further comprising: 

for each Small String in the set of Small Strings, replacing 
n-grams within the Small string with corresponding 
unique codes from the mapping table starting with the 
longest n-gram appearing in both the Small string and the 
mapping table first. 

12. The method according to claim 1, wherein the set of 
Small Strings is a set of domain names. 

13. A system for compressing a set of Small strings, the 
system comprising: 

a processor; and 
a memory connected to the processor, the memory storing 

instructions to direct the processor to perform operations 
comprising: 
calculating n-gram frequencies for a plurality of 

n-grams over the set of Small strings; 
Selecting a Subset of n-grams from the plurality of 

n-grams based on the calculated n-gram frequencies; 
defining a mapping table that maps each n-gram of the 

Subset of n-grams to a unique code; and 
compressing the set of Small strings by replacing 

n-grams within each Small string in the set of Small 
strings with corresponding unique codes from the 
mapping table. 

14. The system according to claim 13, the selecting further 
comprising: 

calculating a space saving amount for each n-gram of the 
plurality of n-grams as a product of (1) the n-gram fre 
quency and (2) a difference between a character length 
of the n-gram and a length of the unique codes; and 

using linear optimization to determine and select the Subset 
of n-grams from the plurality of n-grams that achieves a 
maximum space saving amount over the set of Small 
Strings: 

wherein constraints for the linear optimization include 
Selecting only one n-gram from a set of overlapping 
n-grams. 

15. The system according to claim 13, wherein the unique 
codes are variable-length one or two byte codes. 

16. The system according to claim 13, the memory storing 
further instructions to direct the processor to perform opera 
tions comprising: 

determining an optimum length for the unique codes, the 
determining including: 
calculating a space saving amount over a Subset of small 

strings from the set of small Strings for each of at least 
two different unique code lengths; and 

Selecting as the optimum length the unique code length 
with the maximum space saving amount over the Sub 
set of Small strings; 

wherein the unique codes are the optimum length. 
17. A non-transitory computer-readable storage medium 

storing instructions for compressing a set of small Strings, the 
instructions causing one or more computer processors to per 
form operations according to a method, the method compris 
ing: 

calculating n-gram frequencies for a plurality of n-grams 
over the set of Small strings; 

selecting a Subset of n-grams from the plurality of n-grams 
based on the calculated n-gram frequencies; 
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defining a mapping table that maps each n-gram of the 
Subset of n-grams to a unique code; and 

compressing the set of Small strings by replacing n-grams 
within each Small string in the set of Small strings with 
corresponding unique codes from the mapping table. 

18. The storage medium according to claim 17, the select 
ing further comprising: 

calculating a space saving amount for each n-gram of the 
plurality of n-grams as a product of (1) the n-gram fre 
quency and (2) a difference between a character length 
of the n-gram and a length of the unique codes; and 

using linear optimization to determine and select the Subset 
of n-grams from the plurality of n-grams that achieves a 
maximum space saving amount over the set of Small 
Strings: 

wherein constraints for the linear optimization include 
Selecting only one n-gram from a set of overlapping 
n-grams. 

19. The storage medium according to claim 17, wherein the 
unique codes are variable-length one or two byte codes. 

20. The storage medium according to claim 17, the method 
further comprising: 

determining an optimum length for the unique codes, the 
determining including: 
calculating a space saving amount over a Subset of small 

strings from the set of Small Strings for each of at least 
two different unique code lengths; and 

Selecting as the optimum length the unique code length 
with the maximum space saving amount over the Sub 
set of Small strings; 

wherein the unique codes are the optimum length. 
k k k k k 

Jul. 4, 2013 


