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PHOTOGRAPHING METHOD AND
APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a Bypass continuation applica-
tion of PCT International Application No. PCT/CN2022/
131267 filed on Nov. 11, 2022, which claims priority to
Chinese Patent Application 202111346431.X, filed with the
China National Intellectual Property Administration on Nov.
12, 2021 and entitled “PHOTOGRAPHING METHOD
AND APPARATUS”, which are incorporated herein by
reference in their entireties.

TECHNICAL FIELD

[0002] This application pertains to the technical field of
electronic devices and specifically relates to a photographing
method and apparatus.

BACKGROUND

[0003] With the continuous development of photograph-
ing technology, the photographing functions of terminal
devices are becoming increasingly sophisticated, leading
more users to choose terminal devices for photographing.
Especially the front-facing cameras of terminal devices
allow users to take photos of themselves without the need for
assistance from others, satisfying photographing needs of
users and facilitating the operation of taking photos.
[0004] When using a front-facing camera to take photos,
such as in selfie mode, users sometimes wish to capture
images with different eye expressions. Therefore, users may
continuously adjust the direction they are looking at. At this
time, although the eyes may see the preview screen, they
may not see themselves within the preview screen, prevent-
ing users from observing their facial state through the
preview screen to confirm the photographing effect. Alter-
natively, to check their facial state, users may shift their gaze
back and forth between the preview screen and the camera,
which may change the facial state, leading to the need for
readjusting the facial state.

[0005] In summary, in the prior art, the gaze direction of
a user during photographing may affect the photographing.

SUMMARY

[0006] The purpose of embodiments of this application is
to provide a photographing method and apparatus.

[0007] In a first aspect, an embodiment of this application
provides a photographing method, where the method
includes:

[0008] obtaining an eyeball gaze position of a user
when a front-facing camera is activated to shoot an
image; and

[0009] performing a preset processing operation when
the gaze position is not concentrated in a fixed region
within a first preset duration; where

[0010] the preset processing operation includes display-
ing a facial image of a first user in a preview image at
the gaze position or displaying the facial image of the
first user in the preview image at a target position on the
screen; where the target position is within a first preset
region range of the front-facing camera.
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[0011] In a second aspect, an embodiment of this appli-
cation provides a photographing apparatus, where the appa-
ratus includes:

[0012] a first obtaining module, configured to obtain an
eyeball gaze position of a user when a front-facing
camera is activated to shoot an image; and

[0013] a processing module, configured to perform a
preset processing operation when the gaze position is
not concentrated in a fixed region within a first preset
duration; where

[0014] the preset processing operation includes display-
ing a facial image of a first user in a preview image at
the gaze position or displaying the facial image of the
first user in the preview image at a target position on the
screen; where the target position is within a first preset
region range of the front-facing camera.

[0015] In athird aspect, an embodiment of this application
provides an electronic device, where the electronic device
includes a processor, a memory, and a program or an
instruction stored on the memory and capable of running on
the processor. When the program or instruction is executed
by the processor, the steps of the photographing method
according to the first aspect are performed.

[0016] In a fourth aspect, an embodiment of this applica-
tion provides a non-transitory readable storage medium,
where the non-transitory readable storage medium stores a
program or an instruction, and when the program or instruc-
tion is executed by a processor, the steps of the photograph-
ing method according to the first aspect are performed.
[0017] In a fifth aspect, an embodiment of this application
provides a chip, where the chip includes a processor and a
communications interface, the communications interface is
coupled to the processor, and the processor is configured to
run a program or an instruction to perform the steps of the
photographing method according to the first aspect.

[0018] Ina sixth aspect, an embodiment of this application
provides a computer program product, where the program
product is stored on a non-volatile storage medium, and the
program product is executed by at least one processor to
perform the steps of the method according to the first aspect.
[0019] In a seventh aspect, an embodiment of this appli-
cation provides an electronic device, where the electronic
device is configured to execute the method according to the
first aspect.

BRIEF DESCRIPTION OF DRAWINGS

[0020] FIG. 1 is a schematic flowchart illustrating the
photographing method according to an embodiment of this
application;

[0021] FIG. 2 is a first schematic diagram of an example
according to an embodiment of this application;

[0022] FIG. 3 is a second schematic diagram of an
example according to an embodiment of this application;
[0023] FIG. 4 is a third schematic diagram of an example
according to an embodiment of this application;

[0024] FIG. 5 is a fourth schematic diagram of an example
according to an embodiment of this application;

[0025] FIG. 6 is a schematic block diagram of a photo-
graphing apparatus according to an embodiment of this
application;

[0026] FIG. 7 is a first schematic block diagram of an
electronic device according to an embodiment of this appli-
cation; and
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[0027] FIG. 8 is a second schematic block diagram of an
electronic device according to an embodiment of this appli-
cation.

DESCRIPTION OF EMBODIMENTS

[0028] The following clearly describes the technical solu-
tions in the embodiments of this application with reference
to the accompanying drawings in the embodiments of this
application. Apparently, the described embodiments are only
some rather than all of the embodiments of this application.
All other embodiments obtained by persons of ordinary skill
in the art based on the embodiments of this application shall
fall within the protection scope of this application.

[0029] The terms “first”, “second”, and the like in this
specification and claims of this application are used to
distinguish between similar objects rather than to describe a
specific order or sequence. It should be understood that
terms used in this way are interchangeable in appropriate
circumstances such that the embodiments of this application
can be implemented in an order other than those illustrated
or described herein. In addition, “first” and “second” are
typically used to distinguish between objects of a same type
but do not limit quantities of the objects. For example, there
may be one or more first objects. In addition, in this
specification and claims, “and/or” indicates at least one of
the connected objects, and the character “/”” generally indi-
cates an “or” relationship between the contextually associ-
ated objects.

[0030] The following is a detailed explanation of the
photographing method according to an embodiment of this
application, in conjunction with the accompanying draw-
ings, through specific embodiments and their application
scenarios.

[0031] FIG. 1 is a schematic flowchart illustrating a pho-
tographing method according to an embodiment of this
application, which is applicable to electronic devices with
front-facing cameras such as mobile phones, tablet comput-
ers, cameras, and the like.

[0032] The photographing method may include the fol-
lowing steps.
[0033] Step 101: Obtain an eyeball gaze position of a user

when a front-facing camera is activated to capture images.
[0034] When a person’s eyes look in different directions,
subtle changes occur in the eyes, which produce extractable
features. Based on these features, eye tracking can be
achieved, thus determining the eyeball gaze position (that is,
a visual focus position). For the extraction of eye features,
the front-facing infrared sensor of the electronic device (that
is, the infrared sensor disposed on the same side of the
electronic device as the front-facing camera) can be used to
capture the state of the eyes, and then feature extraction can
be performed based on the captured eye state. Certainly,
apart from using the front-facing infrared sensor, the facial
image captured by the front-facing camera can also be used,
and then feature extraction can be performed based on the
eye image in the facial image.

[0035] The front-facing camera is generally the camera
used to capture images in selfie mode. Typically, in selfie
mode, the user, camera, and screen are on the same side of
the electronic device.

[0036] Step 102: Perform a preset processing operation
when the gaze position is not concentrated in a fixed region
within a first preset duration.
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[0037] The preset processing operation may include: dis-
playing a facial image of a first user in a preview image at
the gaze position or displaying the facial image of the first
user in the preview image at a target position on the screen;
where the target position is within a first preset region range
of the front-facing camera. The first preset region range is a
region range close to the front-facing camera. Displaying the
facial image of the first user within the first preset region
range makes the gaze of a user more inclined to look towards
the front-facing camera.

[0038] When the user adjusts their eye expression to
capture images with different eye expressions through the
front-facing camera, causing the gaze of the user to not
concentrate in a fixed region within a certain period (that is,
the first preset duration), the facial image of the first user in
the preview image can be extracted and displayed at the gaze
position. This allows the facial image of the first user to
move with the change of the gaze position, enabling the first
user to view their facial state in real-time, thus solving the
problem where the user, able to see the preview image but
not their own facial image, finds it difficult to confirm their
facial state. As shown in FIG. 2, if the current gaze position
of the user is A, then the extracted facial image is displayed
at position A. When the gaze position of a user changes from
A to B, then the extracted facial image is displayed at
position B, as shown in FIG. 3.

[0039] When the user wants to check their appearance and
also look towards the front-facing camera, causing the gaze
of the user not to be concentrated in a fixed region with a
period of time (that is, the first preset duration), the facial
image of the first user in the preview image can be extracted
and displayed at a position close to the front-facing camera
(that is, the target position) for the user to view. This helps
prevent the user from moving their gaze too far away from
the camera while attempting to check their appearance.

[0040] In the embodiments of this application, corre-
sponding processing operations are executed based on the
eyeball gaze position of a user when the front-facing camera
of an electronic device is used to capture images, assisting
the user in photographing and meeting a greater range of the
photographing needs of users.

[0041] As an optional embodiment, when the preview
image includes at least two facial images, the facial image
of a first user can be at least one of the facial images in the
preview image. The facial image of the first user can be
selected by the user or automatically determined by the
system. In a case that the facial image of the first user is
automatically determined by the system, among all users
corresponding to the facial images, the user whose distance
from the front camera is greater than or equal to a preset
value can be determined as the first user. For users whose
distance is less than the preset value, since they are far from
the front-facing camera, they can be considered as users who
accidentally entered the camera’s view.

[0042] As an optional embodiment, before the performing
a preset processing operation when the gaze position is not
concentrated in a fixed region within a first preset duration
in step 102, the photographing method may further include:

[0043] obtaining a preset number of gaze position coor-
dinates of the user’s eyeballs on the screen within the
first preset duration; and in a case that the number of
second gaze position coordinates within a second preset
region range of each first gaze position coordinate is
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less than a first preset value, determining that the gaze

position is not concentrated in a fixed region within the

first preset duration.
[0044] The first gaze position coordinate is one of the gaze
position coordinates obtained within the first preset duration,
and the second gaze position coordinates are gaze position
coordinates obtained within the first preset duration, exclud-
ing the first gaze position coordinate.
[0045] Inthe embodiments of this application, when deter-
mining whether the gaze position is concentrated in a fixed
region within the first preset duration, a preset number of
gaze position coordinates of the user’s eyeballs on the screen
can be obtained within the first preset duration. Then,
according to the order in which the gaze position coordinates
are obtained, each gaze position coordinate obtained within
the first preset duration can be determined as the first gaze
position coordinate in turn, and it can be judged whether the
number of the second gaze position coordinates included
within the second preset region range of each first gaze
position coordinate is greater than or equal to the first preset
value. If there is such a first gaze position coordinate, that is,
there is a first gaze position coordinate for which the number
of the second gaze position coordinates included within the
second preset region range is greater than or equal to the first
preset value, it is considered that the gaze position is
concentrated in a fixed region within the first preset duration.
If there is no such gaze position coordinate, that is, the
number of the second gaze position coordinates included
within the second preset region range of all first gaze
position coordinates is less than the first preset value, it is
considered that no gaze position is concentrated in a fixed
region within the first preset duration.
[0046] It should be noted that the above processing pro-
cess can be performed periodically with the first preset
duration as a cycle, that is, every first preset duration, it is
determined whether the gaze position is concentrated in a
fixed region within the first preset duration. The first preset
value is greater than or equal to half of the preset number.
[0047] Optionally, the embodiments of this application
provide a specific implementation method for determining
whether the gaze position is concentrated in a fixed region
within the first preset duration based on the number of the
second gaze position coordinates included within the second
preset region range of the first gaze position coordinate, as
described below.
[0048] The situation where the number of the second gaze
position coordinates included within the second preset
region range of each first gaze position coordinate is less
than the first preset value, determining that the gaze position
is not concentrated in a fixed region within the first preset
duration, may include:

[0049] obtaining a preset number of gaze position coor-
dinates of the user’s eyeballs on the screen within the
first preset duration according to a preset sampling rate;
determining, one by one, the number of the second gaze
position coordinates in the first preset circle corre-
sponding to each first gaze position coordinate; and in
a case that the number of the second gaze position
coordinates in all first preset circles is less than the first
preset value, determining that the gaze position is not
concentrated in a fixed region within the first preset
duration.

[0050] The first preset circle is a circle with the target
point on the circumference curve of a second preset circle as
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the center and a second preset value as the radius; and the
second preset circle is a circle with the first gaze position
coordinate as the center and the second preset value as the
radius; and the circumference curve of each second preset
circle is evenly distributed with the third preset value of
target points.

[0051] The region range of all first preset circles corre-
sponding to a first gaze position coordinate is the second
preset region range.

[0052] For a better understanding of the above embodi-
ments, the following is a further explanation with an
example.

[0053] Based on the preview screen S, a Cartesian coor-
dinate system is established, with the lower-left corner point
of the preview screen S as the origin of the Cartesian
coordinate system.

[0054] Assume that the first preset duration is 5 seconds
and the preset sampling frequency is 60 Hz; that is, eye
tracking is performed every 5 seconds at a sampling rate of
60 Hz. Assume that a set E0 is obtained every 5 seconds, E0
is a collection of gaze position coordinates of the user
obtained within 5 seconds, which includes 300 coordinate
points, that is, E0=(el, €2, . . ., ¢300).

[0055] After obtaining E0, the following processing pro-
cess can be performed one by one according to the order in
which the coordinates are obtained:

[0056] Taking the gaze position coordinate el as an
example, with el as the center and S/5 as the radius, a circle
M (that is, the second preset circle) is established. 360 points
v (that is, target points) are evenly taken on the circumfer-
ence curve of circle M. Then, with point v as the center and
S/5 as the radius, a circle m (that is, the first preset circle) is
established, resulting in 360 circles m, with the center el of
circle M located on circle m. After that, it is judged whether
each circle m includes at least 150 gaze position coordinates
from the set EO.

[0057] For the gaze position coordinates €2, €3, . . ., e300,
the above processing operation for el is performed until a
circle m is detected that contains at least 150 gaze position
coordinates from the set E0, then it is considered that the
gaze region of a user is relatively concentrated, that is, the
eyeball gaze position of a user is concentrated in a fixed
region within a collection period of 5 seconds. If there is no
such circle m, it is considered that the gaze region of a user
is not concentrated enough, that is, the eyeball gaze position
of a user is not concentrated in a fixed region within a
collection period of 5 seconds.

[0058] It can be understood that if there is a circle m
corresponding to el that contains at least 150 gaze position
coordinates from the set E0, there is no need to repeat the
above processing operation for the gaze position coordinates
e2,e3,...,e300.

[0059] Through the above method, the gaze position of a
user can be determined more accurately whether it is con-
centrated. For some extreme cases, such as having at least
the first preset number of the second gaze position coordi-
nates on the circumference curve of the second preset circle,
the above method can also accurately determine that the
gaze position is relatively concentrated.

[0060] It should be noted that in the above example, the
specific numerical values of the parameters are only for
illustrative purposes, and the specific situation can be set
according to actual needs.
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[0061] As an optional embodiment, in a case that the
preset processing operation includes displaying a facial
image of a first user in a preview image at the gaze position,
the displaying a facial image of a first user in a preview
image at the gaze position may include:

[0062] displaying first prompt information in a case that
the gaze position is not on the front-facing camera and
is not concentrated in a fixed region within the first
preset duration, receiving a first input from the user for
a target button, and in response to the first input,
displaying the facial image of the first user at the gaze
position.

[0063] The first prompt information mentioned here is
used to prompt the user whether to activate the target
function, which includes the target button for activating the
target function. The target function here is to display the
facial image of the first user at the gaze position.

[0064] When the gaze of a user does not look at the
front-facing camera and is not concentrated in a fixed region
within a certain time, it indicates that the user may be
adjusting their eye expression to capture images with dif-
ferent eye expressions. At this time, the user can be
prompted whether to activate the function of displaying the
facial image of the first user at the gaze position, that is, the
function of moving the facial image of the first user with the
gaze position of a user, allowing the user to choose whether
to activate the target function according to their own needs.
[0065] As an optional embodiment, the preset processing
operation may include displaying the facial image of the first
user in the preview image at a target position on the screen.
[0066] The aforementioned “displaying the facial image
of the first user at a target position on the screen” may
include:

[0067] displaying the facial images of the first users at
the target positions on the screen according to a relative
positional relationship between the first users in a case
that the number of the first users is at least two.

[0068] In the embodiments of this application, in the
scenario of multi-person photographing, the facial images of
the subjects can be displayed at positions on the screen close
to the camera according to the relative positions of the
multiple subjects. For example, as shown in FIG. 4, the
facial image x of the subject X positioned to the left can be
placed at the position to the left under the camera 401 on the
screen, and the facial image y of the subject Y positioned to
the right can be placed at the position to the right under the
camera 401, facilitating each subject to check their facial
state and confirm their position.

[0069] As an optional embodiment, the aforementioned
“displaying a facial image of a first user in a preview image
at the gaze position or displaying the facial image of the first
user at a target position on the screen” may include:

[0070] obtaining the facial image of the first user;
obtaining a target distance between the first user and the
front-facing camera; obtaining a target proportion cor-
responding to the target distance based on a preset
corresponding relationship between the distance and
the proportion; adjusting a size of the facial image of
the first user based on the target proportion; and dis-
playing the resized facial image of the first user at the
gaze position or at the target position on the screen.

[0071] Here, the “distance” in “based on a preset corre-
sponding relationship between the distance and the propor-
tion” refers to a distance between the user and the front-
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facing camera, and the “proportion” in “based on a preset
corresponding relationship between the distance and the
proportion” refers to the proportion of the resized facial
image to the preview image.

[0072] In the embodiments of this application, before the
facial image of the first user is displayed, the facial image of
the first user can be obtained from the preview image. The
size of the facial image is negatively correlated with the
distance between the user and the camera, that is, the closer
the user is to the camera, the larger the facial image; the
farther away the user from the camera, the smaller the facial
image. When the facial image is large, if the facial image of
the first user is displayed directly, it would cover most of the
preview image, affecting the user’s ability to view the
preview image; when the facial image is small, if the facial
image of the first user is displayed directly, it may be too
small for the user to see the facial image clearly. Therefore,
after obtaining the facial image of the first user, the embodi-
ments of this application can further adjust the size of the
facial image of the first user based on the distance between
the first user and the front-facing camera, and then display
the resized facial image of the first user at the gaze position
or at the target position on the screen, allowing the facial
image of the first user to be displayed at a suitable size
without overly obscuring the preview image and facilitating
the user to see the facial image clearly.

[0073] Optionally, in the embodiments of this application,
the size of the facial image of the first user can further be
adjusted based on the proportion of the facial image to the
preview image. For example, a second proportion corre-
sponding to the third proportion of the facial image of the
first user to the preview image is determined based on a
preset corresponding relationship between the first propor-
tion and the second proportion, and then the size of the facial
image of the first user is adjusted according to the second
proportion corresponding to the third proportion. That is, the
size of the facial image of the first user is adjusted with the
goal of achieving the proportion of the resized facial image
of the first user to the preview image as the second propor-
tion corresponding to the third proportion.

[0074] Here, the first proportion refers to the proportion of
the facial image to the preview image before adjustment, and
the second proportion refers to the proportion of the facial
image to the preview image after adjustment.

[0075] For example, the first proportion is represented by
p, and the second proportion is represented by q. The preset
corresponding relationship between the first proportion and
the second proportion can be: when p>20%, then q=10%;
when 20%>p>15%, then q=15%; and when p<15%, then
q=20%.

[0076] Optionally, when the facial image of the first user
is displayed at the gaze position, the center point of the facial
image of the first user can be made to coincide with the gaze
position coordinates.

[0077] Optionally, the step of obtaining the facial image of
the first user may include:

[0078] obtaining the long side of a first rectangular
frame; obtaining a second rectangular frame centered
on the center point of the first rectangular frame with a
length of the long side of the first rectangular frame as
the side length; and determining a facial image within
the second rectangular frame as the facial image of the
first user.
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[0079] Here, the first rectangular frame is used to identify
the facial image and its long side is greater than its width.
The second rectangular frame is a square.

[0080] In the embodiments of this application, in order to
obtain a relatively complete facial image, when the length of
the rectangular frame used to identify the facial image (that
is, the first rectangular frame) is greater than its width, a
square frame (that is, the second rectangular frame) can be
established centered on the center point of the rectangular
frame with the length of the rectangular frame as the side
length, and then the facial image framed by the square frame
is obtained as the facial image of the first user. Since the area
of the square frame is larger than that of the rectangular
frame, the facial image obtained based on the first rectan-
gular frame is relatively more complete compared to the
facial image obtained based on the second rectangular
frame.

[0081] It can be understood that, in addition to the above
method of obtaining the facial image, a third rectangular
frame with a ratio greater than 1 to the first rectangular frame
can also be established centered on the center point of the
first rectangular frame, and then the facial image within the
third rectangular frame is determined as the facial image of
the first user. Since the area of the third rectangular frame is
larger than that of the first rectangular frame, the facial
image obtained based on the third rectangular frame can also
be relatively more complete compared to the facial image
obtained based on the first rectangular frame.

[0082] As an optional embodiment, when the gaze posi-
tion is not at the front-facing camera within the first preset
duration, second prompt information for prompting the user
to look at the front-facing camera can be displayed on the
screen.

[0083] When the user’s eyes do not look at the front-
facing camera within a certain period (that is, the first preset
duration), second prompt information can be displayed on
the screen, reminding the user to look at the front-facing
camera to avoid the eyes looking downward or tilting in the
captured image.

[0084] Optionally, the aforementioned “displaying second
prompt information on the screen to prompt the user to look
at the front-facing camera” may include: displaying a
prompt mark at the target position on the screen.

[0085] Here, the prompt mark is used to prompt the user
to look at the position where the prompt mark is located.

[0086] Since the prompt mark is displayed at a position on
the screen close to the front-facing camera, when the user
looks at the prompt mark, the line of sight is also closer to
the front-facing camera, which can reduce the problem of
the eyes looking downward or tilting due to not looking at
the camera.

[0087] Forexample, as shown in FIG. 5, assuming that the
front-facing camera 501 is located in the middle position at
the top of the mobile phone screen, with the long side of the
preview screen S as a and the short side as b, the center point
A of the prompt mark 502 can be: a point that is b/10 away
from the upper short side of the preview screen S and a/2
away from the left long side of the preview screen S. Here,
the user is set relative to the screen, and the aforementioned
“upper” and “left” are relative to the user.

[0088] Optionally, after displaying the aforementioned
prompt mark, the photographing method may further
include: outputting third prompt information for prompting
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the user to take a photo when it is detected that the eyeball
gaze position of a user is at the position where the prompt
mark is located.

[0089] Here, the aforementioned third prompt information
may include but is not limited to at least one of the
following: voice prompt information, image prompt infor-
mation, and light prompt information.

[0090] In the embodiments of this application, after dis-
playing the prompt mark, if it is detected that the eyeball
gaze position coordinates of a user are within the region of
the position where the prompt mark is located, it indicates
that the user’s eyeballs tend to look at the front-facing
camera and the eye state is good, then the user can be
prompted that they can take a photo, thus obtaining a
captured image with a direct gaze. Certainly, it is also
possible to automatically take a photo when it is detected
that the eyeball gaze position coordinates of a user are within
the region of the position where the prompt mark is located.

[0091] Here, in a case that the preview image includes at
least two facial images, it is possible to prompt the user to
take a photo or directly take a photo when it is detected that
the eyeball gaze position coordinates of all users corre-
sponding to the facial images are within the region of the
position where the prompt mark is located.

[0092] Finally, it should be noted that the photographing
mentioned in the embodiments of this application may

include but is not limited to: taking photos, shooting videos,
and the like.

[0093] In summary, in the embodiments of this applica-
tion, corresponding processing operations are executed
based on the eyeball gaze position of a user when the
front-facing camera of an electronic device is used to
capture images, assisting the user in photographing and
meeting a greater range of the photographing needs of users.
[0094] It should be noted that the photographing method
provided by the embodiments of this application can be
executed by a photographing apparatus or a control module
within the photographing apparatus for executing the pho-
tographing method. The embodiments of this application are
described with the photographing apparatus executing the
photographing method as an example.

[0095] FIG. 6 is a schematic block diagram of a photo-
graphing apparatus according to an embodiment of this
application. The photographing apparatus is applicable to
electronic devices with photographing apparatus functions
such as mobile phones, tablet computers, cameras, and the
like.

[0096] As shown in FIG. 6, the photographing apparatus
may include:
[0097] a first obtaining module 601, configured to

obtain an eyeball gaze position of a user when a
front-facing camera is activated to shoot an image; and

[0098] a processing module 602, configured to perform
a preset processing operation when the gaze position is
not concentrated in a fixed region within a first preset
duration.

[0099] The preset processing operation includes: display-
ing a facial image of a first user in a preview image at the
gaze position or displaying the facial image of the first user
in the preview image at a target position on the screen; where
the target position is within a first preset region range of the
front-facing camera.
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[0100] Optionally, the apparatus may further include:
[0101] a second obtaining module, configured to obtain
a preset number of gaze position coordinates of the
user’s eyeballs on the screen within the first preset
duration; and
[0102] a determining module, configured to determine
that the gaze position is not concentrated in a fixed
region within the first preset duration in a case that the
number of second gaze position coordinates included
within a second preset region range of each first gaze
position coordinate is less than a first preset value.
[0103] The first gaze position coordinate is one of the gaze
position coordinates obtained within the first preset duration,
and the second gaze position coordinates are gaze position
coordinates obtained within the first preset duration, exclud-
ing the first gaze position coordinate.

[0104] Optionally, the processing module 602 may
include:
[0105] a first display unit, configured to display the

facial images of the first users at positions close to the
front-facing camera on the screen according to a rela-
tive positional relationship between the first users in the
preview image in a case that the number of the facial
images of the first users is at least two.

[0106] Optionally, the processing module 602 may
include:
[0107] a first obtaining unit, configured to obtain the

facial image of the first user;

[0108] a second obtaining unit, configured to obtain a
target distance between the first user and the front-
facing camera;

[0109] a third obtaining unit, configured to obtain the
target proportion corresponding to the target distance
based on a preset corresponding relationship between
the distance and the proportion, where

[0110] the distance is a distance between the user and
the front-facing camera, and the proportion is a pro-
portion of the resized facial image to the preview
image;

[0111] an adjustment unit, configured to adjust a size of
the facial image of the first user based on the target
proportion; and

[0112] a second display unit, configured to display the
resized facial image of the first user at the gaze position
or at the target position on the screen.

[0113] In the embodiments of this application, when the
front-facing camera of an electronic device is used to
capture images, corresponding processing operations are
executed based on the eyeball gaze position of a user,
assisting the user in photographing apparatus and satisfying
a greater range of user’s photographing needs.

[0114] The photographing apparatus in this embodiment
of this application may be an apparatus or may be a
component, an integrated circuit, or a chip in a terminal. The
apparatus may be a mobile electronic device or a non-mobile
electronic device. For example, the mobile electronic device
may be a mobile phone, a tablet computer, a notebook
computer, a palmtop computer, a vehicle-mounted electronic
device, a wearable device, an ultra-mobile personal com-
puter (UMPC), a netbook, or a personal digital assistant
(PDA), and the non-mobile electronic device may be a
network attached storage (NAS), a personal computer (PC),
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a television (TV), a teller machine, a self-service machine,
or the like. This is not specifically limited in the embodi-
ments of this application.

[0115] The photographing apparatus in this embodiment
of this application may be an apparatus having an operating
system. The operating system may be an android operating
system, an i0S operating system, or another possible oper-
ating system. This is not specifically limited in the embodi-
ments of this application.

[0116] The photographing apparatus provided in this
embodiment of this application can implement the processes
implemented in the photographing method embodiment in
FIG. 1. To avoid repetition, details are not described herein
again.

[0117] Optionally, as shown in FIG. 7, an embodiment of
this application further provides an electronic device 700,
including a processor 701, a memory 702, and a program or
an instruction stored in the memory 702 and capable of
running on the processor 701, where when the program or
instruction is executed by the processor 701, the processes
of the foregoing photographing method embodiment are
implemented, with the same technical effects achieved. To
avoid repetition, details are not further described herein.
[0118] It should be noted that the electronic device 700 in
an embodiment of this application includes the foregoing
mobile electronic device and non-mobile electronic device.
[0119] FIG. 8 is a schematic diagram of a hardware
structure of an electronic device according to an embodi-
ment of this application.

[0120] The electronic device 800 includes but is not
limited to components such as a radio frequency unit 801, a
network module 802, an audio output unit 803, an input unit
804, a sensor 805, a display unit 806, a user input unit 807,
an interface unit 808, a memory 809, and a processor 810.
[0121] It can be understood by those skilled in the art that
the electronic device 800 may further include a power
supply (for example, a battery) supplying power to the
components. The power supply may be logically connected
to the processor 810 via a power management system, so
that functions such as charge management, discharge man-
agement, and power consumption management are imple-
mented via the power management system. The structure of
the electronic device shown in FIG. 8 does not constitute a
limitation on the electronic device. The electronic device
may include more or fewer components than shown in the
drawing, combine some of the components, or arrange the
components differently. Details are not described herein.
[0122] The processor 810 can be configured to: obtain an
eyeball gaze position of a user when a front-facing camera
is activated to shoot an image; and perform a preset pro-
cessing operation when the gaze position is not concentrated
in a fixed region within a first preset duration.

[0123] The preset processing operation includes display-
ing a facial image of a first user in a preview image at the
gaze position or displaying the facial image of the first user
in the preview image at a target position on the screen; where
the target position is within a first preset region range of the
front-facing camera.

[0124] Optionally, the preset processing operation
includes: displaying the facial image of the first user at the
gaze position in the preview image in a case that the gaze
position is not concentrated in a fixed region within the first
preset duration.
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[0125] The processor 810 can be further configured to:
obtain a preset number of gaze position coordinates of the
user’s eyeballs on the screen within the first preset duration;
and determine that the gaze position is not concentrated in
a fixed region within the first preset duration in a case that
the number of second gaze position coordinates within a
second preset region range of each first gaze position
coordinate is less than a first preset value.

[0126] The first gaze position coordinate is one of the gaze
position coordinates obtained within the first preset duration,
and the second gaze position coordinates are gaze position
coordinates obtained within the first preset duration, exclud-
ing the first gaze position coordinate.

[0127] Optionally, the processor 810 can be further con-
figured to display the facial images of the first users at the
target positions on the screen according to a relative posi-
tional relationship between the first users in the preview
image in a case that the number of the facial images of the
first users is at least two.

[0128] Optionally, the processor 810 can be further con-
figured to: obtain the facial image of the first user; obtain a
target distance between the first user and the front-facing
camera; obtain a target proportion corresponding to the
target distance based on a preset corresponding relationship
between the distance and the proportion; where the distance
is a distance between the user and the front-facing camera,
and the proportion is a proportion of the resized facial image
to the preview image; adjust a size of the facial image of the
first user based on the target proportion; and display the
resized facial image of the first user at the gaze position or
at the target position on the screen.

[0129] In the embodiments of this application, when the
front-facing camera of an electronic device is used to
capture images, corresponding processing operations are
executed based on the eyeball gaze position of a user,
assisting the user in photographing needs and satistying a
greater range of user’s photographing needs.

[0130] It should be understood that in this embodiment of
this application, the input unit 804 may include a graphics
processing unit (GPU) 8041 and a microphone 8042. The
graphics processing unit 8041 processes image data of a
static picture or a video that is obtained by an image capture
apparatus (for example, a camera) in a video capture mode
or an image capture mode. The display unit 806 may include
a display panel 8061. The display panel 8061 may be
configured in a form of a liquid crystal display, an organic
light-emitting diode display, or the like. The user input unit
807 includes a touch panel 8071 and other input devices
8072. The touch panel 8071 is also referred to as a touch-
screen. The touch panel 8071 may include two parts: a touch
detection apparatus and a touch controller. The other input
devices 8072 may include but are not limited to a physical
keyboard, a function button (such as a volume control button
or a power button), a trackball, a mouse, and a joystick.
Details are not described herein. The memory 809 may be
configured to store software programs and various data
which include but are not limited to application programs
and operating systems. The processor 810 may integrate an
application processor and a modem processor. The applica-
tion processor mainly processes the operating system, a user
interface, an application program, and the like. The modem
processor mainly processes wireless communication. It can
be understood that the modem processor may alternatively
be not integrated in the processor 810.
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[0131] An embodiment of this application further provides
a non-transitory readable storage medium, where the non-
transitory readable storage medium stores a program or an
instruction, and when the program or instruction is executed
by a processor, the processes of the foregoing photographing
method embodiments are implemented, with the same tech-
nical effects achieved. To avoid repetition, details are not
described herein again.

[0132] The processor is the processor in the electronic
device in the foregoing embodiments. The non-transitory
readable storage medium includes a non-transitory com-
puter-readable storage medium such as a computer read-
only memory (ROM), a random access memory (RAM), a
magnetic disk, or an optical disc.

[0133] Another embodiment of this application provides a
chip, where the chip includes a processor and a communi-
cations interface, the communications interface is coupled to
the processor, and the processor is configured to run a
program or an instruction to implement the processes of the
foregoing photographing method embodiments, with the
same technical effects achieved. To avoid repetition, details
are not described herein again.

[0134] It should be understood that the chip in the embodi-
ments of this application may also be referred to as a
system-level chip, a system chip, a chip system, a system on
chip, or the like.

[0135] It should be noted that in this specification, the
terms “comprise” and “include”, or any of their variants are
intended to cover a non-exclusive inclusion, such that a
process, method, article, or apparatus that includes a series
of elements includes not only those elements but also other
elements that are not expressly listed, or further includes
elements inherent to such process, method, article, or appa-
ratus. Without more restrictions, an element preceded by the
statement “includes a . . . ” does not preclude the presence
of other identical elements in the process, method, article, or
apparatus that includes the element. In addition, it should be
noted that the scope of the method and apparatus in the
implementations of this application is not limited to func-
tions being performed in the order shown or discussed, but
may further include functions being performed at substan-
tially the same time or in a reverse order, depending on the
functions involved. For example, the described method may
be performed in an order different from the order described,
and steps may be added, omitted, or combined. In addition,
features described with reference to some examples may be
combined in other examples.

[0136] According to the description of the foregoing
embodiments, persons skilled in the art can clearly under-
stand that the method in the foregoing embodiments may be
implemented by software in combination with a necessary
general hardware platform. Based on such an understanding,
the technical solutions of this application essentially, or the
part contributing to the prior art may be implemented in a
form of a computer software product. The computer soft-
ware product is stored in a storage medium (for example, a
ROM, RAM, a magnetic disk, or an optical disc), and
includes several instructions for instructing a terminal
(which may be a mobile phone, a computer, a server, a
network device, or the like) to perform the method described
in the embodiments of this application.

[0137] The foregoing describes the embodiments of this
application with reference to the accompanying drawings.
However, this application is not limited to the foregoing
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specific embodiments. The foregoing specific embodiments
are merely illustrative rather than restrictive. As instructed
by this application, persons of ordinary skill in the art may
develop many other forms without departing from the prin-
ciple of this application and the protection scope of the
claims, and all such forms fall within the protection scope of
this application.
What is claimed is:
1. A photographing method, wherein the method com-
prises:
obtaining an eyeball gaze position of a user when a
front-facing camera is activated to shoot an image; and

performing a preset processing operation when the gaze
position is not concentrated in a fixed region within a
first preset duration; wherein

the preset processing operation comprises displaying a

facial image of a first user in a preview image at the
gaze position or displaying the facial image of the first
user in the preview image at a target position on the
screen; wherein the target position is within a first
preset region range of the front-facing camera.

2. The photographing method according to claim 1,
wherein before the performing a preset processing operation
when the gaze position is not concentrated in a fixed region
within a first preset duration, the method further comprises:

obtaining a preset number of gaze position coordinates of

the user’s eyeballs on the screen within the first preset
duration; and

in a case that the number of second gaze position coor-

dinates within a second preset region range of each first
gaze position coordinate is less than a first preset value,
determining that the gaze position is not concentrated
in a fixed region within the first preset duration;
wherein the first gaze position coordinate is one of the
gaze position coordinates obtained within the first
preset duration, and the second gaze position coordi-
nates are gaze position coordinates obtained within the
first preset duration, excluding the first gaze position
coordinate.

3. The photographing method according to claim 1,
wherein the displaying the facial image of the first user at a
target position on the screen comprises:

displaying the facial images of the first users at the target

positions on the screen according to a relative posi-
tional relationship between the first users in a case that
the number of the first users is at least two.

4. The photographing method according to claim 1,
wherein the displaying a facial image of a first user in a
preview image at the gaze position or displaying the facial
image of the first user in the preview image at a target
position on the screen comprises:

obtaining the facial image of the first user;

obtaining a target distance between the first user and the

front-facing camera;

obtaining a target proportion corresponding to the target

distance based on a preset corresponding relationship
between the distance and the proportion; wherein the
distance is a distance between the user and the front-
facing camera, and the proportion is a proportion of the
resized facial image to the preview image;

adjusting a size of the facial image of the first user based

on the target proportion; and

displaying the resized facial image of the first user at the

gaze position or at the target position on the screen.
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5. An electronic device comprising a processor, a
memory, and a program or an instruction stored on the
memory and capable of running on the processor, wherein
the program or instruction, when executed by the processor,
causes the electronic device to perform:
obtaining an eyeball gaze position of a user when a
front-facing camera is activated to shoot an image; and

performing a preset processing operation when the gaze
position is not concentrated in a fixed region within a
first preset duration; wherein

the preset processing operation comprises displaying a

facial image of a first user in a preview image at the
gaze position or displaying the facial image of the first
user in the preview image at a target position on the
screen; wherein the target position is within a first
preset region range of the front-facing camera.

6. The electronic device according to claim 5, wherein
before performing a preset processing operation when the
gaze position is not concentrated in a fixed region within a
first preset duration, the program or instruction, when
executed by the processor, causes the electronic device to
further perform:

obtaining a preset number of gaze position coordinates of

the user’s eyeballs on the screen within the first preset
duration; and

in a case that the number of second gaze position coor-

dinates within a second preset region range of each first
gaze position coordinate is less than a first preset value,
determining that the gaze position is not concentrated
in a fixed region within the first preset duration;
wherein the first gaze position coordinate is one of the
gaze position coordinates obtained within the first
preset duration, and the second gaze position coordi-
nates are gaze position coordinates obtained within the
first preset duration, excluding the first gaze position
coordinate.

7. The electronic device according to claim 5, wherein
when displaying the facial image of the first user at a target
position on the screen, the program or instruction, when
executed by the processor, causes the electronic device to
perform:

displaying the facial images of the first users at the target

positions on the screen according to a relative posi-
tional relationship between the first users in a case that
the number of the first users is at least two.

8. The electronic device according to claim 5, wherein
when displaying a facial image of a first user in a preview
image at the gaze position or displaying the facial image of
the first user in the preview image at a target position on the
screen, the program or instruction, when executed by the
processor, causes the electronic device to perform:

obtaining the facial image of the first user;

obtaining a target distance between the first user and the

front-facing camera;

obtaining a target proportion corresponding to the target

distance based on a preset corresponding relationship
between the distance and the proportion; wherein the
distance is a distance between the user and the front-
facing camera, and the proportion is a proportion of the
resized facial image to the preview image;

adjusting a size of the facial image of the first user based

on the target proportion; and

displaying the resized facial image of the first user at the

gaze position or at the target position on the screen.
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9. A non-transitory readable storage medium, wherein the
non-transitory readable storage medium stores a program or
an instruction, wherein the program or instruction, when
executed by a processor of an electronic device, causes the
electronic device to perform:
obtaining an eyeball gaze position of a user when a
front-facing camera is activated to shoot an image; and

performing a preset processing operation when the gaze
position is not concentrated in a fixed region within a
first preset duration; wherein

the preset processing operation comprises displaying a

facial image of a first user in a preview image at the
gaze position or displaying the facial image of the first
user in the preview image at a target position on the
screen; wherein the target position is within a first
preset region range of the front-facing camera.

10. The non-transitory readable storage medium accord-
ing to claim 9, wherein before performing a preset process-
ing operation when the gaze position is not concentrated in
a fixed region within a first preset duration, the program or
instruction, when executed by the processor of the electronic
device, causes the electronic device to further perform:

obtaining a preset number of gaze position coordinates of

the user’s eyeballs on the screen within the first preset
duration; and

in a case that the number of second gaze position coor-

dinates within a second preset region range of each first
gaze position coordinate is less than a first preset value,
determining that the gaze position is not concentrated
in a fixed region within the first preset duration;
wherein the first gaze position coordinate is one of the
gaze position coordinates obtained within the first
preset duration, and the second gaze position coordi-
nates are gaze position coordinates obtained within the
first preset duration, excluding the first gaze position
coordinate.

11. The non-transitory readable storage medium accord-
ing to claim 9, wherein when displaying the facial image of
the first user at a target position on the screen, the program
or instruction, when executed by the processor of the elec-
tronic device, causes the electronic device to perform:

displaying the facial images of the first users at the target

positions on the screen according to a relative posi-
tional relationship between the first users in a case that
the number of the first users is at least two.

12. The non-transitory readable storage medium accord-
ing to claim 9, wherein when displaying a facial image of a
first user in a preview image at the gaze position or display-
ing the facial image of the first user in the preview image at
a target position on the screen, the program or instruction,
when executed by the processor of the electronic device,
causes the electronic device to perform:

obtaining the facial image of the first user;

obtaining a target distance between the first user and the
front-facing camera;

obtaining a target proportion corresponding to the target
distance based on a preset corresponding relationship
between the distance and the proportion; wherein the
distance is a distance between the user and the front-
facing camera, and the proportion is a proportion of the
resized facial image to the preview image;

adjusting a size of the facial image of the first user based
on the target proportion; and
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displaying the resized facial image of the first user at the

gaze position or at the target position on the screen.

13. A chip, wherein the chip comprises a processor of an
electronic device and a communications interface, wherein
the communications interface is coupled to the processor,
and the processor is configured to run a program or an
instruction to perform the steps of the photographing method
according to claim 1.

14. The chip according to claim 13, wherein before
performing a preset processing operation when the gaze
position is not concentrated in a fixed region within a first
preset duration, the program or instruction, when executed
by the processor of the electronic device, causes the elec-
tronic device to further perform:

obtaining a preset number of gaze position coordinates of

the user’s eyeballs on the screen within the first preset
duration; and

in a case that the number of second gaze position coor-

dinates within a second preset region range of each first
gaze position coordinate is less than a first preset value,
determining that the gaze position is not concentrated
in a fixed region within the first preset duration;
wherein the first gaze position coordinate is one of the
gaze position coordinates obtained within the first
preset duration, and the second gaze position coordi-
nates are gaze position coordinates obtained within the
first preset duration, excluding the first gaze position
coordinate.

15. The chip according to claim 13, wherein when dis-
playing the facial image of the first user at a target position
on the screen, the program or instruction, when executed by
the processor of the electronic device, causes the electronic
device to perform:

displaying the facial images of the first users at the target

positions on the screen according to a relative posi-
tional relationship between the first users in a case that
the number of the first users is at least two.

16. The chip according to claim 13, wherein when dis-
playing a facial image of a first user in a preview image at
the gaze position or displaying the facial image of the first
user in the preview image at a target position on the screen,
the program or instruction, when executed by the processor
of the electronic device, causes the electronic device to
perform:

obtaining the facial image of the first user;

obtaining a target distance between the first user and the

front-facing camera;

obtaining a target proportion corresponding to the target

distance based on a preset corresponding relationship
between the distance and the proportion; wherein the
distance is a distance between the user and the front-
facing camera, and the proportion is a proportion of the
resized facial image to the preview image;

adjusting a size of the facial image of the first user based

on the target proportion; and

displaying the resized facial image of the first user at the

gaze position or at the target position on the screen.

17. A computer program product, wherein the program
product is stored on a non-volatile storage medium, wherein
the program product is executed by at least one processor of
an electronic device to perform the steps of the photograph-
ing method according to claim 1.

18. The computer program product according to claim 17,
wherein before performing a preset processing operation
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when the gaze position is not concentrated in a fixed region
within a first preset duration, the program or instruction,
when executed by the processor of the electronic device,
causes the electronic device to further perform:

obtaining a preset number of gaze position coordinates of

the user’s eyeballs on the screen within the first preset
duration; and

in a case that the number of second gaze position coor-

dinates within a second preset region range of each first
gaze position coordinate is less than a first preset value,
determining that the gaze position is not concentrated
in a fixed region within the first preset duration;
wherein the first gaze position coordinate is one of the
gaze position coordinates obtained within the first
preset duration, and the second gaze position coordi-
nates are gaze position coordinates obtained within the
first preset duration, excluding the first gaze position
coordinate.

19. The computer program product according to claim 17,
wherein when displaying the facial image of the first user at
a target position on the screen, the program or instruction,
when executed by the processor of the electronic device,
causes the electronic device to perform:

displaying the facial images of the first users at the target

positions on the screen according to a relative posi-
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tional relationship between the first users in a case that
the number of the first users is at least two.

20. The computer program product according to claim 17,
wherein when displaying a facial image of a first user in a
preview image at the gaze position or displaying the facial
image of the first user in the preview image at a target
position on the screen, the program or instruction, when
executed by the processor of the electronic device, causes
the electronic device to perform:

obtaining the facial image of the first user;

obtaining a target distance between the first user and the
front-facing camera;

obtaining a target proportion corresponding to the target
distance based on a preset corresponding relationship
between the distance and the proportion; wherein the
distance is a distance between the user and the front-
facing camera, and the proportion is a proportion of the
resized facial image to the preview image;

adjusting a size of the facial image of the first user based
on the target proportion; and

displaying the resized facial image of the first user at the
gaze position or at the target position on the screen.
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