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SYSTEMS AND METHODS FOR 
INTERACTIVE CONTROL OF 

WINDOW / LEVEL PARAMETERS OF 
MULTI - IMAGE DISPLAYS 

CROSS - REFERENCE TO RELATED PATENT 
APPLICATIONS 

rithms have been developed for determining those values 
automatically based on image content , display properties , 
and a desired case . However , most display systems addi 
tionally include tools for setting those values manually , e.g. 
by entering numbers or by moving sliders , for situations 
where an automatic algorithm is not able to produce the 
target result . 
[ 0006 ] Accordingly , it is desirable to have a system and 
method for simplifying the manual window / level adjust 
ments in the simultaneous display of two or more images for 
medical image applications and instrumentations . a 

a 

SUMMARY OF THE INVENTION 

[ 0001 ] This application is a continuation of U.S. patent 
application Ser . No. 17 / 090,634 , filed on Nov. 5 , 2020 , 
which is a continuation of U.S. patent application Ser . No. 
16 / 152,328 , filed on Oct. 4 , 2018 , which is a continuation of 
U.S. patent application Ser . No. 13 / 405,353 , filed on Feb. 
26 , 2012 , which claims benefit of U.S. Provisional Patent 
Application Ser . No. 61 / 447,667 , filed on Feb. 28 , 2011 , all 
of which are incorporated by reference herein for all pur 
poses . 
[ 0002 ] This application is related to U.S. patent applica 
tion Ser . No. 12 / 821,977 , filed Jun . 23 , 2010 , U.S. patent 
application Ser . No. 12 / 821,985 filed Jun . 23 , 2010 , and U.S. 
patent application Ser . No. 12 / 925,663 filed Oct. 27 , 2010 , 
all of which are incorporated by reference herein for all 
purposes . 

TECHNICAL FIELD 

[ 0003 ] The present invention relates generally to medical 
imaging processing , and more particularly to interactive 
control of window / level adjustments of multiple images 
when displaying images simultaneously or in a blended 
view . 

BACKGROUND 
a 

a 

[ 0007 ] The present invention is directed to a method , 
system , and article of manufacture for interactive control of 
multiple images with a high dynamic range that are dis 
played simultaneously for which software automation pro 
cesses are programmed to reduce the complexity in manag 
ing and viewing the post window / level adjustment of the 
multiple images . A medical image control engine is config 
ured to provide several synchronous functional capabilities , 
which comprises an input module , a blending factor syn 
chronization module , a window / level synchronization mod 
ule , a display module , and an image storage . In a first 
scenario with window / level adjustment of two images in 
blended views where two images are displayed as semi 
transparent overlays , the blending factor synchronization 
module is configured to automatically link the activation of 
a window / level control of one image with a transparency 
blending factor that affects both images . In radiotherapy , 
such views are for example used for patient positioning . At 
the beginning of each treatment fraction , the patient is 
positioned at the treatment machine and a CBCT is acquired . 
This image is displayed in a blended view together with the 
initial CT that has been used for treatment planning The 
deviations between the two images are then used for cor 
recting the patient's position to comply with the treatment 
plan . In a second scenario with synchronization of window ) 
level adjustments of two or more images , a window / level 
synchronization module is configured to automatically 
change window / level parameters of all remaining images 
when the user makes an adjustment to a window / level 
control of one image such that all images with updated 
window / level parameters are displayed simultaneously , or 
substantially simultaneously . In the radiotherapy example 
this can be used to display all positioning CBCTs side by 
side for visualizing tumor progression over treatment time . 
[ 0008 ] In a first aspect of the invention , the medical image 
control engine is configured to automatically adjust the 
degree of transparency of a non - affected image in response 
to a deliberate action to interact with the window / level 
control of an affected image . The affected image becomes 
fully opaque while the non - affected image becomes fully 
transparent so that the affected image is capable of shining 
through the non - affected image . In a blended view of two 
images , the transparency of one image has an inverse 
relationship with the transparency of another image , such 
that when one image is fully opaque , the other image is fully 
transparent . The activation of the window / level controls of 
an affected image is linked to the movement of the trans 
parency blending factor so that the interaction with the 
window / level controls of the affected image automatically 
causes the transparency blending factor to slide all the way 
in one direction . If the user selects to adjust the window / 

[ 0004 ] Medical image scanners like x - ray , computerized 
tomography ( CT ) , cone beam computerized tomography 
( CBCT ) , magnetic resonance imaging ( MRI ) , positron emis 
sion tomography ( PET ) , or ultrasound typically acquire raw 
intensity values in a very high dynamic range . For instance , 
several commercially available computed tomography scan 
ners are able to cover a range of about 4,000 different 
intensities . This high dynamic range is usually too large to 
fit most display devices . It is practical , therefore , to map the 
high dynamic range to a smaller intensity interval , such as 
the 256 different gray - scale values of a typical computer 
monitor . This can be accomplished by choosing a continuous 
range of interest out of the full input intensity range by 
setting two parameters : the width of the range , also referred 
to as " window , " and the center of the range , also referred to 
as “ level . ” For displaying an image , all input intensities 
within that range are then continuously mapped to the full 
range of output intensities . Input intensities below and above 
that range are mapped to the minimal and maximal output 
intensities . This mapping technique is not only employed to 
address the above - mentioned described technical limitations 
of display devices but also factors in that the human eye is 
not sufficiently sensitive to differentiate between all input 
intensities . Choosing a small intensity window allows for 
enhancing image contrast in a specific range of interest 
while masking out all other intensities that may not contain 
relevant information . The output from the described map 
ping technique is not constrained to gray scale values . The 
intensity window can also establish a mapping between the 
input values and a user - defined color map . 
[ 0005 ] Several different approaches are possible in select 
ing suitable window and level parameters . Various algo 

a 
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level parameters of the first image , the first image becomes 
fully opaque because the transparent blending factor is at 0 % 
for the first image while the second image becomes fully 
transparent because the transparent blending factor is at 
100 % for the second image . If the user selects to adjust the 
window / level parameters of the second image , the second 
image becomes fully opaque because the transparent blend 
ing factor is at 0 % for the second image while the first image 
becomes fully transparent because the transparent blending 
factor is at 100 % for the first image . The transparency state 
is retained so long as the user is interacting with the 
window / level control of the first image or the window / level 
control of the second image . The degree of transparency 
blending factor is reset to its original value after the user has 
finished interacting with the window / level control associ 
ated with a particular image . 
[ 0009 ] In a second aspect of the invention , the medical 
image control engine is configured to provide a synchronous 
interactive modification of the window / level parameters for 
multiple images . When the user interacts with the window ) 
level control associated with a particular image , the window / 
level synchronization module not only adjusts the window / 
level parameters of that image , but also propagates the 
changes to all other images . As a result , all image views and 
window / level parameters are automatically updated . If the 
system displays N images , when the window / level param 
eters to one of the N images are adjusted ( the selected , 
image ) , the system executes the N - 1 synchronization mecha 
nisms to the unselected images ( a sum of N - 1 images ) . Such 
a synchronization mechanism can be implemented using in 
a wide variety of techniques , e.g. a general mapping method , 
a pass - through method , and a histogram equalization 
method . 
[ 0010 ] Broadly stated , a computer - implemented method 
for adjusting a plurality of images comprises : displaying a 
first image and a second image in a blended view on a 
display , the first image associated with first window / level 
parameters and the second image associated with second 
window / level parameters ; adjusting the first window / level 
parameters of the first image thereby causing a transparency 
blending factor to change to a first value ; and displaying the 
first and second images in the blended view on the display 
based on the adjustments to the first window / level param 
eters and the transparency blending factor . 
[ 0011 ] The present invention provides a method to effec 
tively automate the display of two medical images when a 
user adjusts the window / level of one image without the need 
to manually adjust the transparency blending factor . 
[ 0012 ] The structures and methods of the present inven 
tion are disclosed in the detailed description below . This 
summary does not purport to define the invention . The 
invention is defined by the claims . These and other embodi 
ments , features , aspects , and advantages of the invention 
will become better understood with regard to the following 
description , appended claims , and accompanying drawings . 

[ 0015 ] FIG . 2 is a block diagram illustrating an exemplary 
multi - image control engine in accordance with the present 
invention . 
[ 0016 ] FIG . 3 is a screen shot illustrating a window / level 
adjustment platform of the images in a blended view without 
any window / level adjustment in accordance with the present 
invention . 
[ 0017 ] FIG . 4A is a pictorial diagram illustrating a blend 
ing image view with window / level and blending factor 
controls in accordance with the present invention ; FIG . 4B 
is a pictorial diagram illustrating a blending image view with 
the blending factor set to zero in accordance with the present 
invention ; and FIG . 4C is a pictorial diagram illustrating a 
blending image view with the blending factor set to one in 
accordance with the present invention . 
[ 0018 ] FIG . is a screen shot illustrating a window / level 
adjustment of a first image on the blended - image display 
with respect to FIG . 3 in accordance with the present 
invention . 
[ 0019 ] FIG . 6 is a screen shot illustrating a window / level 
adjustment of a second image on the blended - image display 
with respect to FIG . 3 in accordance with the present 
invention . 
[ 0020 ] FIG . 7 is a flow diagram illustrating an exemplary 
process for executing a window / level adjustment in blended 
views in accordance with the present invention . 
[ 0021 ] FIG . 8 is a flow diagram illustrating the process for 
executing a synchronized window / level adjustment of mul 
tiple images in accordance with the present invention . 
[ 0022 ] FIG . 9A is a block diagram illustrating a first 
embodiment of a general mapping method for executing a 
synchronized window / level adjustment of multiple images 
in accordance with the present invention ; FIG . 9B is a block 
diagram illustrating a second embodiment of a pass - through 
method for executing a synchronized window / level adjust 
ment of multiple images in accordance with the present 
invention ; and FIG.9C is a block diagram illustrating a third 
embodiment of a histogram equalization method for execut 
ing a synchronized window / level adjustment of multiple 
images as described in FIG . 8 in accordance with the present 
invention . 
[ 0023 ] FIG . 10 is a flow diagram illustrating an exemplary 
histogram equalization process for executing a synchronized 
window / level adjustment of multiple images in accordance 
with the present invention . 
[ 0024 ] FIG . 11 is a block diagram illustrating a second 
system embodiment of a cloud computing environment 
accessible by cloud clients for a physician to view and adjust 
window / level parameters of multiple image displays in 
accordance with the present invention . 

DETAILED DESCRIPTION 

DESCRIPTION OF THE DRAWINGS 

[ 0013 ] The invention will be described with respect to 
specific embodiments thereof , and reference will be made to 
the drawings , in which : 
[ 0014 ] FIG . 1 is a block diagram illustrating a first system 
embodiment of an exemplary interactive computer system 
for adjusting window / level parameters of multiple image 
displays in accordance with the present invention . 

[ 0025 ] A description of structural embodiments and meth 
ods of the present invention is provided with reference to 
FIGS . 1-11 . It is to be understood that there is no intention 
to limit the invention to the specifically disclosed embodi 
ments but that the invention may be practiced using other 
features , elements , methods , and embodiments . Like ele 
ments in various embodiments are commonly referred to 
with like reference numerals . 
[ 0026 ] FIG . 1 is a block diagram that illustrates an exem 
plary interactive computer system for adjusting window ) 
level parameters of multiple image displays upon which a 
system embodiment of the invention may be implemented . 
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A computer system 10 includes a processor 12 for process 
ing information , and the processor 12 is coupled to a bus 14 
or other communication medium for sending and receiving 
information . The processor 12 may be an example of the 
processor 12 of FIG . 1 , or another processor that is used to 
perform various functions described herein . In some cases , 
the computer system 10 may be used to implement the 
processor 12 as a system - on - a - chip integrated circuit . The 
computer system 10 also includes a main memory 16 , such 
as a random access memory ( RAM ) or other dynamic 
storage device , coupled to the bus 14 for storing information 
and instructions to be executed by the processor 12. The 
main memory 16 also may be used for storing temporary 
variables or other intermediate information during execution 
of instructions by the processor 12. The computer system 10 
further includes a read only memory ( ROM ) 18 or other 
static storage device coupled to the bus 14 for storing static 
information and instructions for the processor 12. A data 
storage device 20 , such as a magnetic disk ( e.g. , a hard disk 
drive ) , an optical disk , or a flash memory , is provided and 
coupled to the bus 14 for storing information and instruc 
tions . The computer system 10 ( e.g. , desktops , laptops , 
tablets ) may operate on any operating system platform using 
Windows® by Microsoft Corporation , MacOS or iOS by 
Apple , Inc. , Linux , UNIX , and / or Android by Google Inc. 
[ 0027 ] The computer system 10 may be coupled via the 
bus 14 to a display 22 , such as a flat panel for displaying 
information to a user . An input device 24 , including alpha 
numeric , pen or finger touchscreen input , and other keys , is 
coupled to the bus 14 for communicating information and 
command selections to the processor 12. Another type of 
user input device is cursor control 26 , such as a mouse 
( either wired or wireless ) , a trackball , a laser remote mouse 
control , or cursor direction keys for communicating direc 
tion information and command selections to the processor 
12 and for controlling cursor movement on the display 22 . 
This input device typically has two degrees of freedom in 
two axes , a first axis ( e.g. , x ) and a second axis ( e.g. , y ) , that 
allows the device to specify positions in a plane . 
[ 0028 ] The con system 10 may be used for perform 
ing various functions ( e.g. , calculation ) in accordance with 
the embodiments described herein . According to one 
embodiment , such use is provided by the computer system 
10 in response to the processor 12 executing one or more 
sequences of one or more instructions contained in the main 
memory 16. Such instructions may be read into the main 
memory 16 from another computer - readable medium , such 
as storage device 20. Execution of the sequences of instruc 
tions contained in the main memory 16 causes the processor 
12 to perform the process steps described herein . One or 
more processors in a multi - processing arrangement may also 
be employed to execute the sequences of instructions con 
tained in the main memory 16. In alternative embodiments , 
hard - wired circuitry may be used in place of or in combi 
nation with software instructions to implement the inven 
tion . Thus , embodiments of the invention are not limited to 
any specific combination of hardware circuitry and software . 
[ 0029 ] The term " computer - readable medium ” as used 
herein refers to any medium that participates in providing 
instructions to the processor 12 for execution . Common 
forms of computer - readable media include , but are not 
limited to , non - volatile media , volatile media , transmission 
media , a floppy disk , a flexible disk , a hard disk , magnetic 
tape , any other magnetic medium , a CD - ROM , a DVD , a 

Blu - ray Disc , any other optical medium , punch cards , paper 
tape , any other physical medium with patterns of holes , a 
RAM , a PROM , an EPROM , a FLASH - EPROM , any other 
memory chip or cartridge , a carrier wave as described 
hereinafter , or any other medium from which a computer can 
read . Non - volatile media includes , for example , optical or 
magnetic disks , such as the storage device 20. Volatile media 
includes dynamic memory , such as the main memory 16 . 
Transmission media includes coaxial cables , copper wire , 
and fiber optics . Transmission media can also take the form 
of acoustic or light waves , such as those generated during 
radio wave and infrared data communications . 
[ 0030 ] Various forms of computer - readable media may be 
involved in carrying one or more sequences of one or more 
instructions to the processor 12 for execution . For example , 
the instructions may initially be carried on a magnetic disk 
of a remote computer . The remote computer can load the 
instructions into its dynamic memory and send the instruc 
tions over a communication link 28. The computer system 
10 includes a communication interface 30 for receiving the 
data on the communication link 28. The bus 14 carries the 
data to the main memory 16 , from which the processor 12 
retrieves and executes the instructions . The instructions 
received by the main memory 16 may optionally be stored 
on the storage device 20 either before or after execution by 
the processor 12 . 
[ 0031 ] The communication interface 30 , which is coupled 
to the bus 14 , provides a two - way data communication 
coupling to the network link 28 that is connected to a 
communication network 32. For example , the communica 
tion interface 30 may be implemented in a variety of ways , 
such as an integrated services digital network ( ISDN ) , a 
local area network ( LAN ) card to provide a data communi 
cation connection to a compatible LAN , a Wireless Local 
Area Network ( WLAN ) and Wide Area Network ( WAN ) , 
Bluetooth , and a cellular data network ( e.g. 3G , 4G ) . In 
wireless links , the communication interface 30 sends and 
receives electrical , electromagnetic or optical signals that 
carry data streams representing various types of information . 
[ 0032 ] The communication link 28 typically provides data 
communication through one or more networks to other 
devices . For example , the communication link 28 may 
provide a connection through the communication network 
32 to a medical equipment 34 such as an X - ray scanner , a CT 
scanner , a CBCT scanner , an MRI scanner , a PET scanner , 
an ultrasound scanner , or an image archive such as a PACS 
system . The image data streams transported over the com 
munication link 28 can comprise electrical , electromagnetic 
or optical signals . The signals through the various networks 
and the signals on the communication link 28 and through 
the communication interface 30 , which carry data to and 
from the computer system 10 , are exemplary forms of carrier 
waves transporting the information . The computer system 
10 can send messages and receive data , including image files 
and program code , through the network 32 , the communi 
cation link 28 , and the communication interface 30 . 
[ 0033 ] Alternatively , image files can be transported manu 
ally through a portable storage device like a USB flash drive 
for loading into the storage device 20 or main memory 16 of 
the computer system 10 , without necessarily transmitting the 
image files to the communication interface 30 via the 
network 32 and the communication link 28 . 
[ 0034 ] FIG . 2 is a block diagram illustrating an exemplary 
medical image control engine 36 that includes a blending 
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factor synchronization module 38 and a window / level syn 
chronization module 40. The medical image control engine 
36 also includes an input module 42 and a display module 
50 , where the input module 42 contains an image selection 
component 44 , a window / level input component 46 , and a 
blending factor input component 48 , and the display module 
50 contains a window / level component 52 , an image display 
component 54 , and an image storage 56. In a standard image 
display , the user selects an image using the image selection 
component 44. The selected image is then loaded from the 
image storage 56 and transmitted to a window / level module 
component 52. The window / level component 52 is config 
ured to convert the raw pixel intensities to display intensities 
using the parameters from the window / level input 46. The 
image display component 54 then displays the converted 
intensities on the display 22. In one embodiment , the medi 
cal image control engine 36 resides in the RAM memory 16 
executable by the processor 12. In another embodiment , the 
medical image control engine 36 , implemented either in 
software or hardware , that is stored or designed in the 
non - volatile memory 18 for loading and execution by the 
processor 12 
[ 0035 ] Optionally , the user may display multiple images at 
the same time . In such a case , there are multiple instances of 
the window / level input components 46 , the window / level 
components 52 , and the image display 56. If the user 
chooses to display multiple images in a blended view , the 
blending factor input component 48 can be configured to 
adjust the image transparencies . 
[ 0036 ] The blending factor synchronization module 38 
and the window / level synchronization module 40 are con 
figured on the memory 16 for operation by simulating one or 
more user inputs . If the user adjusts one specific control , 
other controls in the input module 42 adjust automatically , 
which subsequently leads to updates in the display module 
50 . 
[ 0037 ] In one embodiment , described as a blending factor 
synchronization with a blended view , the blending factor 
synchronization module 38 is configured on the memory 16 
to detect whenever the user manipulates a window / level 
input control . As soon as this happens , the blending factor 
synchronization module 38 is configured on the memory 16 
to adjust the blending input control to fully display one 
single image in a blended view . When the user stops using 
the window / level input 46 , the blending factor control is 
reset again to its previous ( or original ) state . 
[ 0038 ] In another embodiment , described as a window ) 
level synchronization with a multi - image display , the user 
may activate the window / level synchronization module 40 . 
The window / level synchronization module 40 is configured 
to receive manual changes made in one of the multiple 
window / level inputs 46. The window / level synchronization 
module 40 is configured to correspondingly adjust all other 
window / level inputs 46 to correlative values in which all 
images are displayed with corresponding brightness and 
contrast . Depending on the algorithm , the window / level 
synchronization module 40 may need to obtain data from 
other modules . For example , the histogram equalization 
routine is dependent on the converted image intensities 
coming from the window / level application component 52 . 
More general algorithms may need more data such as image 
metadata from the image storage 56. The simple pass 
through algorithm on the other hand does not depend on any 
data besides the input window / level parameters . 

[ 0039 ] It will readily be appreciated by one of ordinary 
skill in the art that there are multiple possible combinations 
for the herein described component applications and mod 
ules . For example , the blending factor synchronization mod 
ule and window / level synchronization module may also 
function as a standalone application , separate from the 
image storage 56. Although the medical image control 
engine 36 is described as being comprised of various com 
ponents ( e.g. , the input module 42 , the blending factor 
synchronization module 38 , the window / level synchroniza 
tion module 40 , the display module 50 , and the image 
storage 56 ) , fewer or more components may comprise the 
medical image control engine 36 and still fall within the 
scope of various embodiments . 
[ 0040 ] FIG . 3 is a screen shot 58 illustrating a window ) 
level adjustment platform of images 60 , 62 ( also referred to 
as " first medical image ” or “ image A , " and " second medical 
image ” or “ image B ” ) in a blended view 64 without any 
window / level adjustment . One embodiment of the images 
60 , 62 refers to medical images captured by the medical 
equipment 34. The present invention is not limited to 
medical images , but other images are also applicable , such 
as photographs . An example of a medical image is captured 
by a CT scanner that emits radiation toward a patient to be 
imaged . CT scanning is used in a variety of medical fields , 
such as in radiology , cardiology , and oncology , to diagnose 
conditions and diseases , as well as to plan radiation treat 
ments . 
[ 0041 ] In blended views , two images 60 , 62 are present at 
the same time that showing both images 60 , 62 semi 
transparently overlaid on top of each other . In this illustra 
tion , a CT scanner is used to capture the first medical image 
60 and the second medical image 62. The first medical image 
60 and the second medical image 62 are often not exactly 
aligned to one another , as is the case here , due in part to a 
patient's orientation and position on a table and the sampling 
geometry of the CT scanner . By observing the edges of the 
medical images 60 , 62 , the first medical image 60 has a 
northward geometry boundary that extends above the second 
medical image , as well as portions in the southwest direction 
and the cast direction . 
[ 0042 ] The degree of transparency can be chosen continu 
ously between a value of 0 , where the first medical image 60 
is fully opaque while the second medical image 62 is fully 
transparent , and a value of 1 , where the first medical image 
60 is fully transparent while the second medical image 62 is 
fully opaque . A transparency slider 66 ( also referred to as 
“ transparency blending factor ” or “ blending factor ” ) has a 
pointer 68 to indicate the degree of the transparency . When 
the pointer 68 is moved completely toward the left end of the 
transparency slider 66 , the first medical image 60 is shown 
and the second medical image 62 is not shown . A sample 
illustration utilizing the same principle as the invention but 
with an image character content rather than an image from 
a patient is shown in FIG . 4A . An alphabet letter A 76 
represents the first medical image 60 and an alphabet letter 
B 78 represents the second medical image 62. The alphabet 
letter A 76 is completely opaque while the alphabet letter B 
78 is completely transparent . When the pointer 68 is moved 
completely toward the right end of the transparency slider 
66 , the second medical image 62 is shown and the first 
medical image 62 is not shown . In the sample illustration in 
FIG . 4B , the alphabet letter B 78 is completely opaque while 
the alphabet letter A 76 is completely transparent . If the 
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pointer 68 is placed in the middle of the transparency slider 
66 , which has a value of 0.5 , both the first medical image 60 
and the second medical image 62 are shown with the same 
50 % transparency . As illustrated in FIG . 4C , both the 
alphabet letter A 76 and the alphabet letter B 78 are shown , 
but each of the alphabet letters A 76 and B 78 is 50 % 
transparent and 50 % opaque . 
[ 0043 ] The window / level parameters for the first medical 
image 60 and the second medical image 62 can be chosen 
separately . To provide this functionality , the user interface 
has to contain two controls 70 , 72 for that purpose , the first 
window / level control 70 adjusting the window / level of the 
first medical image 60 and the second window / level control 
72 adjusting the window / level of the second medical image 
62. The first window / level control 70 is linked to the 
transparency slider 66 and has a corresponding functional 
relationship with the transparency slider 66. When a mouse 
cursor 74 moves the first window / level control 70 of the first 
medical image 60 , the transparency slider 66 is adjusted 
automatically and proportionally so that the affected image 
( i.e. , the first medical image 60 ) becomes completely opaque 
and the non - affected image ( i.e. , the second medical image 
62 ) becomes completely transparent . Similarly , the second 
window / level control 72 is linked to the transparency slider 
66 and has a corresponding functional relationship with the 
transparency slider 66. When the mouse cursor 74 moves the 
second window / level control 72 of the second medical 
image 62 , the transparency slider 66 is adjusted automati 
cally and proportionally so that the affected image ( i.e. , the 
second medical image 62 ) becomes completely opaque and 
the non - affected image ( i.e. , the first medical image 60 ) , 
becomes completely transparent . 
[ 0044 ] The term “ automatic adjustment ” is broadly con 
strued to include , but not be limited to , either of the 
following definitions : once initiated by a window / level 
control , the transparency function of the images is per 
formed by a machine , without the need for manually per 
forming the function ; in a manner that , once begun , is 
largely or completely without human assistance . 
[ 0045 ] Various embodiments are possible in deten lining a 
start action and an end action of the window / level interac 
tion . In one embodiment , the mouse cursor 74 ( also referred 
to as “ mouse pointer 74 ” ) is used to interact with the 
window / level parameters which are based on the position of 
the mouse pointer 74. As soon as the mouse pointer 74 enters 
the area of the first window / level control region 70 or the 
second window / level control region 72 , the transparency 
blending factor 66 is adjusted proportionally . As soon as the 
mouse pointer 74 leaves the area of the first window / level 
control region 70 or the second window / level control region 
72 , the transparency blending factor 66 is reset to its original 
value ( or a predetermined value ) . The process of adjusting 
and resetting the transparency blending factor 66 can be 
done in two ways : the factor can change either instanta 
neously or more slowly during an animated transition phase . 
The latter makes it easier for the user to understand the full 
concept . 
[ 0046 ] FIG . 5 is a screen shot 80 illustrating a composite 
blended view 82 with a window / level adjustment of the first 
medical image 60 with respect to FIG . 3. The mouse cursor 
74 is pointed at the first window / level control 70 to a 
position which automatically causes the pointer 68 to move 
all the way to the left to produce the transparency factor 66 
of 0 % . As a result , the composite blended view 82 shows the 

first medical image 60 to be completely opaque and the 
second medical image 62 to be completely transparent . The 
pointing of the mouse cursor 74 to the first window / level 
control 70 affects the first medical image 62 but does not 
affect the second medical image 62. With the act of placing 
the mouse cursor 74 to the first window / level control region 
70 to change the window / level values , the blending factor 
synchronization module 38 automatically adjusts the pointer 
68 on the transparency slider 66 to display the blended view 
82 showing the first medical image 60 as being fully opaque 
and the second medical image 62 as being fully transparent . 
The mouse cursor 74 is intended as an example of an input 
device for adjusting the window / level controls 70 , 72. Other 
forms of input devices are also operable with the present 
invention , such as an alphanumeric keyboard , in which 
alphanumeric keys can indicate the various functionalities 
that parallel the pointer movement of the mouse cursor 74 
for changing the parameters of the window / level controls 
70 , 72 associated with the first medical image 60 and the 
second medical image 62 , respectively . 
[ 0047 ] FIG . 6 is a screen shot 84 illustrating a composite 
blended view 86 with a window / level adjustment of the 
second medical image 62 with respect to FIG . 3. The mouse 
cursor 74 is pointed at the second window / level control 72 
to a position which automatically causes the pointer 68 to 
move all the way to the right to produce the transparency 
factor 66 of 100 % . As a result , the composite blended view 
86 shows the second medical image 62 to be completely 
opaque and the first medical image 60 to be completely 
transparent . Pointing the mouse cursor 74 to the second 
window / level control 72 affects the second medical image 
62 but does not affect the first medical image 60. With the 
act of placing the mouse cursor 74 to the second window / 
level control region 72 to change the window / level values , 
the blending factor synchronization module 38 automati 
cally adjusts the pointer 68 on the transparency slider 66 to 
display the blended view 86 showing the second medical 
image 62 as being fully opaque and the first medical image 
60 as being fully transparent . 
[ 0048 ] The first window / level control 70 and the second 
window / level control 72 in the illustrated embodiment are 
implemented by visually displaying the first window / level 
control 70 as a first slider on the left side of the images 60 , 
62 and the second window / level control 72 as a second slider 
on the right side of the images 60 , 62. The first and second 
window / level controls 70 , 72 for adjusting the window / level 
do not have to be sliders . In some embodiments , other 
suitable controls such as a numerical input or dials can be 
used to function as the window / level controls . In some 
embodiments , the window / level controls can just be identi 
fied areas or a particular region ( crop or a sub - region 
selectable by user ) that represent certain portions on the 
display 22 , such as a left area of the images 60 , 62 ( or 
different quadrants ) on the display 11 and the right area of 
the images 60 , 62 on the display 22 without any additional 
visual indication . These identified areas on the display 22 
can be invisible ( also referred to as invisible visually ) , but 
the user is able to move the mouse cursor 74 within a 
particular identified area or region on the display 22 to 
activate a window / level control that is associated with the 
particular identified area by , for example , clicking on the 
mouse cursor 74 , for making transparency or opaqueness 
adjustment as described in the present invention . The user 
may change the window / level parameters by , for example , 



US 2022/0238082 A1 Jul . 28 , 2022 
6 

) pressing and holding one mouse button and moving the 
mouse , in a horizontal motion or a vertical motion , within 
such an area . 
[ 0049 ] It is contemplated within the present invention to 
combine additional functional features with the transparency 
adjustment . One example is to combine a zooming function 
with a transparency function , and apply the zooming / trans 
parency ( also referred to zooming + transparency ) combina 
tion to a particular region or sub - region . Implementation of 
such combinational zooming / transparency feature can be 
carried out in a variety of methods . In one approach , when 
the user moves the mouse cursor 74 within a particular 
sub - region ( or a particular region ) of an medical image 
( either the first medical image 60 or the second medical 
image 62 ) to activate a window / level control associated with 
the particular sub - region of the medical image , the particular 
sub - region of the medical image becomes more fully trans 
parent and the zooming factor increases simultaneously , 
resulting in a higher transparent and close - up view of the 
medical image . To phrase it as a method concept , the 
blending factor synchronization module 38 is configured to 
perform the zooming / transparency function to a particular 
sub - region on the first medical image 60 or the second 
medical image 62 . 
[ 0050 ] FIG . 7 is a flow diagram 88 illustrating an exem 
plary process for executing a window / level adjustment in 
blended views . At step 90 , the user views the first medical 
image 60 and the second medical image 62 , and adjusts the 
transparency blending factor 66 to a value that the user 
prefers . The processor 12 , at step 92 , updates the display 22 
with the user - defined blending factor , as illustrated with 
image character content where the letter A corresponds to 
the first medical image 60 and the letter B corresponds to the 
second medical image 62. The display 22 shows both letters 
A and B in a blending view based on the user - defined 
blending factor . At step 94a , the user begins to adjust the first 
window / level parameters associated with the first medical 
image 60 by moving the mouse cursor 74 into the first 
window / level control region 70. At step 94b , which occurs 
simultaneously ( or substantially simultaneously ) with step 
94a , the blending factor synchronization module 38 auto 
matically sets the transparency blending factor 66 to zero in 
response to the placement of the mouse cursor 74 within the 
boundary ( or within the vicinity ) of the first window / level 
control region 70. The first medical image 60 becomes fully 
visible , while the second medical image is not visible , which 
is illustrated with the showing of only letter A , not letter B , 
in the display 22 . 
[ 0051 ] At step 96 , the user continues to adjust the first 
window / level parameters of the first medical image 60 by 
moving the mouse cursor 74 within the boundary of the first 
window / level control region 70. At step 98 , the processor 12 
of the computer system 10 updates the display 22 with 
updated window / level parameters associated with the first 
medical image 60. At step 100 , the user finishes adjusting the 
first window / level parameters of the first medical image 60 . 
The processor 12 resets the transparency blending factor 66 
to its initial value , resulting in the showing of letters A and 
B in the display 22 . 
[ 0052 ] After the completion in adjusting the first medical 
image 60 , the user proceeds to adjust the second medical 
image 62. At step 104a , the user begins to adjust the second 
window / level parameters associated with the second medi 
cal image 62 by moving the mouse cursor 74 into the second 

window / level control region 72. At step 104b , which occurs 
simultaneously ( or substantially simultaneously ) with step 
104b , the blending factor synchronization module 38 auto 
matically sets the transparency blending factor 66 to one in 
response to the placement of the mouse cursor 74 within the 
boundary ( or in the vicinity ) of the second window / level 
control region 72. The second medical image 62 becomes 
fully visible , while the first medical image is not visible , 
which is illustrated with the showing of only letter B , not 
letter A , in the display 22 . 
[ 0053 ] At step 106 , the user continues to adjust the second 
window / level parameters of the second medical image 62 by 
moving the mouse cursor 74 within the boundary of the 
second window / level control region 72. At step 108 , the 
processor 12 of the computer system 10 updates the display 
22 with updated second window / level parameters for the 
second medical image 62. At step 110 , the user finishes 
adjusting the second window / level parameters of the second 
medical image 62. The processor 12 resets the transparency 
blending factor 66 to its initial value , resulting in the 
showing of letters A and B in the display 22 . 
[ 0054 ] The sequence in the process flow 88 is intended to 
illustrate one embodiment , which includes the steps in 
which the system 10 updates a user - defined blending factor , 
the system 10 adjusts the first window / level parameters in 
the first medical image 60 , and the system 10 adjusts the 
second window / level parameters in the second medical 
image 62. These three sequences can be altered as an 
alternative process flow . For example , one alternative pro 
cess flow is for the system 10 to update a user - defined 
blending factor , the system 10 to adjust the second window / 
level parameters in the second medical image 62 , and the 
system 10 to adjust the first window / level parameters in the 
first medical image 60. Another alternative process flow is to 
place the process step where the system 10 updates a 
user - defined blending factor between the two sequences : the 
system 10 adjusting the first window / level parameters in the 
first medical image 60 and the system 10 adjusting the 
second window / level parameters in the second medical 
image 62 
[ 0055 ] In some embodiments , rather than utilizing the 
blending factor synchronization module 38 in which the 
transparency and opaqueness of the first image 60 and the 
second image 62 can be characterized as synchronized , the 
medical image control engine 36 includes an adjustment 
module configured to independently change the transpar 
ency of each of the two medical images 60 , 62. The 
activation of the window / level controls of a first image that 
is linked to the movement of the transparency blending 
factor no longer causes an inverse relationship in a second 
image . The first image is effectively unsynchronized with 
the second image where the adjustment module is config 
ured to adjust the degree of transparency ( or the degree of 
opaqueness ) of each image independently . 
[ 0056 ] FIG . 8 is a flow diagram illustrating the process for 
executing a synchronized window / level adjustment for mul 
tiple images , which in this instance can be two or more 
images . A second aspect of the window / level adjustment 
platform as shown in the screen shot 58 in FIG . 3 is applied 
to a method for synchronous interactive modification of the 
window / level parameters of multiple images — for example , 
the first medical image 60 is obtained from a CT scanner and 
the second medical image 62 is obtained from a CBCT 
scanner . The method of synchronized window / level adjust 
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ment is applicable to any system that displays multiple 
medical images at the same time . This approach is not 
limited to blended views but may also use a separate image 
view , for example , for each image at a different region of the 
display 22. Each image view provides its own control for 
setting the window / level parameters of the corresponding 
image , or two controls if the images are presented in a 
blended view . Whenever the user interacts with one of the 
window / level controls 70 , 72 , not only are the parameters of 
the corresponding single image changing but those of all 
other images as well by using a synchronization mechanism . 
All image views and window / level controls are automati 
cally updated accordingly . The synchronization mechanism 
takes as input the window / level parameters of the image the 
user is currently adjusting and computes as output the 
window / level parameters of a second image , which should 
be updated automatically . If the system 10 displays n 
images , then n - 1 such synchronization mechanisms are 
required to update all images synchronously . 
[ 0057 ] At step 114 , the user decides whether to adjust the 
window / level parameters of the first image 60 or the second 
image 62. If the user selects to adjust the window / level 
parameters of the first image 60 , the user adjusts the first 
window / level parameters of the first image 60 at step 116. In 
response to the adjustments to the first window / level param 
eters , at step 118 , the window / level synchronization module 
40 is configured to compute automatically the window / level 
of the second image 62. At step 120 , the window / level 
synchronization module 40 is configured not only update the 
display with the updated window / levels of the first image 60 , 
but also to propagate automatically the updated window ) 
level parameters of the second image 62 on the same display 
or another display . When the user adjusts the window / level 
of one image , the window / level synchronization module 40 
calculates automatically the window / level adjustments of 
other images and synchronizes the window / level adjust 
ments of all images . The processor 12 of the computer 
system 10 then displays all of the images at the same time 
based on the respective window / level adjustments . 
[ 0058 ] If the user selects to adjust the window / level 
parameters of the second image 62 , at step 122 , the user 
adjusts the second window / level parameters of the second 
image 62. In response to the adjustments to the second 
window / level parameters , at step 124 , the window / level 
synchronization module 40 is configured to compute auto 
matically the window / level of the first image 60. At step 126 , 
the window / level synchronization module 40 is configured 
not only to update the display with the updated window / 
levels of the second image 62 , but also to propagate auto 
matically the updated window / level parameters of the first 
image 60 on the same display or another display . When the 
user adjusts the window / level of one image , the window ) 
level synchronization module 40 calculates automatically 
the window / level adjustments of other images and synchro 
nizes the window / level adjustments of all images . The 
processor 12 of the computer system 10 then displays all of 
the images at the same time based on the respective window / 
level adjustments . Such a synchronization mechanism can 
operate in various ways , depending on the type of images 
corresponding to the input and output image parameters , 
which are further described below with respect to FIGS . 
9A - C . 
[ 0059 ] FIG . 9A is a block diagram illustrating a first 
embodiment of a general mapping method for executing a 

synchronized window / level adjustment for multiple images 
as described in FIG . 8. In general , the synchronization 
mechanism can use any possible mapping between input and 
output parameters . This can be implemented by using math 
ematical expressions or lookup tables , some of which may 
be constructed empirically . With such mappings , it becomes 
possible to synchronize the window / level values of two 
images that have different modalities and / or that are dis 
played using different color maps . A mathematical function 
or algorithm module 128 receives an input 130 containing 
the window / level parameters associated with the first image 
60 , processes the window / level parameters of the first image 
60 , and generates an output 132 containing the window / level 
parameters of the second image 62. Other optional data 
inputs 134 that may be fed into the mathematical function or 
algorithm module 128 include the pixel data of the first 
image 60 , the pixel data of the second image 62 , the 
metadata of the first image 60 , the metadata of the second 
image 62 , and display characteristics , such as monitoring 
calibration data that appears on the display 22. The math 
ematical function or algorithm module 128 is executed as 
part of step 118 or 124 , as shown in FIG . 8 . 
[ 0060 ] FIG . 9B is a block diagram illustrating a second 
embodiment of a pass - through method for executing a 
synchronized window / level adjustment for multiple images 
as described in FIG . 8. The mechanism copies the input 
values and passes them directly to the output , resulting in an 
output 136 having the same data as the input 130. The 
pass - through method is most suitable if the input and output 
images are acquired by identical , calibrated scanners 
because identical window / level parameters result in a very 
similar visual appearance in that case . 
[ 0061 ] FIG . 9C is a block diagram illustrating a third 
embodiment of a histogram equalization method for execut 
ing a synchronized window / level adjustment for multiple 
images as described in FIG . 8. If the two images 60 , 62 are 
of the same modality but are generated by scanners from 
different manufacturers , the pass - through mechanism might 
produce unsatisfactory results , in which identical window / 
level parameters may produce a different visual contrast in 
the display . This is mainly caused by deviations in the 
scanner calibration routines and by scatter artifacts in the 
acquisition . The latter is especially visible if one image is 
acquired by a diagnostic CT scanner and the other one by a 
cone - beam CT scanner . In such situations , histogram equal 
ization can produce results that are visually more similar . A 
histogram equalization algorithm module 138 is an optimi 
zation algorithm that tries to match the visual appearance of 
both displayed images as closely as possible . The histogram 
equalization algorithm module 138 is figured not only to 
consider the input 130 containing the window / level param 
eters associated with the first image 60 , but also to take into 
account as inputs 140 containing the pixel data of the first 
image 60 and the pixel data of the second image 60. The 
histogram equalization algorithm module 138 generates an 
output 142 containing the window / level parameters of the 
second image 62 based on the collective inputs 130 , 134 . 
[ 0062 ] FIG . 10 is a flow diagram illustrating an exemplary 
histogram equalization process for executing a synchronized 
window / level adjustment for multiple images . At step 130 , 
the window / level input component 46 in the input module 
42 is configured to receive a window / level of the first image 
60. In an initialization step , the processor 12 first applies the 
input window / level parameters to all pixel intensity values 
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of the corresponding input image to compute the display 
intensity values . The processor 12 initializes the window / 
level parameters of the second image 62 at step 144. In 
parallel steps 146 , 148 , the processor 12 applies the window ) 
level parameters associated with the first image to the first 
image 60 , and applies the window / level parameters associ 
ated with the second image to the second image 62. All 
resulting values are then accumulated in a histogram which 
counts for each possible display intensity the number of 
image pixels having that value . After initialization , the 
window / level synchronization module 40 is configured to 
start an optimization loop based on the histogram equaliza 
tion algorithm 138. Each iteration of that loop chooses a set 
of output window / level parameters which are applied to the 
corresponding output image to calculate a histogram of its 
display intensity values . The processor 12 calculates a 
histogram of display intensities of the first image 60 at step 
150 , and calculates a histogram of display intensities of the 
second image 62 at step 152. At step 154 , the processor 12 
compares the first histogram of the first image 60 with the 
second histogram of the second image 62 using a similarity 
function . For example , a suitable similarity function is a 
modified normalized cross - correlation . At step 156 , the 
processor 12 determines if the first histogram associated 
with the first image 60 is sufficiently similar to the second 
histogram associated with the second image 62. If the 
processor 12 determines that the first histogram is not 
sufficiently similar to the second histogram , the optimization 
loop 138 is repeated by adjusting the window / level param 
eters of the second image 62 at step 158 until that function 
yields a maximum similarity between both histograms . 
Some suitable miniature optimization techniques include 
Brute Force , Downhill - Simplex , and Gradient Descent . 
When the processor 12 determines that the first histogram is 
sufficiently similar to the second histogram , the processor 12 
generates an output 160 containing the window / level of the 
second image 62 
[ 0063 ] The capabilities described in the various embodi 
ments of the present invention to interactively adjust win 
dow / level parameters of multiple images in a blended view 
and synchronously adjust window / level parameters of mul 
tiple images can assist physicists , oncologists , and cardiolo 
gists to diagnose and design a treatment plan for patients . A 
radiation oncologist may analyze two medical images where 
the first image was taken by a CT scanner before the patient 
had developed a tumor , and compare it with the second 
image taken by the CT scanner after the patient had devel 
oped the tumor to analyze the tumor progression . 
[ 0064 ] The first and second images 60 , 62 in the illustrated 
embodiment are preferably a first medical image and a 
second medical image . Alternatively , various formats of the 
first and second images 60 , 62 , including two - dimensional 
( 2D ) or three - dimensional ( 3D ) images , or 2D or 3D videos , 
are applicable to all of the embodiments described in the 
present invention . Note that the histogram equalization has 
to be computed globally on the whole N - dimensional image 
or video and not just on the currently visible part . To phrase 
it in another way , sample pixels are evenly selected over the 
whole image spectrum . For speedup on large data sets , the 
histogram equalization may use a deterministic or random 
subset of the pixels as long as it is distributed evenly over the 
whole data set . 
[ 0065 ] In some embodiments with 3D images or videos , 
the display can be one or more 2D slice views or 3D volume 

renderings or a combination of both . Embodiments of the 
methods can be applied to multi - channel images / videos that 
store more than one intensity value per pixel , for example 
RGB triplets . In some embodiments , the output does not 
have to use gray - scale intensities where the methods may 
also use various color maps . The methods can be applied to 
any high - dynamic range images or videos , not necessarily 
from the medical field , such as from a photography field . 
[ 0066 ] In some embodiments , one of the first and second 
medical images 60 , 62 comprises an expert case . For 
example , an expert case is a disease - matched expert case 
with a set of target volume contours that provide outlines of 
different CT images for radiotherapy treatment . The first 
medical image 60 can be supplied from an expert case 
through a user interface , which provides an expert contour , 
and the expert contour is overlaid with the second medical 
image 62 that includes a patient image . For additional 
information on some , most , or all of the functions of a 
method relating to the selection of a set of target volume 
contours based of a disease - matched expert case , see U.S. 
Pat . No. 7,995,813 entitled “ Reducing Variation in Radiation 
Treatment Therapy Planning , ” owned by the assignee of this 
application and incorporated by reference as if fully set forth 
herein . 
[ 0067 ] FIG . 11 is a block diagram illustrating the second 
system embodiment of a cloud computing environment 162 
accessible by cloud clients 164 for a physician to view and 
adjust window / level parameters of multiple image displays . 
A cloud computer 166 running a cloud operating system 
176 , which may include other additional cloud computers , 
for data communications . The cloud clients 164 communi 
cate with the cloud computer 166 through the network 30 , 
either wirelessly by via a wired connection . The cloud 
clients 164 are broadly defined to include , but not limited to , 
desktop computers , mobile devices , notebook computers , 
SmartTVs , and SmartAutos . A variety of mobile devices are 
applicable to the present invention including mobile phones , 
smartphones like iPhones , tablet computers like iPads , and 
browser - based notebook computers like Chromebooks , with 
a processor , a memory , a screen , with connection capabili 
ties of Wireless Local Area Network ( WLAN ) and Wide 
Area Network ( WAN ) , The mobile device is configured with 
a full or partial operating system ( OS ) software which 
provides a platform for running basic and advanced software 
applications . The mobile device functioning as the cloud 
client 164 accesses the cloud computer 166 through a web 
browser . 
[ 0068 ] In this embodiment , the cloud computer 166 ( also 
referred to as a web / HTTP server ) comprises a processor 
168 , an authentication module 170 , a virtual storage of 
medical images 172 , a RAM 174 for executing a cloud 
operating system 176 , virtual clients 178 , and the medical 
image control engine 36. The cloud operating system 176 
can be implemented as a module of automated computing 
machinery installed and operating on one of the cloud 
computers . In some embodiments , the cloud operating sys 
tem 176 can include several submodules for providing its 
intended functional features , such as the virtual clients 178 , 
the medical image control engine 36 , and the virtual storage 
172 . 
[ 0069 ] In an alternate embodiment , the authentication 
module 170 can be implemented as an authentication server . 
The authentication module 170 is configured to authenticate , 
and grant permission , whether the cloud client 164 is an 
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authorized user to access one or more medical images 
associated with a particular patient in the virtual storage 180 . 
The authentication server 30 may employ a variety of 
authentication protocols to authenticate the user , such as a 
Transport Layer Security ( TLS ) or Secure Socket Layer 
( SSL ) , which are cryptographic protocols that provide secu 
rity for communications over networks like the Internet . 
[ 0070 ] Medical images , which include the first medical 
image 60 and the second medical image 62 , can be stored in 
the virtual storage 180 of the cloud computer 166 in the 
cloud computing environment 162. The cloud client 162 , 
such as a smartphone or a tablet computer , is capable of 
accessing the virtual storage 180 in the cloud computer 166 
through the network 30 and displays medical images on the 
display of the cloud client 162. A physician would be able 
to view , and adjust , the medical images from a remote 
location on a handheld device . 

[ 0071 ] In one embodiment , the cloud computer 166 is a 
browser - based operating system communicating through an 
Internet - based computing network that involves the provi 
sion of dynamically scalable and often virtualized resources 
as a service over the Internet , such as iCloud® available 
from Apple Inc. of Cupertino , Calif . , Amazon Web Services 
( IaaS ) and Elastic Compute Cloud ( EC2 ) available from 
Amazon.com , Inc. of Seattle , Wash . , SaaS and PaaS avail 
able from Google Inc. of Mountain View , Calif . , Microsoft 
Azure Service Platform ( PAAS ) available from Microsoft 
Corporation of Redmond , Wash . , Sun Open Cloud Platform 
available from Oracle Corporation of Redwood City , Calif . , 
and other cloud computing service providers . 
[ 0072 ] The web browser is a software application for 
retrieving , presenting , and traversing a Uniform Resource 
Identifier ( URI ) on the World Wide Web provided by the 
cloud computer 166 or web servers . One common type of 
URI begins with Hypertext Transfer Protocol ( HTTP ) and 
identifies a resource to be retrieved over the HTTP . A web 
browser may include , but is not limited to , browsers running 
on personal computer operating systems and browsers run 
ning on mobile phone platforms . The first type of web 
browsers may include Microsoft's Internet Explorer , 
Apple's Safari , Google's Chrome , and Mozilla's Firefox . 
The second type of web browsers may include the iPhone 
OS , Google Android , Nokia S60 and Palm WebOS . 
Examples of a URI include a web page , an image , a video , 
or other type of content . 
[ 0073 ] The network 30 can be implemented as a wireless 
network , a wired network protocol or any suitable commu 
nication protocols , such as 3G ( 3rd generation mobile tele 
communications ) , 4G ( fourth - generation of cellular wireless 
standards ) , long term evolution ( LTE ) , 5G , a wide area 
network ( WAN ) , Wi - FiTM like wireless local area network 
( WLAN ) 802.11 n , or a local area network ( LAN ) connec 
tion ( internetwork connected to either WAN or LAN ) , 
Ethernet , BlueboothTM , high frequency systems ( e.g. , 900 
MHz , 2.4 GHz , and 5.6 GHz communication systems ) , 
infrared , transmission control protocol / internet protocol 
( “ TCP / IP ” ) ( e.g. , any of the protocols used in each of the 
TCP / IP layers ) , hypertext transfer protocol ( “ HTTP ” ) , Bit 
Torrent'm , file transfer protocol ( “ FTP ” ) , real - time transport 
protocol ( " RTP ) , real - time streaming protocol ( " RTSP ) , 
secure shell protocol ( “ SSH ” ) , any other communications 
protocol and other types of networks like a satellite , a cable 
network , or an optical network set - top boxes ( STBs ) . 

[ 0074 ] A SmartAuto includes an auto vehicle with a 
processor , a memory , a screen , with connection capabilities 
of Wireless Local Area Network ( WLAN ) and Wide Area 
Network ( WAN ) , or an auto vehicle with a telecommunica 
tion slot connectable to a mobile device like iPod , iPhones , 
and iPads . 
[ 0075 ] A SmartTV includes a television system having a 
telecommunication medium for transmitting and receiving 
moving video images ( either monochromatic or color ) , still 
images and sound . The television system operates as a 
television , a computer , an entertainment center , and a stor 
age device . The telecommunication medium of the televi 
sion system includes a television set , television program 
ming , television transmission , cable programming , cable 
transmission , satellite programming , satellite transmission , 
Internet programming , and Internet transmission . 
[ 0076 ] Some portions of the above description describe 
the embodiments in terms of algorithmic descriptions and 
processes , e.g. as with the description within FIGS . 1-11 . 
These operations ( e g . , the processes described above ) , while 
described functionally , computationally , or logically , arc 
understood to be implemented by computer programs or 
equivalent electrical circuits , microcode , or the like . The 
computer programs are typically embedded as instructions 
that can be stored on a tangible computer readable storage 
medium ( e.g. , flash drive disk , or memory ) and are execut 
able by a processor , for example , as described in FIGS . 1-11 . 
Furthermore , it has also proven convenient at times to refer 
to these arrangements of operations as modules , without loss 
of generality . The operations described and their associated 
modules may be embodied in software , firmware , hardware , 
or any combinations thereof . 
[ 0077 ] As used herein any reference to " one embodiment ” 
or “ an embodiment ” means that a particular element , fea 
ture , structure , or characteristic described in connection with 
the embodiment is included in at least one embodiment . The 
appearances of the phrase “ in one embodiment ” in various 
places in the specification are not necessarily all referring to 
the same embodiment . 
[ 0078 ] Some embodiments may be described using the 
expression “ coupled ” and “ connected ” along with their 
derivatives . It should be understood that these terms are not 
intended as synonyms for each other . For example , some 
embodiments may be described using the term “ connected ” 
to indicate that two or more elements are in direct physical 
or electrical contact with each other . In another example , 
some embodiments may be described using the term 
" coupled ” to indicate that two or more elements are in direct 
physical or electrical contact . The term “ coupled , ” however , 
may also mean that two or more elements are not in direct 
contact with each other , but yet still cooperate or interact 
with each other . The embodiments are not limited in this 
context . 
[ 0079 ] As used herein , the terms " comprises , " " compris 
ing , ” “ includes , ” “ including , " " has , ” “ having , ” or any other 
variation thereof , are intended to cover a non - exclusive 
inclusion . For example , a process , method , article , or appa 
ratus that comprises a list of elements is not necessarily 
limited to only those elements but may include other ele 
ments not expressly listed or inherent to such process , 
method , article , or apparatus . Further , unless expressly 
stated to the contrary , “ or ” refers to " an inclusive or ” and 
“ not to an exclusive or ” . For example , a condition A or B is 
satisfied by any one of the following : A is true ( or present ) 

a 
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and B is false ( or not present ) , A is false ( or not present ) and 
B is true ( or present ) , and both A and B are true ( or present ) . 
[ 0080 ] The terms “ a ” or “ an , ” as used herein , are defined 
as one or more than one . The term “ plurality , ” as used 
herein , is defined as two or more than two . The term 
“ another , ” as used herein , is defined as at least a second or 
more . 

presenting , by the processor , the second image in 
accordance with at least one of the revised second 
window parameter or the revised second level 
parameter . 

2. The method of claim 1 , wherein the first image or the 
second image has a region , wherein the region becomes 
more transparent and a zooming factor increases , thereby 
resulting in a higher transparent and close - up view of the 
first image or the second image based on the adjustment to 
at least one of the first window parameter or the first level 
parameter . 

3. The method of claim 1 , wherein the adjustment to at 
least one of the first window parameter or the first level 
parameter is between a lower bound and an upper bound on 
a sliding scale . 

4. The method of claim 1 , wherein at least one of the first 
image or the second image is sourced from a medical image 

a 

a 

scanner . 

2 

? 

[ 0081 ] The invention can be implemented in numerous 
ways , including as a process , an apparatus , and a system . In 
this specification , these implementations , or any other form 
that the invention may take , may be referred to as tech 
niques . In general , the order of the connections of disclosed 
apparatus may be altered within the scope of the invention . 
[ 0082 ] The present invention has been described in par 
ticular detail with respect to one possible embodiment . 
Those skilled in the art will appreciate that the invention 
may be practiced in other embodiments . First , the particular 
naming of the components , capitalization of terms , the 
attributes , data structures , or any other programming or 
structural aspect is not mandatory or significant , and the 
mechanisms that implement the invention or its features may 
have different names , formats , or protocols . Further , the 
system may be implemented via a combination of hardware 
and software , as described , or entirely in hardware elements . 
Also , the particular division of functionality between the 
various system components described herein is merely 
exemplary , and not mandatory ; functions performed by a 
single system component may instead be performed by 
multiple components , and functions performed by multiple 
components may instead be performed by a single compo 
nent . 
[ 0083 ] An ordinary artisan should require no additional 
explanation in developing the methods and systems 
described herein but may nevertheless find some possibly 
helpful guidance in the preparation of these methods and 
systems by examining standard reference works in the 
relevant art . 
[ 0084 ] These and other changes can be made to the 
invention in light of the above detailed description . In 
general , in the following claims , the terms used should not 
be construed to limit the invention to the specific embodi 
ments disclosed in the specification and the claims , but 
should be construed to include all methods and systems that 
operate under the claims set forth herein below . Accordingly , 
the invention is not limited by the disclosure , but instead its 
scope is to be determined entirely by the following claims . 
What is claimed is : 
1. A method comprising : 
presenting , by a processor , a first image having a first 
window parameter and a first level parameter and a 
second image having a second window parameter and 
a second level parameter ; 

responsive to receiving an adjustment to at least one of the 
first window parameter or the first level parameter : 
revising , by the processor , based on a first histogram of 

pixel intensity values of the first image and a second 
histogram of pixel intensity values of the second 
image , at least one of the second window parameter 
or the second level parameter to correspond to the 
adjustment to at least one of the first window param 
eter or the first level parameter ; 

presenting , by the processor , the first image in accor 
dance with the adjustment to at least one of the first 
window parameter or the first level parameter ; and 

5. The method of claim 4 , wherein at least one of the first 
image or the second image depicts an organ in a position , 
and further comprising identifying , by the processor , a 
deviation between the first image and the second image , 
such that the position can be adjusted based on a predeter 
mined plan involving the medical image scanner . 

6. The method of claim 1 , wherein the first image and the 
second image are presented side - by - side to visualize a 
progression of a condition over time . 

7. The method of claim 1 , further comprising changing , 
by the processor , at least one of a third window parameter 
and a third level parameter of a third image based on the 
adjustment to the first window parameter or the first level 
parameter . 

8. The method of claim 7 , wherein the third image 
corresponds to a same patient or depicts a same object as the 
first image and the second image . 

9. The method of claim 1 , wherein the adjustment corre 
sponds to an interaction with a transparency slider . 

10. The method of claim 1 , wherein the first image and the 
second image comprise an object , wherein the first image 
and the second image are generated by different scanners . 

11. A system comprising : 
a server comprising a processor and a non - transitory 

computer - readable medium containing instructions that 
when executed by the processor causes the processor to 
perform operations comprising : 

present a first image having a first window parameter and 
a first level parameter and a second image having a 
second window parameter and a second level param 
eter ; 

responsive to receiving an adjustment to least one of the 
first window parameter or the first level parameter : 
revise , based on a first histogram of pixel intensity 

values of the first image and a second histogram of 
pixel intensity values of the second image , at least 
one of the second window parameter or the second 
level parameter to correspond to the adjustment to at 
least one of the first window parameter or the first 
level parameter ; 

present the first image in accordance with the adjust 
ment to at least one of the first window parameter or 
the first level parameter ; and 

present the second image in accordance with at least 
one of the revised second window parameter or the 
revised second level parameter . 

? 
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the second image , such that the position can be adjusted 
based on a predetermined plan involving the medical image 
scanner . 

a 

12. The system of claim 11 , wherein the first image or the 
second image has a region , wherein the region becomes 
more transparent and a zooming factor increases , thereby 
resulting in a higher transparent and close - up view of the 
first image or the second image based on the adjustment to 
at least one of the first window parameter or the first level 
parameter . 

13. The system of claim 11 , wherein the adjustment to at 
least one of the first window parameter or the first level 
parameter is between a lower bound and an upper bound on 
a sliding scale . 

14. The system of claim 11 , wherein at least one of the 
first image or the second image is sourced from a medical 
image scanner . 

15. The system of claim 14 , wherein at least one of the 
first image or the second image depicts an organ in 
position , and wherein the instructions further cause the 
processor to identify a deviation between the first image and 

a 

16. The system of claim 11 , wherein the first image and 
the second image are presented side - by - side to visualize a 
progression of a condition over time . 

17. The system of claim 11 , wherein the instructions 
further cause the processor to change at least one of a third 
window parameter and a third level parameter of a third 
image based on the adjustment to the first window parameter 
or the first level parameter . 

18. The system of claim 17 , wherein the third image 
corresponds to a same patient or depicts a same object as the 
first image and the second image . 

19. The system of claim 11 , wherein the adjustment 
corresponds to an interaction with a transparency slider . 

20. The system of claim 11 , wherein the first image and 
the second image comprise an object , wherein the first image 
and the second image are generated by different scanners . 

a 

a 


