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OBJECT RECOGNITION DEVICE satisfied in the first and second coordinates on a distance 
image represented by the 3D positional data . 

CROSS - REFERENCE TO RELATED The linkable condition is satisfied when a distance 
APPLICATION between the first and second coordinates is greater than or 

5 equal to a predetermined distance , a difference in the time of 
The present application claims priority under 35 U.S.C. flight data between the first and second detection points is 

$ 119 to Japanese Patent Application No. 2019-152224 , filed less than a predetermined difference , and a condition for 
Aug. 22 , 2019. The contents of this application are incor- coordinate is satisfied . 
porated herein by reference in their entirety . The condition for coordinate is satisfied when a route 

coordinate indicating a coordinate locating on a route 
FIELD between the first and second coordinates is an undetected 

coordinate at which the time of flight data has not been 
Present disclosure relates to an object recognition device calculated , and a color pixel value indicating a pixel value 

installed in a vehicle . of every coordinate that overlaps the route coordinate is a 
preset black type pixel value . 

BACKGROUND A second aspect further has the following features in the 
first aspect . JP2012-145444A discloses an object recognition device The processing unit is further configured to execute in which clustering processing is executed by using a data 20 interpolation processing before the execution of the cluster point group detected by a LIDAR ( Laser Imaging Detection ing processing 

And Ranging ) . The data point group consists of 3D posi The interpolation processing is processing to interpolate 
tional data ( i.e. , X , Y , and Z positional data ) in a number of the time of flight data in the undetected coordinate . 
detected points . In the clustering processing , processing In the interpolate processing , the processing unit takes up 
including comparison of the 3D data among the detected 25 data for interpolation as the time of flight data at the 
points , thereby detected points that can be recognized as a undetected coordinate if applicable condition is satisfied . 
single object are grouped together . The applicable condition is satisfied when the color pixel 

value of the undetected coordinate after the interpolation is 
SUMMARY the preset black type pixel value . 

A third aspect further has the following features in the 
The LIDER uses time of flight ( TOF ) of laser beam to second aspect . 

generate the Z positional data ( i.e. , TOF data ) . Therefore , The data for interpolation is the time of flight data at a 
when the time of flight is not measured , the Z positional data coordinate having shortest distance from the undetected 
is not obtained . If the Z positional data is not obtained , a coordinate in a negative direction in a vertical axis of the 
blank region occurs in data point group . In this instance , the 35 distance image . 
blank region is not subject to the clustering processing . A fourth aspect further has the following features in the 
Two reasons are assumed when the time of flight was not second aspect . 

measured . One is that there was no object to reflect irradi- The object recognition device further comprises a posi 
ated light of the laser beam . The other is that there was a low tional information acquisition portion and a database . 
reflecting object that absorbs the irradiated light ( e.g. , a 40 The positional information acquisition portion is config 
black type object ) . Therefore , in the latter case , the cluster- ured to acquire a positional information of the vehicle . 
ing processing is not executed correctly , and there is a The database is configured to store terrain information . 
possibility that the recognition of the low reflecting object is In the interpolation processing , the processing unit is 
erroneously performed . further configured to specify a road surface coordinate 
One object of present disclosure is to provide an object 45 indicating a coordinate corresponding to a road surface from 

recognition device capable of recognizing the low reflecting coordinates of the distance image based on the positional 
object that absorbs the laser beam irradiated from the information and the terrain information . 
LIDAR . The data for interpolation is the time of flight data at the 
A first aspect is an object recognition device that solves road surface coordinate having shortest distance from the 

the above problem and has the following features . 50 undetected coordinate in a negative direction in a vertical 
The object recognition device comprises a LIDAR and a axis of the distance image . 

processing unit . According to the first aspect , the first detection point and 
The LIDAR is configured to irradiate laser beam around the second detection point are associated when the linkable 

a vehicle and detect laser beam reflected at surroundings of condition is satisfied . According to the linkable condition , it 
the vehicle . 55 is possible to associate the first and second detection points 

The processing unit is configured to execute clustering even if there is the undetected coordinate between the first 
processing of detected point group of the LIDAR based on and second coordinates . This makes it easier for these 
3D positional data of respective detected point including detected points to be grouped into the same cluster in the 
time of flight data of the laser beam . clustering processing . Therefore , it is possible to suppress a 

The object recognition device further comprises a color 60 misidentification of the low reflecting object . 
image acquiring portion . According to the second aspect , the interpolation process 
The color image acquiring portion is configured to acquire ing is executed prior to the execution of the clustering 

color images of the surroundings . processing . In the interpolation processing , if the applicable 
In the clustering processing , the processing unit is con- condition is satisfied , the data for interpolation is taken up as 

figured to associate a first detection point corresponding to 65 the time of flight data in the undetected coordinate . There 
a first coordinate with a second detection point correspond- fore , it is possible to reduce a computational load on the 
ing to a second coordinate when a linkable condition is clustering processing . 
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According to the third aspect , the time of flight data at the irradiates laser beam around the vehicle M1 and detects laser 
coordinate having the shortest distance from the undetected beam reflected at surrounding thereof . When laser beam is 
coordinate in the negative direction in the vertical axis of the detected by the LIDAR LD , a data point group is obtained . 
distance image is taken up as the data for interpolation . The data point group consists of 3D positional data ( i.e. , X , 
Therefore , it is possible to improve an accuracy of the 5 Y , and Z positional data ) in a number of detected points . To 
clustering processing . the data point group , acquisition time of the 3D positional 

According to the fourth aspect , the time of flight data at data and position data of the LIDAR LD with respect to this 
the road surface coordinate having shortest distance from the acquisition time ( i.e. , latitude and longitude data ) may be 

added . undetected coordinate in a negative direction in a vertical 
axis of the distance image is taken up as the data for 10 The vehicle M1 comprises a processing unit PU . The 
interpolation . Therefore , it is possible to improve an accu processing unit PU executes object recognition processing . 
racy of the clustering processing . The object recognition processing includes clustering pro 

cessing . The clustering processing is processing to group the 
BRIEF DESCRIPTION OF DRAWINGS data point group into plurality of clusters based on the 3D 

15 positional data . In the clustering processing , the present 
FIG . 1 is a diagram for explaining an assumption of the disclosure is characterized in that processing to associate at 

present application ; least two pieces of data point is executed . There is no 
FIG . 2 is a schematic diagram for showing an image of a particular limitation on the object recognition processing 

rear portion of a preceding vehicle whose body color is based on the clusters obtained through the execution of the 
white type ; 20 clustering processing , and a known technique is applied 

FIG . 3 is a schematic diagram for showing an image of the thereto . 
rear portion of the preceding vehicle whose body color is In FIG . 1 , a road surface RS on which the vehicle M1 runs 

is depicted . When the laser beam reflected by the road 
FIG . 4 is a diagram for illustrating a condition for surface RS is detected by the LIDAR LD , the 3D positional 

coordinate ; 25 data in a number of the detected points on the road surface 
FIG . 5 is a diagram for illustrating the condition for RS is obtained . In FIG . 1 , a vehicle M2 is depicted in front 

coordinate ; of vehicle M1 . The vehicle M2 may be moving or stationary . 
FIG . 6 is a block diagram for showing a configuration The vehicle M2 may be a moving body that differs from a 

example of an object recognition device according to a first vehicle or may be a stationary body . When the laser beam 
embodiment ; 30 reflected by the vehicle M2 is detected by the LIDAR LD , 
FIG . 7 is a flowchart for illustrating an example of the 3D positional data in a number of the detected points on 

processing executed in a processing unit ; the vehicle M2 is obtained . Each of data point DP shown in 
FIG . 8 is a diagram for explaining a second example of an FIG . 1 is a schematic representation of the detected points of 

interpolation processing according to a second embodiment ; the road surface RS and the vehicle M2 . 
FIG . 9 is a block diagram for showing the configuration 35 1.2 Problems in Clustering Processing 

example of the object recognition device according to the As described above , when the time of flight was not 
second embodiment ; measured by the LIDAR LD , two reasons are assumed : one 
FIG . 10 is a flowchart for illustrating the example of is that there was no object to reflect irradiated light of the 

processing executed in the processing unit ; laser beam ; the other is that there was a low reflecting object 
FIG . 11 is a diagram for explaining the interpolation 40 that absorbs the irradiated light . Problems in the latter cases 

processing according to a third embodiment ; and will be explained with reference to FIGS . 2 and 3 . 
FIG . 12 is a block diagram for showing the configuration In these figures , two types of images are schematically 

example of the object recognition device according to the shown . The two types of the images are a color image CIMG 
third embodiment . and a distance image DIMG of a rear portion REm2 of the 

45 vehicle M2 . The color image CIMG is an RGB - image 
DESCRIPTION OF EMBODIMENTS acquired from a camera or an image sensor . In the RGB 

image , a pixel value of 2D position coordinate is represented 
Embodiments of the present disclosure are described by a RGB value . That is , a pixel value IC ( x , y ) of a 

hereunder with reference to the accompanying drawings . coordinate CC ( x , y ) in the color image CIMG is expressed 
However , it is to be understood that even when the number , 50 by the RGB - value . Note that the pixel value IC ( x , y ) 
quantity , amount , range or other numerical attribute of an corresponds to a " color pixel value ” in the present disclo 
element is mentioned in the following description of the sure . The color image CIMG may be represented by using a 
embodiments , the present disclosure is not limited to the CMY value , a CMYK value , an HSV value , or an HLS 
mentioned numerical attribute unless it is expressly stated or value . 
theoretically defined . Further , structures or steps or the like 55 The distance image DIMG is an image represented by the 
described in conjunction with the following embodiments 3D positional data . Each coordinate of the distance image 
are not necessarily essential to embodiments of the present DIMG is represented by the pixel value according to Z 
disclosure unless expressly stated or theoretically defined . positional data ( i.e. , TOF data ) in the data point DP . Spe 

cifically , a pixel value ID ( x , y ) of a coordinate CD ( x , y ) in 
1. First Embodiment 60 the distance image DIMG is represented by the pixel value 

according to the TOF . For example , the pixel value ID ( x , y ) 
First , a first embodiment of the present disclosure will be is represented by a smaller pixel value as the TOF becomes 

described with reference to FIGS . 1 to 7 . shorter while being represented by a larger pixel value as the 
1.1 Assumption TOF becomes longer . 
FIG . 1 is a diagram for illustrating an assumption of the 65 FIG . 2 shows the image of the rear portion REM2 when a 

present disclosure . A vehicle M1 is drawn on FIG . 1. A body color of the vehicle M2 is white type . As shown in the 
LIDAR LD is mounted on the vehicle M1 . The LIDAR LD distance image DIMG , when the body color is white type , 
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the laser beam is easily reflected on a surface of the rear condition consists of the following terms ( iii ) to ( v ) for the 
portion REM2 . Therefore , a number of the data point DPs first coordinate CDDP1 ( x , y ) and the second coordinate 
corresponding to the detected points of the rear portion CDDP2 ( x , y ) 
REM2 can be obtained . Therefore , in this situation , the data ( iii ) The distance dC is equal to or more than the prede 
point DPs are easily grouped into same cluster in the 5 termined distance dCTH 
clustering processing . ( iv ) The difference dT is less than the predetermined 
FIG . 3 shows an image of the rear portion REM2 when the difference dTTH 

body color of the vehicle M2 is black type . As shown in the ( v ) Satisfy a condition for coordinate 
distance image DIMG , when the body color is black type , If the terms ( iii ) , ( iv ) and ( v ) are satisfied simultaneously , 
the data point DPs can be obtained only in a part of an area then the special condition is satisfied . Note that the condition 
of the rear portion REM2 such as a tail light TL and a rear ( iv ) is the same as the condition ( ii ) . 
bumper RB . This is because the laser beam is not reflected The condition for coordinate shown in the term ( v ) 
by the rear portion REM2 and the TOF was not measured . consists of the following terms ( vi ) and ( v2 ) . 

In FIG . 3 , three regions ( hereinafter referred to as “ unde- ( v . ) A route coordinate CD ( x , y ) corresponds to the 
tected regions ” ) BR1 to 3 in which no Z positional data was undetected coordinate CDBr ( x , y ) 
obtained are depicted . The coordinate CD ( x , y ) consisting of ( v2 ) When an alignment of the distance image DIMG and 
the undetected regions BR is referred to an “ undetected the color image CIMG is performed , all pixel value ICs ( x , 
coordinate CDBR ( x , y ) ” . Then , each of pixel values IDBR ( x , y ) of the coordinate CC ( x , y ) that overlaps the coordinate 
y ) of the undetected coordinates CDBR ( x , y ) is represented 20 CD ( x , y ) correspond to the preset black type pixel value 
by the RGB - value of black type . The inclusion of such the The route coordinate CD ( x , y ) is the coordinate CD ( x , y ) 
undetected coordinates CDBR ( x , y ) in the distance image located on a path between the first coordinate CD ppi ( x , y ) 
DIMG means that there is a blank region in the data point and the second coordinate CDDP2 ( x , y ) . The number of the 
group . If the blank region is in the data point group , it route coordinate CD ( x , y ) is at least one . The " preset black 
separates the data point DPs corresponding to the detected 25 type pixel value ” includes the RBG - value of black type . The 
points of the rear portion REM2 . This makes it difficult to “ RBG - value of black type ” refers to the RGB - value in 
group the data point DPs into the same cluster . which each value of the RBG - value is less than a predeter 
1.3 Features of Object Recognition Processing in First mined value ( for example , each value is about 50 when the 
Embodiment RGB - value is represented in 256 gradations ) . If the terms 
Thus , if there is the low reflecting object absorbing the 30 ( v . ) and ( v2 ) are satisfied simultaneously , then the condition 

laser beam , the clustering processing may not be executed for coordinate is satisfied . If the color image CIMG is 
correctly , and this object may be incorrectly recognized represented by a color system value that differs from the 
Therefore , in the clustering processing according to the first RGB - value ( e.g. , the CMYK - value ) , then the " preset black 
embodiment , basic and special conditions are set as condi- type pixel value ” refers to the black type value in the color 
tions for associating arbitrary two data point DPs in the 35 system . 
distance image DIMG ( linkable condition ) . For convenience FIG . 4 is a diagram for illustrating the condition ( v1 ) . In 
of explanation , the arbitrary two data point DPs are referred FIG . 4 , some areas in the distance image DIMG are depicted 
to as a “ first data point DP ” and a " second data point DP2 ” schematically . In the example shown in FIG . 4 , for conve 
in the following description . nience of explanation , the coordinates CD ( x , y ) are repre 
1.3.1 Basic Condition 40 sented by white , gray and black . The coordinate CDs ( x , y ) 
The basic condition is a condition that is regularly used to expressed by white and gray ( e.g. , coordinate CDs ( i + 2 , j + 1 ) 

associate the first data point DP , with the second data point and ( i + 2 , j + 4 ) ) correspond to the data point DPs . The 
DP2 . The basic condition consists of the following terms ( i ) coordinate CDs ( x , y ) expressed by black ( e.g. , coordinate 
and ( ii ) for a first coordinate CDppi ( x , y ) and a second CDs ( i + 2 , j + 2 ) and ( i + 6 , j + 2 ) ) correspond to the undetected 
coordinate CDDP2 ( x , y ) . Note that the first coordinate 45 coordinate CDBR ( x , y ) . 
CDDPI ( x , y ) is a coordinate CD ( x , y ) corresponding to the The route coordinate CD ( x , y ) is specified based on 
first data point DP2 . The second coordinate CDDF2 ( x , y ) is shortest route SL between the first coordinate CD Dri ( x , y ) 
the coordinate CD ( x , y ) corresponding to the second data and the second coordinate CDDP2 ( x , y ) . Suppose that the 
point DP first coordinate CDDPI ( x , y ) is the coordinate CD ( i , j ) and 

( i ) A distance dC between the first coordinate CDppi ( x , y ) 50 the second coordinate CDDP2 ( x , y ) is the coordinate CD ( i + 
and the second coordinate CDDP2 ( x , y ) is less than a 2 , j ) . In this case , the shortest route SL is specified to the path 
predetermined distance dCTH L1 shown in FIG . 4. Then , the route coordinate CD ( x , y ) is 

( ii ) A difference dt between the TOF data TDDPI ( x , y ) the coordinate CD ( i + 1 , j ) . Here , the coordinate CD ( i + 1 , j ) 
and the TOF data TDDP2 ( x , y ) is less than a predetermined corresponds to the undetected coordinate CDBR ( x , y ) . There 
difference dT 55 fore , according to a combination of the coordinate CD ( i , j ) 

The predetermined distance dC is a threshold preset on and the coordinate CD ( i + 2 , j ) , the term ( vi ) is satisfied . 
the basis of a typical vehicle width ( i.e. , about 2 meter ) . The There may be more than one shortest route SL . In this 
predetermined difference dTTH is the threshold where two case , if any one of them satisfy the term ( vi ) , the term ( v . ) 
TOFs are recognized as comparable time . Note that the TOF is satisfied . Suppose that the first coordinate CDDP1 ( x , y ) is 
data TDDP1 ( x , y ) is the Z positional data in the first data 60 the coordinate CD ( i + 2 , j + 1 ) and the second coordinate 
point DP , The TOF data TDDP2 ( x , y ) is the Z positional data CD pp2 ( x , y ) is the coordinate CD ( i + 1 , j + 4 ) . In this case , the 
in the second data point DP2 . If the terms ( i ) and ( ii ) are shortest route SL is the path L2 or L3 shown in FIG . 4. The 
satisfied simultaneously , then the basic condition is satisfied . path L3 containing the coordinate CD ( i + 2 , j + 4 ) does not 
1.3.2 Special Condition satisfy V1 . On the other hand , the coordinates ( i + 1 , 3 + 1 ) , ( i + 1 , 
The special condition is a condition used to associate the 65 j + 2 ) and ( i + 1 , j + 3 ) correspond to the undetected coordinate 

second data point DP2 with the first data point DP , that could CDBR ( x , y ) . Therefore , according to the path L2 , the term 
not be associated under the basic condition . The special ( v . ) is satisfied . Therefore , according to the combination of 
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the coordinate CD ( i + 2 , j + 1 ) and the coordinate CD ( i + 1 , tion via the input and output interface . The processing unit 
j + 4 ) , the term ( v . ) is satisfied . 30 then executes the object recognition processing based on 

FIG . 5 is a diagram for illustrating the term ( v2 ) . In FIG . the received data . 
5 , the distance image DIMG and the color image CIMG The processing unit 30 includes an alignment portion 31 , 
described with reference to FIG . 3 are depicted . In FIG . 5 , 5 a peculiar coordinate identification portion 32 , and a clus 
a projected picture PIMG that projects the color image tering portion 33 as functions for executing the recognition 
CIMG on the distance image DIMG after alignment is processing . These function blocks shown in FIG . 6 are 
depicted . As shown in this projected image PIMG , a glass of realized when the processor of the processing unit 30 
the rear portion RE , is projected onto an undetected region executes control programs stored in the memory . 
BR1 . Here , the pixel value IC ( x , y ) of the glass does not 10 The alignment portion 31 executes an alignment of the 
correspond to the preset black type pixel value . Therefore , color image CIMG and the distance image DIMG . The 
the pixel value IC ( x , y ) of the coordinate CC ( x , y ) that alignment is performed with high accuracy using , for 
overlaps the coordinate CD ( x , y ) is the RBG - value other example , the following information ( i ) to ( iii ) 
than the black type . Hence , the term ( v2 ) is not satisfied . ( i ) Calibration parameters of the camera ( or the image 
On an undetected region BR2 , a tail light TLs of the rear 15 sensor ) and the LIDAR LD ( ii ) Acquisition time tCIMG 

portion REm2 and a painted surface of the body are pro- of the color image CIMG and the acquisition time 
jected . Here , the pixel value IC ( x , y ) of the tail lamp TL does tding of the distance image DIMG 
not correspond to the preset black type pixel value . There- ( iii ) The position of the camera ( or the image sensor ) in 
fore , the pixel value IC ( x , y ) of the coordinate CC ( x , y ) that the acquisition time tcing and the position of the 
overlaps the coordinate CD ( x , y ) corresponding to the tail 20 LIDAR LD in the acquisition time tdiMG 
light TL does not satisfy the term ( v2 ) . On the other hand , the The peculiar coordinate identification portion 32 projects 
pixel value IC ( x , y ) of the painted surface of the body the color image CIMG onto the distance image DIMG after 
corresponds to the preset black type pixel value . Therefore , the alignment . The peculiar coordinate identification portion 
according to the pixel value IC ( x , y ) of the coordinate CC ( x , 32 identifies a peculiar coordinate CP ( x , y ) on the distance 
y ) that overlaps the coordinate CD ( x , y ) corresponding to 25 image DIMG on which the color image CIMG was projected 
the painted surface of the body , the term ( v2 ) is satisfied . ( i.e. , the projected images PIMG ) . The peculiar coordinate 
On undetected region BR3 , the painted surface of the CP ( x , y ) is a coordinate CP ( x , y ) on the projected picture 

body is projected . Therefore , the same conclusion as for the PIMG that satisfies the following terms ( i ) and ( ii ) . 
painted surface of the body projected on the undetected ( i ) The coordinate CP ( x , y ) corresponds to the undetected 
region BR2 is obtained . 30 coordinate CDBR on the distance image DIMG 
1.4 Effect ( ii ) The pixel value IC ( x , y ) is the preset black type pixel 
According to the features described above , the clustering value on the color image CIMG 

processing is executed based on the combination of the basic The peculiar coordinate identification portion 32 trans 
condition and the special condition . In particular , according mits peculiar coordinate CP pe ( x , y ) to the clustering portion 
to the special condition , even if there is the undetected 35 33 when the peculiar coordinate CP PE ( x , y ) is specified . 
coordinate CDBR ( x , y ) between the first data point DP , and The clustering portion 33 executes the clustering process 
the second data point DP2 , it is possible to associate the data ing . The clustering processing is responsible for associating 
point DP , and the data point DP2 . Therefore , it is possible to at least two data point DPs . In the association processing , it 
group in the clustering processing the data point DP , and the is determined whether the basic or special condition is 
data point DP2 into the same cluster easily . Therefore , it is 40 satisfied with respect to the first data point DP , and the 
possible to suppress a misidentification of the low reflecting second data point DP2 on the distance image DIMG . Note 
object . that the determination of the condition for coordinate which 
1.5 Configuration Example of Object Recognition Device is included in the special condition is executed based on the 
FIG . 6 is a diagram for showing a configuration example peculiar coordinate CP ( x , y ) and the route coordinate CD , 

of an object recognition device 1 according to the first 45 ( x , y ) . If the peculiar coordinate CP ( x , y ) corresponds to the 
embodiment . As shown in FIG . 6 , the object recognition route coordinate CD ( x , y ) , the condition for coordinate is 
device 1 includes a color image acquiring portion 10 , a satisfied . If the basic or special condition is satisfied , the first 
distance image acquisition portion 20 , and a processing unit data point DP , and the second data point DP2 are associated . 
30 . 1.6 Specific Processing 

The color image acquiring portion 10 acquires the color 50 FIG . 7 is a flowchart for illustrating an example process 
image CIMG . The color image acquiring portion 10 may be , ing executed by the processing unit 30. The routine shown 
for example , a camera or an image datum sensor . The color in this drawing is repeatedly executed at a predetermined 
image acquiring portion 10 may be an image processing unit control cycle . 
separated from the camera or the image datum sensor . The First , in the step S11 , the color image CIMG is acquired . 
color image acquiring portion 10 transmits the color image 55 Subsequently , in the step S12 , the distance image DIMG is 
CIMG to the processing unit 30 . acquired . Subsequently , in the step S13 , the color image 

The distance image acquisition portion 20 acquires the CIMG is projected onto the distance image DIMG . The 
distance image DIMG . The distance image acquisition por- alignment of the color image CIMG and the distance image 
tion 20 is , for example , the LIDAR LD shown in FIG . 1. The DIMG is performed prior to the projection of the color 
distance image acquisition portion 20 may be an image 60 image CIMG . 
processing unit separated from the LIDAR LD . The distance In the step S14 , it is determined whether or not the basic 
image acquisition portion 20 transmits the distance image condition is satisfied . In the step S15 , it is determined 
DIMG to the processing unit 30 . whether or not the special condition is satisfied . If judgement 
The processing unit 30 is a processing unit PU shown in result of the step S14 or S15 is positive , then in the step S16 

FIG . 1. Typically , the processing unit 30 is a microcomputer 65 these data points are associated . If both judgement result of 
that includes a processor , a memory , and an input and output the steps S14 and S15 are negative , these data points are not 
interface . The processing unit 30 receives various informa- associated in the step S17 . Target to be judged of the basic 
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or special condition is all data point DPs on the distance undetected data of the undetected region BR3 are interpo 
image DIMG . That is , judgement processing including the lation by the Z positional data ( z3 ) of the data point DP . 
steps S14 to $ 17 is repeated until judgement results of all Actually , the data point DP ( zl ) is the Z positional data of 
data point DPs are obtained . the road surface RS just below the vehicle M2 . Therefore , in 

5 this case , the interpolated data point DPI in which the 
2. Second Embodiment accuracy of the Z positional data is ensured can be obtained . 

On the other hand , the data point DP ( z2 ) and the data point Next , a second embodiment will be described with ref DP ( z3 ) are actual the Z positional data on the panted surface erence FIGS . 8 to 10. Note that descriptions overlapping 
with those in the first embodiment are omitted as appropri- 10 associate the data point DPs around the undetected region of the body . In this case , it is possible to make it easier to 
ate . 
2.1 Features of Object Recognition Processing According to BR2 ( or the undetected region BR3 ) with the interpolated 

data point DPI . Second Embodiment 
The object recognition processing of the second embodi In the interpolation processing , further , it is determined 

ment includes interpolation processing . The interpolation 15 whether or not to apply the data for interpolation to the 
processing is processing to interpolate undetected Z posi interpolated image IIMG . This determination is executed 
tional data in the undetected coordinate CDBR ( x , y ) . The based on the following applicable condition . 
interpolation processing is executed prior to the execution of Applicable condition : when the alignment of the distance 
the clustering processing . In the interpolation processing , image DIMG and the color image CIMG is performed , the 
based on a applicable condition , it is determined whether or 20 pixel value IC ( x , y ) that overlaps the coordinate CD in ( x , y ) 
not to take up the distance image DIMG in which the corresponds to the preset black type pixel value . 
undetected Z positional data has interpolated in the unde- If the applicable condition is satisfied , the data for inter 
tected coordinate CDBR ( x , y ) . polation is taken up for the interpolated image IIMG . 

For convenience of explanation , the undetected Z posi- Otherwise , the data for interpolation is discarded . 
tional data in the undetected coordinate CDBR ( x , y ) is 25 2.2 Effect 
referred to as “ undetected data ” in the following description . According to the features described above , the undetected 
Further , the Z positional data for the interpolation of the data is interpolated by the execution of the interpolation 
undetected data is referred to as “ data for interpolation ” . processing . Therefore , it is possible to reduce a computa 
Further , the distance image DIMG expressed by the 3D tional load on the clustering processing which is executed 
positional data in which the undetected data is interpolated 30 after the execution of the interpolation processing . Accord 
is referred to as an “ interpolated image IIMG ” . Further , the ing to the second example of the interpolation method , it is 
undetected coordinate CDBR ( x , y ) after the interpolation of possible to reach the Z positional data of the road surface RS 
the undetected data is referred to as an “ interpolated coor- which is located directly under the vehicle M2 . Therefore , it 
dinate CD / M ( x , y ) ” . Further , the data point DP corresponding is possible to improve the accuracy of the clustering pro 
to the interpolated coordinate CDin ( x , y ) is referred to as an 35 cessing by the interpolated data point DPI in which the 
" interpolated data point DPI ” . accuracy of the Z positional data is ensured . 
Now interpolation methods of the undetected data are 2.3 Configuration Example of Object Recognition Device 

explained . In a first example , the Z positional data of the FIG . 9 is a diagram showing configuration example of 
coordinate CD ( x , y ) adjacent to the undetected coordinate object recognition device 2 according to second embodi 
CDBR ( x , y ) corresponds to the data for interpolation . The 40 ment . As shown in FIG . 9 , object recognition device 2 
“ coordinate CD ( x , y ) adjacent to the undetected coordinate includes the color image acquiring portion 10 , the distance 
CDBR ( x , y ) ” includes not only the coordinate CD ( x , y ) image acquisition portion 20 and the processing unit 40 . 
corresponding to the data point DP , but also the interpolated The hardware configuration of the processing unit 40 is 
coordinate CDIM ( x , y ) . In the first case , all of the undetected the same as that of the processing unit 30 shown in FIG . 6 . 
coordinate CDBR ( x , y ) may be replaced by the interpolated 45 The function to execute the object recognition processing 
coordinate CDN ( x , y ) . Note that such the interpolation which is included in the processing unit 40 is the same as 
method is well known . those included in the processing unit 30. The processing unit 
A second example will be described with reference to 40 comprises an undetected data interpolation portion 41 as 

FIG . 8. In FIG . 8 , the distance image DIMGs before and a configuration to execute the interpolation processing . 
after the interpolation . The distance image DIMG before 50 These function blocks shown in FIG.9 are realized when the 
interpolation is the same as the distance image DIMG shown processor of the processing unit 40 executes control program 
in FIG . 3. In the second example , a data point DP search is stored in the memory . 
performed in a negative y - axis ( i.e. , a negative direction in The undetected data interpolation portion 41 executes the 
the vertical axis ) of the undetected region BR . Then , the interpolation processing . In the interpolation processing , the 
undetected data is interpolated by the Z positional data of the 55 undetected data is interpolated by the interpolation methods 
data point DP which is found in the search at first . The “ data described above . In the interpolation processing , it is also 
point DP which is found in the search at first ” is a data point determined whether or not to apply the data for interpolation 
DP having shortest distance from the undetected region BR to the interpolated image IIMG . This determination is 
in the y - axis negative direction . As described above , in the executed based on the peculiar coordinate CP ( x , y ) and the 
second example , the Z positional data in the data point DP 60 applicable condition . As described above , the peculiar coor 
which is found in the search at first corresponds to the data dinate CP ( x , y ) is specified by the peculiar coordinate 
for interpolation . identification portion 32. If the interpolated coordinate CD IN 

In the example shown in FIG . 8 , all of the undetected data ( x , y ) corresponds to the peculiar coordinate CP ( x , y ) , the 
in the undetected region BR1 are interpolation by the Z applicable condition is satisfied . 
positional data ( zl ) of the data point DP . All of the unde- 65 2.4 Specific Processing 
tected data of the undetected region BR2 are interpolation by FIG . 10 is a flowchart for illustrating an example of the 
the Z positional data ( 22 ) of the data point DP . All of the interpolation processing executed by the processing unit 40 . 
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The routine shown in this drawing is repeatedly executed at on the clustering processing which is executed after the 
a predetermined control cycle . execution of the interpolation processing . In addition , since 

The processing of the steps S21 and S22 is the same as the interpolation is performed based on the Z positional data 
that of the steps S11 and S12 described in FIG . 7. In the step of road surface RS which locates directly under vehicle M2 , 
S23 , the undetected data is interpolated . The interpolations it is possible to improve the accuracy of the clustering 
method is as described above . The processing of the step S24 processing by the interpolated data point DP in which the 
is the same as that of the step S13 described in FIG . 7 . accuracy of the Z positional data is secured . 

In the step S25 , it is determined whether or not the 3.3 Configuration Example of Object Recognition Device 
applicable condition is satisfied . If the judgement result of FIG . 12 is a diagram for showing a configuration example 
the step S25 is positive , then in the step S26 the data for 10 of the object recognition device according to the third 
interpolation is applied to the interpolated image IIMG . If embodiment . As illustrated in FIG . 12 , the object recogni 
the judgement result of the step S25 is negative , the data for tion device 3 comprises the color image acquiring portion 
interpolation is discarded in the step S27 . Targets to be 10 , the distance image acquisition portion 20 , a positional 
judged of the applicable condition are all of the interpolated information acquisition portion 50 , a data base 60 and a 
data point DPIs on the interpolated image IIMG . That is , the 15 processing unit 70 . 
judgement processing of the steps S25 to S27 is repeated The positional information acquisition portion 50 
until the judgement result of all of the interpolated data point acquires positional information of the vehicle M1 . The 
DPIs is obtained . positional information acquisition portion 50 is , for 

example , a GNSS ( Global Navigation Satellite System ) 
3. Third Embodiment 20 receiver . The positional information acquisition portion 50 

receives signals from three or more satellites . The positional 
Next , a third embodiment will be described with reference information acquisition portion 50 calculates positional 

to FIGS . 11 and 12. Note that descriptions overlapping with information of the vehicle M1 based on the received signals . 
those in the first or second embodiment will be omitted as The positional information acquisition portion 50 transmits 
appropriate . 25 the positional information to the processing unit 70 . 

3.1 Features of Object Recognition Processing According The database 60 is a database in which terrain information 
to Third Embodiment is stored . The terrain information is map information on 

Like the object recognition processing according to the terrain . The terrain information includes height Zof the road 
second embodiment , the object recognition processing surface RS at each position [ X , Y ] on a map . 
according to third embodiment includes the interpolation 30 The hardware configuration of the processing unit 70 is 
processing . However , in the interpolation processing accord- the same as that of the processing unit 30 described with 
ing to third embodiment , the Z positional data of the reference to FIG . 6. The function to execute the object 
coordinate CD ( x , y ) corresponding to the road surface RS recognition processing which is included in the processing 
which locates directly under the vehicle M2 is specified unit 70 is the same as those included in the processing unit 
based on positional information and terrain information of 35 30. The processing unit 70 comprises an undetected data 
the vehicle M1 . That is , the interpolation processing accord- interpolation portion 71 as a configuration to execute the 
ing to the third embodiment differs from that according to interpolation processing . These function blocks shown in 
the second embodiment in the interpolation method . FIG . 12 are realized when the processor of the processing 

For convenience of explanation , a coordinate CD ( x , y ) unit 70 executes control program stored in the memory . 
corresponding to the road surface RS is referred to as a “ road 40 The undetected data interpolation portion 71 executes the 
surface coordinate CDRs ( x , y ) ” in the following description . interpolation processing . The interpolation processing 
The interpolation processing according to third embodi- executed by the undetected data interpolation portion 71 is 

ment will be described with reference to FIG . 11. In FIG . 11 , essentially the same as that executed by the undetected data 
the distance image DIMGs before and after the interpolation interpolation portion 41 described in FIG . 9. That is , in the 
are depicted . The distance image DIMG before the interpo- 45 interpolation processing , the undetected data is interpolated 
lation is the same as the distance image DIMG shown in by the interpolation method described above . In the inter 
FIG . 3. In the example shown in FIG . 11 , the data point DP polation processing , it is also determined whether or not to 
search is performed in the negative y - axis direction of the apply the Z positional data ( ZRS ) to the interpolated image 
undetected region BR until a data point DP corresponding to IIMG . 
the road surface RS is found . The " data point DP corre- 50 
sponding to the road surface RS ” is a data point DP having What is claimed is : 
shortest distance from the undetected region BR in the 1. An object recognition device comprising : 
y - axis negative direction . Then , the undetected data is inter- a Laser Imaging Detection and Ranging Device ( LIDAR ) 
polated by the Z positional data of the data point DP irradiates a laser beam around a vehicle and detects a 
corresponding to the road surface RS . As described above , 55 laser beam reflected at surroundings of the vehicle ; 
in third embodiment , the Z positional data of the data point a processor executes clustering processing of a detected 
DP corresponding to the road surface RS corresponds to data point group of the LIDAR based on three - dimensional 
for interpolation . ( 3D ) positional data of respective detected point includ 

In the example shown in FIG . 11 , the Z positional data of ing time of flight data of the laser beam ; and 
the data point DP corresponding to the road surface RS is z4 . 60 a color image acquiring portion which acquires color 
Thus , in this example , all of the undetected data of the images of the surroundings , 
undetected regions BR1 to BR3 are interpolated by the same wherein , in the clustering processing , the processor asso 
Z positional data ( i.e. , z4 ) . ciates a first detection point corresponding to a first 
3.2 Effect coordinate with a second detection point corresponding 

According to the features described above , it is possible 65 to a second coordinate when a linkable condition is 
to obtain the same effects as those in the second embodi satisfied in the first and second coordinates on a dis 
ment . That is , it is possible to reduce a computational load tance image represented by the 3D positional data , 
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wherein the linkable condition is satisfied when a distance wherein the applicable condition is satisfied when the 
between the first and second coordinates is greater than color pixel value of the undetected coordinate after the 
or equal to a predetermined distance , a difference in the interpolation is the preset black type pixel value . 
time of flight data between the first and second detec 3. The object recognition device according to claim 2 , 
tion points is less than a predetermined difference , and 5 wherein the data for interpolation is the time of flight data at 
a condition for coordinate is satisfied , a coordinate having shortest distance from the undetected wherein the condition for coordinate is satisfied when a coordinate in a negative direction in a vertical axis of the route coordinate indicating a coordinate locating on a distance image . route between the first and second coordinates is an 4. The object recognition device according to claim 2 , undetected coordinate at which the time of flight data further comprising : has not been calculated , and a color pixel value indi a positional information acquisition portion acquires a cating a pixel value of every coordinate that overlaps 
the route coordinate is a preset black type pixel value . positional information of the vehicle ; and 

2. The object recognition device according to claim 1 , a database that stores a terrain information , 
wherein , in the interpolation processing , the processor wherein the processor further executes interpolation pro- 15 

cessing before the execution of the clustering process specifies a road surface coordinate indicating a coor 
ing , dinate corresponding to a road surface from coordinates 

wherein the interpolation processing is processing to of the distance image based on the positional informa 
interpolate the time of flight data in the undetected tion and the terrain information , 
coordinate , wherein the data for interpolation is the time of flight data 

wherein , in the interpolate processing , the processing unit at the road surface coordinate having shortest distance 
takes from the undetected coordinate in a negative direction data for interpolation as the time of flight data up in a vertical axis of the distance image . at the undetected coordinate if applicable condition is 
satisfied , 
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