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(57) ABSTRACT

Methods, systems, and devices for address scrambling by
linear maps in Galois fields are described. For instance, a
device may determine a bijective matrix based on a power
up condition. In some examples, the device may determine
the bijective matrix based on a seed value and/or may select
the matrix from among a set of bijective matrices. In some
examples, the bijective matrix may have at least one column
and/or one row that has at least two non-zero elements. The
device may generate a first address of a first address space
based on applying the matrix (e.g., each column of the
matrix) to at least a portion of a second address of a second
address space and may access a memory array of the device
based on generating the first address.
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ADDRESS SCRAMBLING BY LINEAR MAPS
IN GALOIS FIELDS

FIELD OF TECHNOLOGY

The following relates to one or more systems for memory,
including address scrambling by linear maps in Galois
fields.

BACKGROUND

Memory devices are widely used to store information in
various electronic devices such as computers, user devices,
wireless communication devices, cameras, digital displays,
and the like. Information is stored by programming memory
cells within a memory device to various states. For example,
binary memory cells may be programmed to one of two
supported states, often denoted by a logic 1 or a logic 0. In
some examples, a single memory cell may support more
than two states, any one of which may be stored. To access
the stored information, a component may read (e.g., sense,
detect, retrieve, identify, determine, evaluate) a stored state
in the memory device. To store information, a component
may write (e.g., program, set, assign) the state in the
memory device.

Various types of memory devices exist, including mag-
netic hard disks, random access memory (RAM), read-only
memory (ROM), dynamic RAM (DRAM), synchronous
dynamic RAM (SDRAM), static RAM (SRAM), ferroelec-
tric RAM (FeRAM), magnetic RAM (MRAM), resistive
RAM (RRAM), flash memory, phase change memory
(PCM), self-selecting memory, chalcogenide memory tech-
nologies, not-or (NOR) and not-and (NAND) memory
devices, and others. Memory cells may be described in terms
of volatile configurations or non-volatile configurations.
Memory cells configured in a non-volatile configuration
may maintain stored logic states for extended periods of
time even in the absence of an external power source.
Memory cells configured in a volatile configuration may
lose stored states when disconnected from an external power
source.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an example of a system that supports
address scrambling by linear maps in Galois fields in accor-
dance with examples as disclosed herein.

FIG. 2 illustrates an example of a memory die that
supports address scrambling by linear maps in Galois fields
in accordance with examples as disclosed herein.

FIG. 3 illustrates an example of a scrambling scheme that
supports address scrambling by linear maps in Galois fields
in accordance with examples as disclosed herein.

FIG. 4 illustrates an example of a scrambling circuit that
supports address scrambling by linear maps in Galois fields
in accordance with examples as disclosed herein.

FIG. 5 shows a block diagram of a memory device that
supports address scrambling by linear maps in Galois fields
in accordance with examples as disclosed herein.

FIGS. 6 and 7 show flowcharts illustrating a method or
methods that support address scrambling by linear maps in
Galois fields in accordance with examples as disclosed
herein.

DETAILED DESCRIPTION

In some examples, a device (e.g., a memory device) may
scramble an address in a first address space as part of
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generating an address in a second address space. For
instance, the device may scramble a logical address as part
of generating a physical address. Scrambling the address
may increase a security of the device by decreasing a
likelihood that an intercepting device is able to determine
the logical address to physical address mapping used by the
device.

In order to scramble the address, the device may use a
seed value to determine one of a set of circulant reordering
matrices to apply to the address, where a circulant reordering
matrix may be defined as a matrix produced by shifting a
pattern of an identity matrix diagonally. The quantity of
circulant reordering matrices possible for a matrix of a given
size may be limited. For instance, for a matrix of size n, the
quantity of circulant reordering matrices may also be equal
to n. Increasing the quantity of matrices that the device may
select among may increase a security of the device. For
instance, the amount of time for an intercepting device to
determine the correct logical address to physical address
mapping may increase as the quantity of matrices that the
device may select from increases.

In order to increase the quantity of matrices that the
device may select among, the device may instead select from
a more general set of bijective matrices. The set of bijective
matrices may include at least some matrices that are not
circulant reordering matrices. For instance, the set of bijec-
tive matrices may include matrices that are neither an
identity matrix nor are produced by shifting the entries of an
identity matrix diagonally.

Features of the disclosure are initially described in the
context of systems and dies as described with reference to
FIGS. 1 and 2. Features of the disclosure are described in the
context of a scrambling scheme and a scrambling circuit as
described with reference to FIGS. 3 and 4. These and other
features of the disclosure are further illustrated by and
described with reference to an apparatus diagram and flow-
charts that relate to address scrambling by linear maps in
Galois fields as described with reference to FIGS. 5 through
7.

FIG. 1 illustrates an example of a system 100 that
supports address scrambling by linear maps in Galois fields
in accordance with examples as disclosed herein. The sys-
tem 100 may include a host device 105, a memory device
110, and a plurality of channels 115 coupling the host device
105 with the memory device 110. The system 100 may
include one or more memory devices 110, but aspects of the
one or more memory devices 110 may be described in the
context of a single memory device (e.g., memory device
110).

The system 100 may include portions of an electronic
device, such as a computing device, a mobile computing
device, a wireless device, a graphics processing device, a
vehicle, or other systems. For example, the system 100 may
illustrate aspects of a computer, a laptop computer, a tablet
computer, a smartphone, a cellular phone, a wearable device,
an internet-connected device, a vehicle controller, or the
like. The memory device 110 may be a component of the
system 100 that is operable to store data for one or more
other components of the system 100.

Portions of the system 100 may be examples of the host
device 105. The host device 105 may be an example of a
processor (e.g., circuitry, processing circuitry, a processing
component) within a device that uses memory to execute
processes, such as within a computing device, a mobile
computing device, a wireless device, a graphics processing
device, a computer, a laptop computer, a tablet computer, a
smartphone, a cellular phone, a wearable device, an internet-
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connected device, a vehicle controller, a system on a chip
(SoC), or some other stationary or portable electronic
device, among other examples. In some examples, the host
device 105 may refer to the hardware, firmware, software, or
any combination thereof that implements the functions of an
external memory controller 120. In some examples, the
external memory controller 120 may be referred to as a host
(e.g., host device 105).

A memory device 110 may be an independent device or a
component that is operable to provide physical memory
addresses/space that may be used or referenced by the
system 100. In some examples, a memory device 110 may
be configurable to work with one or more different types of
host devices. Signaling between the host device 105 and the
memory device 110 may be operable to support one or more
of: modulation schemes to modulate the signals, various pin
configurations for communicating the signals, various form
factors for physical packaging of the host device 105 and the
memory device 110, clock signaling and synchronization
between the host device 105 and the memory device 110,
timing conventions, or other functions.

The memory device 110 may be operable to store data for
the components of the host device 105. In some examples,
the memory device 110 (e.g., operating as a secondary-type
device to the host device 105, operating as a dependent-type
device to the host device 105) may respond to and execute
commands provided by the host device 105 through the
external memory controller 120. Such commands may
include one or more of a write command for a write
operation, a read command for a read operation, a refresh
command for a refresh operation, or other commands.

The host device 105 may include one or more of an
external memory controller 120, a processor 125, a basic
input/output system (BIOS) component 130, or other com-
ponents such as one or more peripheral components or one
or more input/output controllers. The components of the host
device 105 may be coupled with one another using a bus
135.

The processor 125 may be operable to provide function-
ality (e.g., control functionality) for the system 100 or the
host device 105. The processor 125 may be a general-
purpose processor, a digital signal processor (DSP), an
application-specific integrated circuit (ASIC), a field-pro-
grammable gate array (FPGA) or other programmable logic
device, discrete gate or transistor logic, discrete hardware
components, or any combination of these components. In
such examples, the processor 125 may be an example of a
central processing unit (CPU), a graphics processing unit
(GPU), a general purpose GPU (GPGPU), or an SoC, among
other examples. In some examples, the external memory
controller 120 may be implemented by or be a part of the
processor 125.

The BIOS component 130 may be a software component
that includes a BIOS operated as firmware, which may
initialize and run various hardware components of the
system 100 or the host device 105. The BIOS component
130 may also manage data flow between the processor 125
and the various components of the system 100 or the host
device 105. The BIOS component 130 may include instruc-
tions (e.g., a program, software) stored in one or more of
read-only memory (ROM), flash memory, or other non-
volatile memory.

In some examples, the system 100 or the host device 105
may include various peripheral components. The peripheral
components may be any input device or output device, or an
interface for such devices, that may be integrated into or
with the system 100 or the host device 105. Examples may

10

15

20

25

30

35

40

45

50

55

60

65

4

include one or more of: a disk controller, a sound controller,
a graphics controller, an Ethernet controller, a modem, a
universal serial bus (USB) controller, a serial or parallel
port, or a peripheral card slot such as peripheral component
interconnect (PCI) or specialized graphics ports. The periph-
eral component(s) may be other components understood by
a person having ordinary skill in the art as a peripheral.

In some examples, the system 100 or the host device 105
may include an I/O controller. An I/O controller may man-
age data communication between the processor 125 and the
peripheral component(s) (e.g., input devices, output
devices). The I/O controller may manage peripherals that are
not integrated into or with the system 100 or the host device
105. In some examples, the /O controller may represent a
physical connection (e.g., one or more ports) with external
peripheral components.

In some examples, the system 100 or the host device 105
may include an input component, an output component, or
both. An input component may represent a device or signal
external to the system 100 that provides information (e.g.,
signals, data) to the system 100 or its components. In some
examples, and input component may include an interface
(e.g., a user interface or an interface between other devices).
In some examples, an input component may be a peripheral
that interfaces with system 100 via one or more peripheral
components or may be managed by an I/O controller. An
output component may represent a device or signal external
to the system 100 operable to receive an output from the
system 100 or any of its components. Examples of an output
component may include a display, audio speakers, a printing
device, another processor on a printed circuit board, and
others. In some examples, an output may be a peripheral that
interfaces with the system 100 via one or more peripheral
components or may be managed by an /O controller.

The memory device 110 may include a device memory
controller 155 and one or more memory dies 160 (e.g.,
memory chips) to support a capacity (e.g., a desired capacity,
a specified capacity) for data storage. Each memory die 160
(e.g., memory die 160-a, memory die 160-b, memory die
160-N) may include a local memory controller 165 (e.g.,
local memory controller 165-a, local memory controller
165-b, local memory controller 165-N) and a memory array
170 (e.g., memory array 170-a¢, memory array 170-b,
memory array 170-N). A memory array 170 may be a
collection (e.g., one or more grids, one or more banks, one
or more tiles, one or more sections) of memory cells, with
each memory cell being operable to store one or more bits
of data. A memory device 110 including two or more
memory dies 160 may be referred to as a multi-die memory
or a multi-die package or a multi-chip memory or a multi-
chip package.

A memory die 160 may be an example of a two-dimen-
sional (2D) array of memory cells or may be an example of
a three-dimensional (3D) array of memory cells. In some
examples, a 2D memory die 160 may include a single
memory array 170. In some examples, a 3D memory die 160
may include two or more memory arrays 170, which may be
stacked on top of one another or positioned next to one
another (e.g., relative to a substrate). In some examples,
memory arrays 170 in a 3D memory die 160 may be referred
to as or otherwise include different sets (e.g., decks, levels,
layers, dies). A 3D memory die 160 may include any
quantity of stacked memory arrays 170 (e.g., two high, three
high, four high, five high, six high, seven high, eight high).
In some 3D memory dies 160, different decks may share a
common access line such that some decks may share one or
more of a word line, a digit line, or a plate line.
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The device memory controller 155 may include compo-
nents (e.g., circuitry, logic) operable to control operation of
the memory device 110. The device memory controller 155
may include hardware, firmware, or instructions that enable
the memory device 110 to perform various operations and
may be operable to receive, transmit, or execute commands,
data, or control information related to the components of the
memory device 110. The device memory controller 155 may
be operable to communicate with one or more of the external
memory controller 120, the one or more memory dies 160,
or the processor 125. In some examples, the device memory
controller 155 may control operation of the memory device
110 described herein in conjunction with the local memory
controller 165 of the memory die 160.

In some examples, the memory device 110 may commu-
nicate information (e.g., data, commands, or both) with the
host device 105. For example, the memory device 110 may
receive a write command indicating that the memory device
110 is to store data received from the host device 105, or
receive a read command indicating that the memory device
110 is to provide data stored in a memory die 160 to the host
device 105, among other types of information communica-
tion.

A local memory controller 165 (e.g., local to a memory
die 160) may include components (e.g., circuitry, logic)
operable to control operation of the memory die 160. In
some examples, a local memory controller 165 may be
operable to communicate (e.g., receive or transmit data or
commands or both) with the device memory controller 155.
In some examples, a memory device 110 may not include a
device memory controller 155, and a local memory control-
ler 165 or the external memory controller 120 may perform
various functions described herein. As such, a local memory
controller 165 may be operable to communicate with the
device memory controller 155, with other local memory
controllers 165, or directly with the external memory con-
troller 120, or the processor 125, or any combination thereof.
Examples of components that may be included in the device
memory controller 155 or the local memory controllers 165
or both may include receivers for receiving signals (e.g.,
from the external memory controller 120), transmitters for
transmitting signals (e.g., to the external memory controller
120), decoders for decoding or demodulating received sig-
nals, encoders for encoding or modulating signals to be
transmitted, or various other components operable for sup-
porting described operations of the device memory control-
ler 155 or local memory controller 165 or both.

The external memory controller 120 may be operable to
enable communication of information (e.g., data, com-
mands, or both) between components of the system 100
(e.g., between components of the host device 105, such as
the processor 125, and the memory device 110). The external
memory controller 120 may process (e.g., convert, translate)
communications exchanged between the components of the
host device 105 and the memory device 110. In some
examples, the external memory controller 120, or other
component of the system 100 or the host device 105, or its
functions described herein, may be implemented by the
processor 125. For example, the external memory controller
120 may be hardware, firmware, or software, or some
combination thereof implemented by the processor 125 or
other component of the system 100 or the host device 105.
Although the external memory controller 120 is depicted as
being external to the memory device 110, in some examples,
the external memory controller 120, or its functions
described herein, may be implemented by one or more
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components of' a memory device 110 (e.g., a device memory
controller 155, a local memory controller 165) or vice versa.

The components of the host device 105 may exchange
information with the memory device 110 using one or more
channels 115. The channels 115 may be operable to support
communications between the external memory controller
120 and the memory device 110. Each channel 115 may be
an example of a transmission medium that carries informa-
tion between the host device 105 and the memory device
110. Each channel 115 may include one or more signal paths
(e.g., a transmission medium, a conductor) between termi-
nals associated with the components of the system 100. A
signal path may be an example of a conductive path operable
to carry a signal. For example, a channel 115 may be
associated with a first terminal (e.g., including one or more
pins, including one or more pads) at the host device 105 and
a second terminal at the memory device 110. A terminal may
be an example of a conductive input or output point of a
device of the system 100, and a terminal may be operable to
act as part of a channel.

Channels 115 (and associated signal paths and terminals)
may be dedicated to communicating one or more types of
information. For example, the channels 115 may include one
or more command and address (CA) channels 186, one or
more clock signal (CK) channels 188, one or more data
(DQ) channels 190, one or more other channels 192, or any
combination thereof. In some examples, signaling may be
communicated over the channels 115 using single data rate
(SDR) signaling or double data rate (DDR) signaling. In
SDR signaling, one modulation symbol (e.g., signal level) of
a signal may be registered for each clock cycle (e.g., on a
rising or falling edge of a clock signal). In DDR signaling,
two modulation symbols (e.g., signal levels) of a signal may
be registered for each clock cycle (e.g., on both a rising edge
and a falling edge of a clock signal).

In some examples, CA channels 186 may be operable to
communicate commands between the host device 105 and
the memory device 110 including control information asso-
ciated with the commands (e.g., address information). For
example, commands carried by the CA channel 186 may
include a read command with an address of the desired data.
In some examples, a CA channel 186 may include any
quantity of signal paths (e.g., eight or nine signal paths) to
communicate control information (e.g., commands or
addresses).

In some examples, clock signal channels 188 may be
operable to communicate one or more clock signals between
the host device 105 and the memory device 110. Clock
signals may be operable to oscillate between a high state and
a low state, and may support coordination (e.g., in time)
between actions of the host device 105 and the memory
device 110. In some examples, the clock signal may be
single ended. In some examples, the clock signal may
provide a timing reference for command and addressing
operations for the memory device 110, or other system-wide
operations for the memory device 110. A clock signal may
be referred to as a control clock signal, a command clock
signal, or a system clock signal. A system clock signal may
be generated by a system clock, which may include one or
more hardware components (e.g., oscillators, crystals, logic
gates, transistors).

In some examples, data channels 190 may be operable to
communicate information (e.g., data, control information)
between the host device 105 and the memory device 110.
For example, the data channels 190 may communicate
information (e.g., bi-directional) to be written to the memory
device 110 or information read from the memory device 110.
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The channels 115 may include any quantity of signal
paths (including a single signal path). In some examples, a
channel 115 may include multiple individual signal paths.
For example, a channel may be x4 (e.g., including four
signal paths), x8 (e.g., including eight signal paths), x16
(including sixteen signal paths), etc.

In some examples, the one or more other channels 192
may include one or more error detection code (EDC) chan-
nels. The EDC channels may be operable to communicate
error detection signals, such as checksums, to improve
system reliability. An EDC channel may include any quan-
tity of signal paths.

Signals communicated over the channels 115 may be
modulated using one or more different modulation schemes.
In some examples, a binary-symbol (or binary-level) modu-
lation scheme may be used to modulate signals communi-
cated between the host device 105 and the memory device
110. A binary-symbol modulation scheme may be an
example of a M-ary modulation scheme where M is equal to
two. A symbol of a binary-symbol modulation scheme may
be operable to represent one bit of digital data (e.g., a symbol
may represent a logic 1 or a logic 0). Examples of binary-
symbol modulation schemes include, but are not limited to,
non-return-to-zero (NRZ), unipolar encoding, bipolar
encoding, Manchester encoding, pulse amplitude modula-
tion (PAM) having two symbols (e.g., PAM2), and others.

In some examples, a multi-symbol (or multi-level) modu-
lation scheme may be used to modulate signals communi-
cated between the host device 105 and the memory device
110. A multi-symbol modulation scheme may be an example
of a M-ary modulation scheme where M is greater than or
equal to three. A symbol of a multi-symbol modulation
scheme may be operable to represent more than one bit of
digital data (e.g., a symbol may represent a logic 00, a logic
01, a logic 10, or a logic 11). Examples of multi-symbol
modulation schemes include, but are not limited to, PAM3,
PAM4, PAMS, etc., quadrature amplitude modulation
(QAM), quadrature phase shift keying (QPSK), and others.
A multi-symbol signal (e.g., a PAM3 signal or a PAM4
signal) may be a signal that is modulated using a modulation
scheme that includes at least three levels to encode more
than one bit of information. Multi-symbol modulation
schemes and symbols may alternatively be referred to as
non-binary, multi-bit, or higher-order modulation schemes
and symbols.

In some examples, a memory device 110 may scramble an
address in a first address space as part of generating an
address in a second address space. For instance, the memory
device 110 may scramble a logical address as part of
generating a physical address. Scrambling the address may
increase a security of the memory device 110 by decreasing
a likelihood that an intercepting memory device 110 deter-
mines the logical address to physical address mapping used
by the memory device 110.

In order to scramble the address, the memory device 110
may use a seed value to determine one of a set of circulant
reordering matrices to apply to the address, where a circulant
reordering matrix may be defined as a matrix produced by
shifting the pattern of an identity matrix diagonally. The
quantity of circulant reordering matrices possible for a
matrix of a given size may be limited. For instance, for a
matrix of size n, the quantity of circulant reordering matrices
may also be equal to n. Increasing the quantity of matrices
that the memory device 110 may select among may increase
a security of the memory device 110. For instance, the
amount of time for an intercepting memory device 110 to
determine the correct logical address to physical address
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mapping may increase as the quantity of matrices that the
memory device 110 may select from increases.

In order to increase the quantity of matrices that the
memory device 110 may select among, the memory device
110 may instead select from a set of bijective matrices. The
set of bijective matrices may include matrices that are not
circulant reordering matrices. For instance, the set of bijec-
tive matrices may include at least some matrices that are
neither an identity matrix nor are produced by shifting an
identity matrix diagonally.

FIG. 2 illustrates an example of a memory die 200 that
supports address scrambling by linear maps in Galois fields
in accordance with examples as disclosed herein. The
memory die 200 may be an example of the memory dies 160
described with reference to FIG. 1. In some examples, the
memory die 200 may be referred to as a memory chip, a
memory device, or an electronic memory apparatus. The
memory die 200 may include one or more memory cells 205
that may be programmable to store different logic states
(e.g., programmed to one of a set of two or more possible
states). For example, a memory cell 205 may be operable to
store one bit of information at a time (e.g., a logic O or a logic
1). In some examples, a memory cell 205 (e.g., a multi-level
memory cell) may be operable to store more than one bit of
information at a time (e.g., a logic 00, logic 01, logic 10, a
logic 11). In some examples, the memory cells 205 may be
arranged in an array, such as a memory array 170 described
with reference to FIG. 1.

In some examples, a memory cell 205 may store a charge
representative of the programmable states in a capacitor.
DRAM architectures may include a capacitor that includes
a dielectric material to store a charge representative of the
programmable state. In other memory architectures, other
storage devices and components are possible. For example,
nonlinear dielectric materials may be employed. The
memory cell 205 may include a logic storage component,
such as capacitor 230, and a switching component 235 (e.g.,
a cell selection component). The capacitor 230 may be an
example of a dielectric capacitor or a ferroelectric capacitor.
A node of the capacitor 230 may be coupled with a voltage
source 240, which may be the cell plate reference voltage,
such as Vpl, or may be ground, such as Vss.

The memory die 200 may include access lines (e.g., word
lines 210, digit lines 215) arranged in a pattern, such as a
grid-like pattern. An access line may be a conductive line
coupled with a memory cell 205 and may be used to perform
access operations on the memory cell 205. In some
examples, word lines 210 may be referred to as row lines. In
some examples, digit lines 215 may be referred to as column
lines or bit lines. References to access lines, row lines,
column lines, word lines, digit lines, or bit lines, or their
analogues, are interchangeable without loss of understand-
ing. Memory cells 205 may be positioned at intersections of
the word lines 210 and the digit lines 215.

Operations such as reading and writing may be performed
on the memory cells 205 by activating access lines such as
a word line 210 or a digit line 215. By biasing a word line
210 and a digit line 215 (e.g., applying a voltage to the word
line 210 or the digit line 215), a single memory cell 205 may
be accessed at their intersection. The intersection of a word
line 210 and a digit line 215 in a two-dimensional or in a
three-dimensional configuration may be referred to as an
address of a memory cell 205. Activating a word line 210 or
a digit line 215 may include applying a voltage to the
respective line.

Accessing the memory cells 205 may be controlled
through a row decoder 220, or a column decoder 225, or any
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combination thereof. For example, a row decoder 220 may
receive a row address from the local memory controller 260
and activate a word line 210 based on the received row
address. A column decoder 225 may receive a column
address from the local memory controller 260 and may
activate a digit line 215 based on the received column
address.

Selecting or deselecting the memory cell 205 may be
accomplished by activating or deactivating the switching
component 235 using a word line 210. The capacitor 230
may be coupled with the digit line 215 using the switching
component 235. For example, the capacitor 230 may be
isolated from digit line 215 when the switching component
235 is deactivated, and the capacitor 230 may be coupled
with digit line 215 when the switching component 235 is
activated.

A word line 210 may be a conductive line in electronic
communication with a memory cell 205 that is used to
perform access operations on the memory cell 205. In some
architectures, the word line 210 may be coupled with a gate
of a switching component 235 of a memory cell 205 and
may be operable to control the switching component 235 of
the memory cell. In some architectures, the word line 210
may be coupled with a node of the capacitor of the memory
cell 205 and the memory cell 205 may not include a
switching component.

A digit line 215 may be a conductive line that couples the
memory cell 205 with a sense component 245. In some
architectures, the memory cell 205 may be selectively
coupled with the digit line 215 during portions of an access
operation. For example, the word line 210 and the switching
component 235 of the memory cell 205 may be operable to
couple or isolate the capacitor 230 of the memory cell 205
and the digit line 215. In some architectures, the memory
cell 205 may be coupled with the digit line 215.

The sense component 245 may be operable to detect a
state (e.g., a charge) stored on the capacitor 230 of the
memory cell 205 and determine a logic state of the memory
cell 205 based on the stored state. The sense component 245
may include one or more sense amplifiers to amplify or
otherwise convert a signal resulting from accessing the
memory cell 205. The sense component 245 may compare a
signal detected from the memory cell 205 to a reference 250
(e.g., a reference voltage). The detected logic state of the
memory cell 205 may be provided as an output of the sense
component 245 (e.g., to an input/output 255), and may
indicate the detected logic state to another component of a
memory device (e.g., a memory device 110) that includes the
memory die 200.

The local memory controller 260 may control the access-
ing of memory cells 205 through the various components
(e.g., row decoder 220, column decoder 225, sense compo-
nent 245). The local memory controller 260 may be an
example of the local memory controller 165 described with
reference to FIG. 1. In some examples, one or more of the
row decoder 220, column decoder 225, and sense compo-
nent 245 may be co-located with the local memory control-
ler 260. The local memory controller 260 may be operable
to receive one or more of commands or data from one or
more different memory controllers (e.g., an external memory
controller 120 associated with a host device 105, another
controller associated with the memory die 200), translate the
commands or the data (or both) into information that can be
used by the memory die 200, perform one or more opera-
tions on the memory die 200, and communicate data from
the memory die 200 to a host (e.g., a host device 105) based
on performing the one or more operations. The local
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memory controller 260 may generate row signals and col-
umn address signals to activate the target word line 210 and
the target digit line 215. The local memory controller 260
also may generate and control various signals (e.g., voltages,
currents) used during the operation of the memory die 200.
In general, the amplitude, the shape, or the duration of an
applied voltage or current discussed herein may be varied
and may be different for the various operations discussed in
operating the memory die 200.

The local memory controller 260 may be operable to
perform one or more access operations on one or more
memory cells 205 of the memory die 200. Examples of
access operations may include a write operation, a read
operation, a refresh operation, a precharge operation, or an
activate operation, among others. In some examples, access
operations may be performed by or otherwise coordinated
by the local memory controller 260 in response to various
access commands (e.g., from a host device 105). The local
memory controller 260 may be operable to perform other
access operations not listed here or other operations related
to the operating of the memory die 200 that are not directly
related to accessing the memory cells 205.

The local memory controller 260 may be operable to
perform a write operation (e.g., a programming operation)
on one or more memory cells 205 of the memory die 200.
During a write operation, a memory cell 205 of the memory
die 200 may be programmed to store a desired state (e.g.,
logic state, charge state). The local memory controller 260
may identify a target memory cell 205 on which to perform
the write operation. The local memory controller 260 may
identify a target word line 210 and a target digit line 215
coupled with the target memory cell 205 (e.g., an address of
the target memory cell 205). The local memory controller
260 may activate the target word line 210 and the target digit
line 215 (e.g., applying a voltage to the word line 210 or
digit line 215) to access the target memory cell 205. The
local memory controller 260 may apply a signal (e.g., a write
pulse, a write voltage) to the digit line 215 during the write
operation to store a specific state (e.g., charge) in the
capacitor 230 of the memory cell 205. The signal used as
part of the write operation may include one or more voltage
levels over a duration.

The local memory controller 260 may be operable to
perform a read operation (e.g., a sense operation) on one or
more memory cells 205 of the memory die 200. During a
read operation, the state (e.g., logic state, charge state) stored
in a memory cell 205 of the memory die 200 may be
evaluated (e.g., read, determined, identified). The local
memory controller 260 may identify a target memory cell
205 on which to perform the read operation. The local
memory controller 260 may identify a target word line 210
and a target digit line 215 coupled with the target memory
cell 205 (e.g., the address of the target memory cell 205).
The local memory controller 260 may activate the target
word line 210 and the target digit line 215 (e.g., applying a
voltage to the word line 210 or digit line 215) to access the
target memory cell 205. The target memory cell 205 may
transfer a signal (e.g., charge, voltage) to the sense compo-
nent 245 in response to biasing the access lines. The sense
component 245 may amplify the signal. The local memory
controller 260 may activate the sense component 245 (e.g.,
latch the sense component) and compare the signal received
from the memory cell 205 to a reference (e.g., the reference
250). Based on that comparison, the sense component 245
may determine a logic state that is stored on the memory cell
205.
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In some examples, a memory device including memory
die 200 may scramble an address in a first address space as
part of generating an address in a second address space. For
instance, the memory device may scramble a logical address
as part of generating a physical address. Scrambling the
address may increase a security of the memory device by
decreasing a likelihood that an intercepting memory device
determines the logical address to physical address mapping
used by the memory device.

In order to scramble the address, the memory device may
use a seed value to determine one of a set of circulant
reordering matrices to apply to the address, where a circulant
reordering matrix may be defined as a matrix produced by
shifting the pattern of an identity matrix diagonally. The
quantity of circulant reordering matrices possible for a
matrix of a given size may be limited. For instance, for a
matrix of size n, the quantity of circulant reordering matrices
may also be equal to n. Increasing the quantity of matrices
that the memory device may select among may increase a
security of the memory device. For instance, the amount of
time for an intercepting memory device to determine the
correct logical address to physical address mapping may
increase as the quantity of matrices that the memory device
may select from increases.

In order to increase the quantity of matrices that the
memory device may select among, the memory device may
instead select from a set of bijective matrices. The set of
bijective matrices may include matrices that are not circulant
reordering matrices. For instance, the set of bijective matri-
ces may include at least some matrices that are neither an
identity matrix nor are produced by shifting an identity
matrix diagonally.

FIG. 3 illustrates an example of a scrambling scheme 300
that supports address scrambling by linear maps in Galois
fields in accordance with examples as disclosed herein. In
some examples, scrambling scheme 300 may be an example
of one or more aspects of system 100 and/or memory die
200. For instance, memory device 305 may be an example
of a memory device 110 as described with reference to FIG.
1 and/or memory array 330 may be an example of a memory
array 170 as described with reference to FIG. 1 or an array
of a memory die 200 as described with reference to FIG. 2.

In some examples, memory device 305 may change (e.g.,
change randomly) a logical address to physical address map
based on a power up condition. For instance, the memory
device 305 may change the map whenever the memory
device 305 identifies that it is performing a power up
sequence (e.g., the memory device 305 receives a command
from a host device associated with the memory device 305
performing the power up sequence). By changing the map
based on the power up condition, the memory device 305
may prevent an intercepting device (e.g., a malicious user)
from exploiting the map to attack the memory device 305
(e.g., a row hammer attack used to retrieve stored and/or to
overwrite stored data).

In order to change the map, memory device 305 may
scramble each address by applying a matrix to the address.
For instance, the memory device 305 may generate a seed
value 317 using a seed generator 315. The matrix selector
320 may select a matrix 322 from a set of matrices based on
the seed value 317. The address scrambler 312 may apply
the matrix 322 to an input address 310 in order to generate
an output address 325.

In some examples, the input address 310 may be an
address of a logical address space and the output address 325
may be an address of an intermediate address space or a
physical address space. Conversely, the input address 310
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may be an address of an intermediate address space or a
physical address space and the output address 325 may be an
address of a logical address space. Generally, a logical
address space may correspond to a set of addresses that are
addressable by a host device, whereas the physical address
space corresponds to a second set of addresses, which may
not be directly addressable by a host device. The interme-
diate address space may represent a third set of addresses
that may undergo further processing before being in the
physical address space.

In some examples, the memory device 305 may scramble
the address using a circulant reordering map (e.g., a circu-
lating map). A circulant reordering matrix may be defined as
a matrix produced by shifting the pattern of an identity
matrix diagonally. However, the quantity of circulant reor-
dering matrices possible for a matrix of a given size may be
limited. For instance, for a matrix of size nxn, the quantity
of circulant reordering matrices may also be equal to n. If
n=4, the four circulant reordering maps may be given as

- o o <
o o o~
oo - <
o - o <

Generally, increasing the quantity of matrices that the
memory device 305 may select from may increase a security
of the memory device 305. For instance, the amount of time
for an intercepting device to determine the correct logical
address to physical address mapping may increase as the
quantity of matrices that the memory device 305 may select
from increases. In order to increase the quantity of matrices
that the memory device 305 may select among, the device
may instead select from a set of bijective matrices. A matrix
may be bijective if the determinant of the matrix is equal to
0.

A first set of bijective matrices that the memory device
305 may select from may be the set of reordering matrices.
A reordering matrix may be defined as a matrix L in which
each row has one-and-only-one non-zero entry and in which
each column has one-and-only-one non-zero entry. For
instance, an example of a reordering matrix that is not a
circulant matrix may be

0010
0001
=lo10o0
1000

Generally, reordering matrices may be considered a linear
map and may have an inverse equal to a transpose of the
matrix (e.g., L is orthogonal. An inverse of a matrix may be
defined such that the mmltiplication of the matrix by its
inverse generates an identity matrix of the same size as the
matrix. Additionally, the total quantity of reordering matri-
ces that the memory device 305 may select from may be
equal to n! (e.g., 24 when n=4), which may be greater than
the total quantity of circulant reordering maps.

A second set of bijective matrices that the memory device
305 may select from may be a set of non-reordering bijective
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matrices. For instance, the memory device 305 may select
from a set of bijective matrices that have more than one
element in at least one row or more than one element in at
least one column. The total set of such matrices may be
larger than the set of reordering matrices. Accordingly, the
bit length of the seed value 317 may also be longer.

A third set of bijective matrices that the memory device
305 may select from may be a set of matrices generated
using a Galois field. For instance, if x is an element in a
Galois field GF(2"), then it may have a binary vector
representation

x = [xg, ..v’, Xp-1] ,

an-l

where o is a primitive element in GF(2"). A primitive
element ot may be defined as an element that equals 1 for o
when p=N-1 and does not equal 1 for & when p=1,2 ...
N-2, where N=2". In some examples, a vector y may be
determined as

[x0, -

> Xn-1]
1
@
JCo,.. s Xp— 1

n-1

Y=o, -5 Yu1]=

a]+l

= [X05 «-- 5 Xp-1] ],
aﬁ»n 1

where j may represent the value of a seed (e.g., seed value
317. The inverse of the element o may be o7=a""'7, as
a™'=1. As such, the inverse of M; may be M_=M, , ; (e.g.,
Mg=My.,).

In order to scramble an address using a Galois field, a
matrix M; may be selected using a random seed value 317 of
value j. Additionally, an input address 310 of n bits may have
each bit mapped to a corresponding bit value X, . . . , X,,;
and may be multiplied by M,, thus generating an output
address 325 of yg, . . ., ¥,.q. Similarly, to descramble the
address, the output address 325 may be multiplied by M_,.
Generally, there may be N-1=2"-1 possible matrices
selected for a matrix of size nxn generated using Galois
fields, which may be greater than or equal to the quantity of
possible reordering circulant maps of the same size. Addi-
tionally, it should be noted that there may be 2"—1 homog-
enous maps and n of bits for the seed value 317 may be
sufficient to choose each possible homogenous map when
generating matrices according to the techniques described
herein.

In some examples, the output address 325 may be
obtained by multlplylng the input address 310 by M; and
adding the result by o, which may be an example ofa hnear
map. For instance, if the output address is represented by
S(x), then S(x) may be equal to [Xq, . . . . Xn_l]Mj+OCk.
Likewise, the inverse of S(x) may be determined as
[Xgs - - -2 X, ]=5(X) M_j—ockM_j. The total quantity of linear
maps using such techniques may be equal to L =(2"-1)2".
Accordingly, as 1,,<2%", 2n of bits for the seed value 317
may be sufficient to choose each possible linear map accord-
ing to the techniques described herein (e.g., n bits for o¢ and
n bits for o).

In some examples, a Galois field GF(N) may be defined
by an irreducible polynomial f(x). The elements of the
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Galois field may be polynomials of degrees smaller than a
degree of f(x) and each element may be vectors of the
coefficients of these polynomials. As such, given a seed
value 317 of value j, the element ¢ may be a remainder of
the polynomial division

x/

f@’

which may be determined using a linear-feedback shift
register. The inverse of o may be o?=0""7. The matrices

o oV
+1 N-1—j+1
o/t oV-1-7
M; = and M_; =My 1 ;=
aj+n71 aN*l*]v‘Fn*l

In some examples, if the exponent of & exceeds N—2, then
the exponent may be considered mod(N—1). Additionally, a
lookup table may be used to identify a mapping from j to of
and the corresponding inverse (e.g., such that o and o7 is
not calculated each time j is selected).

In some examples, multiple bijective matrices may be
selected for scrambling a single address. For instance, a first
8 bits of the seed value 317 may be used to select a first 8x8
bijective matrix, a second 8 bits of the seed value 317 may
be used to select a second 8x8 bijective matrix, and a 4 bits
of the seed value 317 may be used to select a 4x4 bijective
matrix. Correspondingly, a first 8 bits of the input address
310 may be multiplied by the first 88 bijective matrix, a
second 8 bits of the input address 310 may be multiplied by
the second 8x8 bijective matrix, and 4 bits of the input
address 310 may be multiplied by a 4x4 bijective matrix. In
some examples, the outputs of these multiplications may
undergo a bitwise XOR with other bits of the seed value 317
(e.g.. 20 bits) to generate the output address. Additionally or
alternatively, in some examples, a portion of the address may
be scrambled (e.g., 8 bits may be scrambled and the remain-
ing bits may not be scrambled).

After scrambling the map, the memory device may use the
scrambled map to access memory array 330. For instance,
the memory device may receive a command indicates a
logical address and the memory device may scramble the
logical address to generate a physical address or an inter-
mediate address associated with a location in the memory
array 330. The memory device may access (e.g., read or
write) from the location in the memory array 330.

FIG. 4 illustrates an example of a scrambling circuit 400
that supports address scrambling by linear maps in Galois
fields in accordance with examples as disclosed herein. In
some examples, scrambling circuit 400 may be an example
of one or more aspects of scrambling circuit 400. For
instance, scrambling circuit 400 may be an example of a
circuit included in the address scrambler 312 of FIG. 3.

In some examples, scrambling circuit 400 may be used to
scramble an address [X,, . . . , X,,.;] using Galois fields. For
instance, a matrix component 405 of the scrambling circuit
may multiply [Xq, . . . , X, ;] by a matrix M, generated using
seed value j according to the techniques described herein
(e.g., as described with reference to FIG. 3). The scrambling
circuit 400 may add the result to o using adding component
410 to generate the output address [yq, . - . » ¥,.1]- The
operations performed by the scrambling circuit may be
defined as [yg, - - - » ¥,1)=[X0s - - - > xn_l]Mj+ock.
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In some examples, matrix component 405 may include a
set of matrix multiplication circuits 415-a, 415-b, and 415-c,
where each matrix multiplication circuit is configured to
multiply a respective column of M; with the input address
[Xos - - - 5 X,,1] tO generate a respective bit associated with the
output address. For instance, matrix multiplication circuit
415-a may output a first bit, matrix multiplication circuit
415-b may output a second bit, and matrix multiplication
circuit 415-c¢ may output a third bit, where the first, second,
and third bits are added with o to generate y,, y,, and y,,
respectively.

Each matrix multiplication circuit may include a set of
AND gates and one or more XOR gates. For instance, matrix
multiplication circuit 415-a may include AND gates 420-a,
420-b, and 420-¢ as well as XOR gate 425. Each AND gate
may be coupled with a respective bit of the input address and
a respective entry of one column of M;. For instance, AND
gate 420-a may be coupled with x, and m,,, AND gate
420-b may be coupled with x; and m, ;, and AND gate 420-c
may be coupled with x,,_, and m, ,,_,. The outputs of AND
gates 420-a, 420-b, and 420-c may be input to the XOR gate
425.

Additionally, the scrambling circuit 400 may be used to
obtain a logical address from a physical address of an
intermediate address. For instance, [y, . . ., y,.;| may be
input into matrix component 405 and multiplied with M_;. In
examples in which the adder component 410 is present, the
result may be subtracted by akM_j to obtain [X,, . . ., X,,_]
In some such examples, each matrix multiplication circuit of
matrix component 405 may be configured to multiply a
respective column of M_; with the address [y, . . ., y,.,] to
generate a respective bit associated with address [x,, . . .,
X,,.,]- For instance, matrix multiplication circuit 415-a may
output a first bit, matrix multiplication circuit 415-5 may
output a second bit, and matrix multiplication circuit 415-c
may output a third bit, where the first, second, and third bits
are added with (ka_j to generate X,, X;, and X,, respectively.
Each AND gate of matrix multiplication circuit 415-a may
be coupled with a respective bit of the address [y, . . ., ¥, ]
and a respective entry of one column of M_,. For instance,
AND gate 420-a may be coupled with y, and m, 5, AND gate
420-5 may be coupled with y, and m, ,, and AND gate 420-c
may be coupled with y,_, and m,,,_,. The outputs of AND
gates 420-a, 420-b, and 420-c may be input to the XOR gate
425.

FIG. 5 shows a block diagram 500 of a Memory Device
520 that supports address scrambling by linear maps in
Galois fields in accordance with examples as disclosed
herein. The Memory Device 520 may be an example of
aspects of a Memory Device as described with reference to
FIGS. 1 through 4. The Memory Device 520, or various
components thereof, may be an example of means for
performing various aspects of address scrambling by linear
maps in Galois fields as described herein. For example, the
Memory Device 520 may include a matrix determination
component 525, an address generator 530, an array access-
ing component 535, a seed value determination component
540, a primitive element selector 545, a command receiver
550, or any combination thereof. Each of these components
may communicate, directly or indirectly, with one another
(e.g., via one or more buses).

The matrix determination component 525 may be config-
ured as or otherwise support a means for determining, based
at least in part on a power up condition of a device and a seed
value, a matrix that includes a set of columns, each column
of the set of columns including elements associated with a
set of rows, where a column of the set of columns or a row
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of the set of rows has at least two non-zero elements. The
address generator 530 may be configured as or otherwise
support a means for generating a first address of a first
address space based at least in part on applying each column
of'the set of columns to at least a portion of a second address
of a second address space. The array accessing component
535 may be configured as or otherwise support a means for
accessing a memory array of the device based at least in part
on generating the first address.

In some examples, the array accessing component 535
may be configured as or otherwise support a means for
accessing the memory array based at least in part on a third
address of the first address space. In some examples, the
matrix determination component 525 may be configured as
or otherwise support a means for determining a second
matrix that includes a second set of columns, each column
of the second set of columns including elements associated
with a second set of rows, where the second matrix is an
inverse of the matrix. In some examples, the address gen-
erator 530 may be configured as or otherwise support a
means for generating a fourth address of the second address
space based at least in part on applying each column of the
second set of columns to at least a portion of the third
address of the first address space.

In some examples, generating the first address of the first
address space is based at least in part on the seed value being
associated with a greater quantity of bits than the first
address.

In some examples, to support determining the matrix, the
primitive element selector 545 may be configured as or
otherwise support a means for selecting a primitive element
based at least in part on the seed value. In some examples,
to support determining the matrix, the matrix determination
component 525 may be configured as or otherwise support
a means for generating the matrix based at least in part on
the primitive element and a constant associated with the seed
value.

In some examples, the command receiver 550 may be
configured as or otherwise support a means for receiving a
command that indicates the second address for accessing the
memory array. In some examples, the address generator 530
may be configured as or otherwise support a means for
determining a third address of a third address space based at
least in part on the first address, where the third address
space includes a physical address space, where accessing the
memory array includes accessing the memory array using
the third address.

In some examples, to support generating the first address
of the first address space, the address generator 530 may be
configured as or otherwise support a means for generating a
first vector based at least in part on applying each column of
the set of columns to the at least the portion of the second
address. In some examples, to support generating the first
address of the first address space, the address generator 530
may be configured as or otherwise support a means for
generating the first address of the first address space based
at least in part on combining the first vector with a second
vector, where the second vector is based at least in part on
the seed value.

In some examples, the matrix determination component
525 may be configured as or otherwise support a means for
selecting, based at least in part on a power up condition of
a device, a matrix from among a set of bijective matrices,
where a column or a row of at least one of the set of bijective
matrices has at least two non-zero elements. In some
examples, the address generator 530 may be configured as or
otherwise support a means for generating a first address of
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a first address space based at least in part on applying the
matrix to at least a portion of a second address of a second
address space. In some examples, the array accessing com-
ponent 535 may be configured as or otherwise support a
means for accessing a memory array of the device based at
least in part on generating the first address.

In some examples, the array accessing component 535
may be configured as or otherwise support a means for
accessing the memory array based at least in part on a third
address of the first address space. In some examples, the
matrix determination component 525 may be configured as
or otherwise support a means for determining a second
matrix that includes a second set of columns, where the
second matrix is an inverse of the matrix. In some examples,
the address generator 530 may be configured as or otherwise
support a means for generating a fourth address of the
second address space based at least in part on applying each
column of the second set of columns to at least a portion of
the third address of the first address space.

In some examples, the at least the portion of the second
address includes a first portion of the second address, and the
matrix determination component 525 may be configured as
or otherwise support a means for selecting, from among the
set of bijective matrices, a second matrix based at least in
part on determining the power up condition of the device,
where generating the first address includes applying the
second matrix to a second portion of the second address of
the second address space.

In some examples, the matrix is associated with a first
seed value and the second matrix is associated with a second
seed value different than the first seed value.

In some examples, the at least the portion of the second
address includes a first portion of the second address, and the
matrix determination component 525 may be configured as
or otherwise support a means for selecting, from among a
second set of bijective matrices, a second matrix based at
least in part on determining the power up condition of the
device, where a column or a row of at least one of the second
set of bijective matrices has at least two non-zero elements,
and where the second set of bijective matrices excludes each
matrix of the set of bijective matrices, and where generating
the first address includes applying the second matrix to a
second portion of the second address of the second address
space.

In some examples, each matrix of the set of bijective
matrices is associated with a first size. In some examples,
each matrix of the second set of bijective matrices is
associated with a second size different than the first size.

In some examples, the command receiver 550 may be
configured as or otherwise support a means for receiving a
command that indicates the second address for accessing the
memory array. In some examples, the address generator 530
may be configured as or otherwise support a means for
determining a third address of a third address space based at
least in part on the first address, where the third address
space includes a physical address space, where accessing the
memory array includes accessing the memory array using
the third address.

In some examples, where each of the at least two non-zero
elements has a same value.

In some examples, the set of bijective matrices includes a
first subset of matrices that are reordering matrices and a
second subset of matrices that are not reordering matrices.

The seed value determination component 540 may be
configured as or otherwise support a means for determining,
based at least in part on a power up condition of a device,
a seed value including a first quantity of bits. In some
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examples, the matrix determination component 525 may be
configured as or otherwise support a means for selecting a
matrix from a set of bijective matrices based at least in part
on the seed value, the matrix including a set of columns,
each column of the set of columns including elements
associated with a set of rows, where a column or a row of
at least one of the set of bijective matrices as at least two
non-zero elements. In some examples, the address generator
530 may be configured as or otherwise support a means for
generating a first address of a first address space based at
least in part on applying each column of the set of columns
to at least a portion of a second address of a second address
space, where the each of the first address and the second
address are associated with a second quantity of bits, and
where the first quantity is greater than the second quantity.
In some examples, the array accessing component 535 may
be configured as or otherwise support a means for accessing
a memory array of the device based at least in part on
generating the first address.

In some examples, the array accessing component 535
may be configured as or otherwise support a means for
accessing the memory array based at least in part on a third
address of the first address space. In some examples, the
matrix determination component 525 may be configured as
or otherwise support a means for determining, based at least
in part on the seed value, a second matrix that includes a
second set of columns, each column of the second set of
columns including elements associated with a second set of
rows, where the second matrix is an inverse of the matrix. In
some examples, the address generator 530 may be config-
ured as or otherwise support a means for generating a fourth
address of the second address space based at least in part on
applying each column of the second set of columns to at
least a portion of the third address of the first address space.

In some examples, to support selecting the matrix, the
primitive element selector 545 may be configured as or
otherwise support a means for selecting a primitive element
based at least in part on the seed value. In some examples,
to support selecting the matrix, the matrix determination
component 525 may be configured as or otherwise support
a means for generating the matrix based at least in part on
the primitive element and a constant associated with the seed
value.

In some examples, the command receiver 550 may be
configured as or otherwise support a means for receiving a
command that indicates the second address for accessing the
memory array. In some examples, the address generator 530
may be configured as or otherwise support a means for
determining a third address of a third address space based at
least in part on the first address, where the third address
space includes a physical address space, where accessing the
memory array includes accessing the memory array using
the third address.

In some examples, to support generating the first address
of the first address space, the address generator 530 may be
configured as or otherwise support a means for generating a
first vector based at least in part on applying each column of
the set of columns to the at least the portion of the second
address. In some examples, to support generating the first
address of the first address space, the address generator 530
may be configured as or otherwise support a means for
generating the first address of the first address space based
at least in part on combining the first vector with a second
vector, where the second vector is based at least in part on
the seed value.

FIG. 6 shows a flowchart illustrating a method 600 that
supports address scrambling by linear maps in Galois fields
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in accordance with examples as disclosed herein. The opera-
tions of method 600 may be implemented by a Memory
Device or its components as described herein. For example,
the operations of method 600 may be performed by a
Memory Device as described with reference to FIGS. 1
through 5. In some examples, a Memory Device may
execute a set of instructions to control the functional ele-
ments of the device to perform the described functions.
Additionally, or alternatively, the Memory Device may
perform aspects of the described functions using special-
purpose hardware.

At 605, the method may include determining, based at
least in part on a power up condition of a device and a seed
value, a matrix that includes a set of columns, each column
of the set of columns including elements associated with a
set of rows, where a column of the set of columns or a row
of the set of rows has at least two non-zero elements. The
operations of 605 may be performed in accordance with
examples as disclosed herein. In some examples, aspects of
the operations of 605 may be performed by a matrix deter-
mination component 525 as described with reference to FI1G.
5.

At 610, the method may include generating a first address
of'a first address space based at least in part on applying each
column of the set of columns to at least a portion of a second
address of a second address space. The operations of 610
may be performed in accordance with examples as disclosed
herein. In some examples, aspects of the operations of 610
may be performed by an address generator 530 as described
with reference to FIG. 5.

At 615, the method may include accessing a memory
array of the device based at least in part on generating the
first address. The operations of 615 may be performed in
accordance with examples as disclosed herein. In some
examples, aspects of the operations of 615 may be per-
formed by an array accessing component 535 as described
with reference to FIG. 5.

In some examples, an apparatus as described herein may
perform a method or methods, such as the method 600. The
apparatus may include features, circuitry, logic, means, or
instructions (e.g., a non-transitory computer-readable
medium storing instructions executable by a processor), or
any combination thereof for performing the following
aspects of the present disclosure:

Aspect 1: A method, apparatus, or non-transitory com-
puter-readable medium including operations, features, cir-
cuitry, logic, means, or instructions, or any combination
thereof for determining, based at least in part on a power up
condition of a device and a seed value, a matrix that includes
a set of columns, each column of the set of columns
including elements associated with a set of rows, where a
column of the set of columns or a row of the set of rows has
at least two non-zero elements; generating a first address of
a first address space based at least in part on applying each
column of the set of columns to at least a portion of a second
address of a second address space; and accessing a memory
array of the device based at least in part on generating the
first address.

Aspect 2: The method, apparatus, or non-transitory com-
puter-readable medium of aspect 1, further including opera-
tions, features, circuitry, logic, means, or instructions, or any
combination thereof for accessing the memory array based
at least in part on a third address of the first address space;
determining a second matrix that includes a second set of
columns, each column of the second set of columns includ-
ing elements associated with a second set of rows, where the
second matrix is an inverse of the matrix; and generating a
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fourth address of the second address space based at least in
part on applying each column of the second set of columns
to at least a portion of the third address of the first address
space.

Aspect 3: The method, apparatus, or non-transitory com-
puter-readable medium of any of aspects 1 through 2 where
generating the first address of the first address space is based
at least in part on the seed value being associated with a
greater quantity of bits than the first address.

Aspect 4: The method, apparatus, or non-transitory com-
puter-readable medium of any of aspects 1 through 3 where
determining the matrix includes operations, features, cir-
cuitry, logic, means, or instructions, or any combination
thereof for selecting a primitive element based at least in part
on the seed value and generating the matrix based at least in
part on the primitive element and a constant associated with
the seed value.

Aspect 5: The method, apparatus, or non-transitory com-
puter-readable medium of any of aspects 1 through 4, further
including operations, features, circuitry, logic, means, or
instructions, or any combination thereof for receiving a
command that indicates the second address for accessing the
memory array and determining a third address of a third
address space based at least in part on the first address,
where the third address space includes a physical address
space, where accessing the memory array includes accessing
the memory array using the third address.

Aspect 6: The method, apparatus, or non-transitory com-
puter-readable medium of any of aspects 1 through 5 includ-
ing operations, features, circuitry, logic, means, or instruc-
tions, or any combination thereof for.

Aspect 7: The method, apparatus, or non-transitory com-
puter-readable medium of any of aspects 1 through 6 where
generating the first address of the first address space includes
operations, features, circuitry, logic, means, or instructions,
or any combination thereof for generating a first vector
based at least in part on applying each column of the set of
columns to the at least the portion of the second address and
generating the first address of the first address space based
at least in part on combining the first vector with a second
vector, where the second vector is based at least in part on
the seed value.

FIG. 7 shows a flowchart illustrating a method 700 that
supports address scrambling by linear maps in Galois fields
in accordance with examples as disclosed herein. The opera-
tions of method 700 may be implemented by a Memory
Device or its components as described herein. For example,
the operations of method 700 may be performed by a
Memory Device as described with reference to FIGS. 1
through 5. In some examples, a Memory Device may
execute a set of instructions to control the functional ele-
ments of the device to perform the described functions.
Additionally, or alternatively, the Memory Device may
perform aspects of the described functions using special-
purpose hardware.

At 705, the method may include selecting, based at least
in part on a power up condition of a device, a matrix from
among a set of bijective matrices, where a column or a row
of at least one of the set of bijective matrices has at least two
non-zero elements. The operations of 705 may be performed
in accordance with examples as disclosed herein. In some
examples, aspects of the operations of 705 may be per-
formed by a matrix determination component 525 as
described with reference to FIG. 5.

At 710, the method may include generating a first address
of a first address space based at least in part on applying the
matrix to at least a portion of a second address of a second
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address space. The operations of 710 may be performed in
accordance with examples as disclosed herein. In some
examples, aspects of the operations of 710 may be per-
formed by an address generator 530 as described with
reference to FIG. 5.

At 715, the method may include accessing a memory
array of the device based at least in part on generating the
first address. The operations of 715 may be performed in
accordance with examples as disclosed herein. In some
examples, aspects of the operations of 715 may be per-
formed by an array accessing component 535 as described
with reference to FIG. 5.

In some examples, an apparatus as described herein may
perform a method or methods, such as the method 700. The
apparatus may include features, circuitry, logic, means, or
instructions (e.g., a non-transitory computer-readable
medium storing instructions executable by a processor), or
any combination thereof for performing the following
aspects of the present disclosure:

Aspect 8: A method, apparatus, or non-transitory com-
puter-readable medium including operations, features, cir-
cuitry, logic, means, or instructions, or any combination
thereof for selecting, based at least in part on a power up
condition of a device, a matrix from among a set of bijective
matrices, where a column or a row of at least one of the set
of bijective matrices has at least two non-zero elements;
generating a first address of a first address space based at
least in part on applying the matrix to at least a portion of a
second address of a second address space; and accessing a
memory array of the device based at least in part on
generating the first address.

Aspect 9: The method, apparatus, or non-transitory com-
puter-readable medium of aspect 8, further including opera-
tions, features, circuitry, logic, means, or instructions, or any
combination thereof for accessing the memory array based
at least in part on a third address of the first address space;
determining a second matrix that includes a second set of
columns, where the second matrix is an inverse of the
matrix; and generating a fourth address of the second
address space based at least in part on applying each column
of the second set of columns to at least a portion of the third
address of the first address space.

Aspect 10: The method, apparatus, or non-transitory
computer-readable medium of any of aspects 8 through 9
where the at least the portion of the second address includes
a first portion of the second address and the method,
apparatuses, and non-transitory computer-readable medium,
further includes operations, features, circuitry, logic, means,
or instructions, or any combination thereof for selecting,
from among the set of bijective matrices, a second matrix
based at least in part on determining the power up condition
of the device, where generating the first address includes
applying the second matrix to a second portion of the second
address of the second address space.

Aspect 11: The method, apparatus, or non-transitory com-
puter-readable medium of aspect 10 where the matrix is
associated with a first seed value and the second matrix is
associated with a second seed value different than the first
seed value.

Aspect 12: The method, apparatus, or non-transitory
computer-readable medium of any of aspects 8 through 11
where the at least the portion of the second address includes
a first portion of the second address and the method,
apparatuses, and non-transitory computer-readable medium,
further includes operations, features, circuitry, logic, means,
or instructions, or any combination thereof for selecting,
from among a second set of bijective matrices, a second
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matrix based at least in part on determining the power up
condition of the device, where a column or a row of at least
one of the second set of bijective matrices has at least two
non-zero elements, and where the second set of bijective
matrices excludes each matrix of the set of bijective matri-
ces, and where generating the first address includes applying
the second matrix to a second portion of the second address
of the second address space.

Aspect 13: The method, apparatus, or non-transitory
computer-readable medium of aspect 12 where each matrix
of the set of bijective matrices is associated with a first size
and each matrix of the second set of bijective matrices is
associated with a second size different than the first size.

Aspect 14: The method, apparatus, or non-transitory
computer-readable medium of any of aspects 8 through 13,
further including operations, features, circuitry, logic,
means, Or instructions, or any combination thereof for
receiving a command that indicates the second address for
accessing the memory array and determining a third address
of a third address space based at least in part on the first
address, where the third address space includes a physical
address space, where accessing the memory array includes
accessing the memory array using the third address.

Aspect 15: The method, apparatus, or non-transitory
computer-readable medium of any of aspects 8 through 14
where each of the at least two non-zero elements has a same
value.

Aspect 16: The method, apparatus, or non-transitory
computer-readable medium of any of aspects 8 through 15
where the set of bijective matrices includes a first subset of
matrices that are reordering matrices and a second subset of
matrices that are not reordering matrices.

It should be noted that the methods described herein
describe possible implementations, and that the operations
and the steps may be rearranged or otherwise modified and
that other implementations are possible. Further, portions
from two or more of the methods may be combined.

An apparatus is described. The following provides an
overview of aspects of the apparatus as described herein:

Aspect 17: An apparatus, including: a first circuit config-
ured to select, based at least in part on a power up condition
of the apparatus and a seed value, a matrix from a set of
bijective matrices, where a column or a row of at least one
of the set of bijective matrices as at least two non-zero
elements; a second circuit configured to determine a first
address of a first address space based on a matrix multipli-
cation of a second address of a second address space with the
matrix; and a third circuit configured to access a memory
array based at least in part on the first address.

Aspect 18: The apparatus of aspect 17, where, to deter-
mine the first address of the first address space, the second
circuit is configured to: perform a combinatorial multipli-
cation of each bit of the second address of the second
address space with a respective bit of a column of the matrix;
and output a bit of the first address of the first address space
based at least in part on performing the combinatorial
multiplication.

Aspect 19: The apparatus of aspect 18, where the second
circuit is further configured to output a set of bits based at
least in part on performing the combinatorial multiplication
of'each bit of the second address of the second address space
with the respective bit of the column of the matrix, and the
second circuit being configured to output the bit of the first
address of the first address space is based at least in part on
the second circuit being further configured to perform a
combinatorial sum on the set of bits.
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Aspect 20: The apparatus of any of aspects 17 through 19,
where: the first circuit is further configured to select a second
matrix, the second matrix being an inverse of the matrix; and
the second circuit is further configured to, based at least in
part on the third circuit accessing the memory array based at
least in part on a third address of the first address space,
determine a fourth address of the second address space
based at least in part on a matrix multiplication of the third
address of the first address space with the second matrix.

Aspect 21: The apparatus of any of aspects 17 through 20,
where the apparatus is configured to: receive a command
that indicates the second address for accessing the memory
array; and determine a third address of a third address space
based at least in part on the first address, where the third
address space includes a physical address space.

Aspect 22: The apparatus of any of aspects 17 through 21,
where the set of bijective matrices includes a first subset of
matrices that are reordering matrices and a second subset of
matrices that are not reordering matrices.

An apparatus is described. The following provides an
overview of aspects of the apparatus as described herein:

Aspect 23: An apparatus, including: a first circuit config-
ured to select, based at least in part on a power up condition
of the apparatus, a seed value including a first quantity of
bits; a second circuit configured to select a matrix from a set
of bijective matrices based at least in part on the seed value,
the matrix including a set of columns, each column of the set
of columns including elements associated with a set of rows,
where a column or a row of at least one of the set of bijective
matrices as at least two non-zero elements; a third circuit
configured to generate a first address of a first address space
based at least in part on applying each column of the set of
columns to at least a portion of a second address of a second
address space, where the each of the first address and the
second address are associated with a second quantity of bits,
and where the first quantity is greater than the second
quantity; and a fourth circuit configured to access a memory
array of the apparatus based at least in part on the first
address.

Aspect 24: The apparatus of aspect 23, where, to deter-
mine the first address of the first address space, the second
circuit is configured to: perform a combinatorial multipli-
cation of each bit of the second address of the second
address space with a respective bit of a column of the matrix;
and output a bit of the first address of the first address space
based at least in part on performing the combinatorial
multiplication.

Aspect 25: The apparatus of aspect 24, where the second
circuit is further configured to output a set of bits based at
least in part on performing the combinatorial multiplication
of'each bit of the second address of the second address space
with the respective bit of the column of the matrix, and the
second circuit being configured to output the bit of the first
address of the first address space is based at least in part on
the second circuit being further configured to perform a
combinatorial sum on the set of bits.

Aspect 26: The apparatus of any of aspects 23 through 25,
where: the first circuit is further configured to select a second
matrix, the second matrix being an inverse of the matrix; and
the second circuit is further configured to, based at least in
part on the third circuit accessing the memory array based at
least in part on a third address of the first address space,
determine a fourth address of the second address space
based at least in part on a matrix multiplication of the third
address of the first address space with the second matrix.

Aspect 27: The apparatus of any of aspects 23 through 26,
where, to select the matrix, the second circuit is further
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configured to: select a primitive element based at least in
part on the seed value; and generate the matrix based at least
in part on the primitive element and a constant associated
with the seed value.

Aspect 28: The apparatus of any of aspects 23 through 27,
where the apparatus is configured to: receive a command
that indicates the second address for accessing the memory
array; and determine a third address of a third address space
based at least in part on the first address, where the third
address space includes a physical address space.

Aspect 29: The apparatus of any of aspects 23 through 28,
where the set of bijective matrices includes a first subset of
matrices that are reordering matrices and a second subset of
matrices that are not reordering matrices.

Information and signals described herein may be repre-
sented using any of a variety of different technologies and
techniques. For example, data, instructions, commands,
information, signals, bits, symbols, and chips that may be
referenced throughout the above description may be repre-
sented by voltages, currents, electromagnetic waves, mag-
netic fields or particles, optical fields or particles, or any
combination thereof. Some drawings may illustrate signals
as a single signal; however, the signal may represent a bus
of signals, where the bus may have a variety of bit widths.

The terms “electronic communication,” “conductive con-
tact,” “connected,” and “coupled” may refer to a relationship
between components that supports the flow of signals
between the components. Components are considered in
electronic communication with (e.g., in conductive contact
with, connected with, coupled with) one another if there is
any electrical path (e.g., conductive path) between the
components that can, at any time, support the flow of signals
(e.g., charge, current voltage) between the components. At
any given time, a conductive path between components that
are in electronic communication with each other (e.g., in
conductive contact with, connected with, coupled with) may
be an open circuit or a closed circuit based on the operation
of the device that includes the connected components. A
conductive path between connected components may be a
direct conductive path between the components or the
conductive path between connected components may be an
indirect conductive path that may include intermediate com-
ponents, such as switches, transistors, or other components.
In some examples, the flow of signals between the connected
components may be interrupted for a time, for example,
using one or more intermediate components such as
switches or transistors.

The term “coupling” refers to condition of moving from
an open-circuit relationship between components in which
signals are not presently capable of being communicated
between the components (e.g., over a conductive path) to a
closed-circuit relationship between components in which
signals are capable of being communicated between com-
ponents (e.g., over the conductive path). When a component,
such as a controller, couples other components together, the
component initiates a change that allows signals to flow
between the other components over a conductive path that
previously did not permit signals to flow.

The term “isolated” refers to a relationship between
components in which signals are not presently capable of
flowing between the components. Components are isolated
from each other if there is an open circuit between them. For
example, two components separated by a switch that is
positioned between the components are isolated from each
other when the switch is open. When a controller isolates
two components, the controller affects a change that pre-
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vents signals from flowing between the components using a
conductive path that previously permitted signals to flow.

The devices discussed herein, including a memory array,
may be formed on a semiconductor substrate, such as
silicon, germanium, silicon-germanium alloy, gallium
arsenide, gallium nitride, etc. In some examples, the sub-
strate is a semiconductor wafer. In other examples, the
substrate may be a silicon-on-insulator (SOI) substrate, such
as silicon-on-glass (SOG) or silicon-on-sapphire (SOP), or
epitaxial layers of semiconductor materials on another sub-
strate. The conductivity of the substrate, or sub-regions of
the substrate, may be controlled through doping using vari-
ous chemical species including, but not limited to, phospho-
rous, boron, or arsenic. Doping may be performed during the
initial formation or growth of the substrate, by ion-implan-
tation, or by any other doping means.

A switching component (e.g., a transistor) discussed
herein may represent a field-effect transistor (FET), and may
comprise a three-terminal component including a source
(e.g., a source terminal), a drain (e.g., a drain terminal), and
a gate (e.g., a gate terminal). The terminals may be con-
nected to other electronic components through conductive
materials (e.g., metals, alloys). The source and drain may be
conductive, and may comprise a doped (e.g., heavily-doped,
degenerate) semiconductor region. The source and drain
may be separated by a doped (e.g., lightly-doped) semicon-
ductor region or channel. If the channel is n-type (e.g.,
majority carriers are electrons), then the FET may be
referred to as a n-type FET. If the channel is p-type (e.g.,
majority carriers are holes), then the FET may be referred to
as a p-type FET. The channel may be capped by an insu-
lating gate oxide. The channel conductivity may be con-
trolled by applying a voltage to the gate. For example,
applying a positive voltage or negative voltage to an n-type
FET or a p-type FET, respectively, may result in the channel
becoming conductive. A transistor may be “on” or “acti-
vated” when a voltage greater than or equal to the transis-
tor’s threshold voltage is applied to the transistor gate. The
transistor may be “off”” or “deactivated” when a voltage less
than the transistor’s threshold voltage is applied to the
transistor gate.

The description set forth herein, in connection with the
appended drawings, describes example configurations and
does not represent all the examples that may be implemented
or that are within the scope of the claims. The term “exem-
plary” used herein means “serving as an example, instance,
or illustration,” and not “preferred” or “advantageous over
other examples.” The detailed description includes specific
details to providing an understanding of the described tech-
niques. These techniques, however, may be practiced with-
out these specific details. In some instances, well-known
structures and devices are shown in block diagram form to
avoid obscuring the concepts of the described examples.

In the appended figures, similar components or features
may have the same reference label. Further, various com-
ponents of the same type may be distinguished by following
the reference label by a dash and a second label that
distinguishes among the similar components. If just the first
reference label is used in the specification, the description is
applicable to any one of the similar components having the
same first reference label irrespective of the second refer-
ence label.

The functions described herein may be implemented in
hardware, software executed by a processor, firmware, or
any combination thereof. If implemented in software
executed by a processor, the functions may be stored on or
transmitted over as one or more instructions (e.g., code) on
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a computer-readable medium. Other examples and imple-
mentations are within the scope of the disclosure and
appended claims. For example, due to the nature of software,
functions described herein can be implemented using soft-
ware executed by a processor, hardware, firmware, hardwir-
ing, or combinations of any of these. Features implementing
functions may also be physically located at various posi-
tions, including being distributed such that portions of
functions are implemented at different physical locations.

For example, the various illustrative blocks and modules
described in connection with the disclosure herein may be
implemented or performed with a processor, such as a DSP,
an ASIC, an FPGA, discrete gate logic, discrete transistor
logic, discrete hardware components, other programmable
logic device, or any combination thereof designed to per-
form the functions described herein. A processor may be an
example of a microprocessor, a controller, a microcontroller,
a state machine, or any type of processor. A processor may
also be implemented as a combination of computing devices
(e.g., acombination of a DSP and a microprocessor, multiple
microprocessors, one or more mMicroprocessors in conjunc-
tion with a DSP core, or any other such configuration).

As used herein, including in the claims, “or” as used in a
list of items (for example, a list of items prefaced by a phrase
such as “at least one of” or “one or more of”) indicates an
inclusive list such that, for example, a list of at least one of
A, B, or C means A or B or C or AB or AC or BC or ABC
(i.e., Aand B and C). Also, as used herein, the phrase “based
on” shall not be construed as a reference to a closed set of
conditions. For example, an exemplary step that is described
as “based on condition A” may be based on both a condition
A and a condition B without departing from the scope of the
present disclosure. In other words, as used herein, the phrase
“based on” shall be construed in the same manner as the
phrase “based at least in part on.”

Computer-readable media includes both non-transitory
computer storage media and communication media includ-
ing any medium that facilitates transfer of a computer
program from one place to another. A non-transitory storage
medium may be any available medium that can be accessed
by a computer. By way of example, and not limitation,
non-transitory computer-readable media can comprise
RAM, ROM, electrically erasable programmable read-only
memory (EEPROM), compact disk (CD) ROM or other
optical disk storage, magnetic disk storage or other magnetic
storage devices, or any other non-transitory medium that can
be used to carry or store desired program code means in the
form of instructions or data structures and that can be
accessed by a computer, or a processor. Also, any connection
is properly termed a computer-readable medium. For
example, if the software is transmitted from a website,
server, or other remote source using a coaxial cable, fiber
optic cable, twisted pair, digital subscriber line (DSL), or
wireless technologies such as infrared, radio, and micro-
wave, then the coaxial cable, fiber optic cable, twisted pair,
digital subscriber line (DSL), or wireless technologies such
as infrared, radio, and microwave are included in the defi-
nition of medium. Disk and disc, as used herein, include CD,
laser disc, optical disc, digital versatile disc (DVD), floppy
disk and Blu-ray disc where disks usually reproduce data
magnetically, while discs reproduce data optically with
lasers. Combinations of the above are also included within
the scope of computer-readable media.

The description herein is provided to enable a person
skilled in the art to make or use the disclosure. Various
modifications to the disclosure will be apparent to those
skilled in the art, and the generic principles defined herein
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may be applied to other variations without departing from
the scope of the disclosure. Thus, the disclosure is not
limited to the examples and designs described herein, but is
to be accorded the broadest scope consistent with the
principles and novel features disclosed herein.

What is claimed is:
1. A method, comprising:
determining, based at least in part on a power up condition
of'a device and a seed value, a matrix that comprises a
set of columns, each column of the set of columns
comprising elements associated with a set of rows,
wherein a column of the set of columns or a row of the
set of rows has at least two non-zero elements;

generating a first address of a first address space based at
least in part on applying each column of the set of
columns to at least a portion of a second address of a
second address space;

accessing a memory array of the device based at least in

part on generating the first address;

accessing the memory array based at least in part on a

third address of the first address space;

determining a second matrix that comprises a second set

of columns, each column of the second set of columns
comprising elements associated with a second set of
rows, wherein the second matrix is an inverse of the
matrix; and

generating a fourth address of the second address space

based at least in part on applying each column of the
second set of columns to at least a portion of the third
address of the first address space.

2. The method of claim 1, wherein generating the first
address of the first address space is based at least in part on
the seed value being associated with a greater quantity of
bits than the first address.

3. The method of claim 1, wherein determining the matrix
comprises:

selecting a primitive element based at least in part on the

seed value; and

generating the matrix based at least in part on the primi-

tive element and a constant associated with the seed
value.

4. The method of claim 1, further comprising:

receiving a command that indicates the second address for

accessing the memory array; and

determining a third address of a third address space based

at least in part on the first address, wherein the third
address space comprises a physical address space,
wherein accessing the memory array comprises access-
ing the memory array using the third address.

5. The method of claim 1, where each of the at least two
non-zero elements has a same value.

6. The method of claim 1, wherein generating the first
address of the first address space comprises:

generating a first vector based at least in part on applying

each column of the set of columns to the at least the
portion of the second address; and

generating the first address of the first address space based

at least in part on combining the first vector with a
second vector, wherein the second vector is based at
least in part on the seed value.

7. A method, comprising:

selecting, based at least in part on a power up condition

of a device, a matrix from among a set of bijective
matrices, wherein a column or a row of at least one of
the set of bijective matrices has at least two non-zero
elements, wherein the set of bijective matrices com-
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prises a first subset of matrices that are reordering
matrices and a second subset of matrices that are not
reordering matrices;
generating a first address of a first address space based at
least in part on applying the matrix to at least a portion
of a second address of a second address space; and

accessing a memory array of the device based at least in
part on generating the first address.
8. A method comprising:
selecting, based at least in part on a power up condition
of a device, a matrix from among a set of bijective
matrices, wherein a column or a row of at least one of
the set of bijective matrices has at least two non-zero
elements;
generating a first address of a first address space based at
least in part on applying the matrix to at least a portion
of a second address of a second address space;

accessing a memory array of the device based at least in
part on generating the first address;

accessing the memory array based at least in part on a

third address of the first address space;

determining a second matrix that comprises a second set

of columns, wherein the second matrix is an inverse of
the matrix; and

generating a fourth address of the second address space

based at least in part on applying each column of the
second set of columns to at least a portion of the third
address of the first address space.

9. The method of claim 7, wherein the at least the portion
of'the second address comprises a first portion of the second
address, the method further comprising:

selecting, from among the set of bijective matrices, a

second matrix based at least in part on determining the
power up condition of the device, wherein generating
the first address comprises applying the second matrix
to a second portion of the second address of the second
address space.

10. The method of claim 9, wherein the matrix is asso-
ciated with a first seed value and the second matrix is
associated with a second seed value different than the first
seed value.

11. The method of claim 7, wherein the at least the portion
of'the second address comprises a first portion of the second
address, the method further comprising:

selecting, from among a second set of bijective matrices,

a second matrix based at least in part on determining

the power up condition of the device, wherein a column

or a row of at least one of the second set of bijective

matrices has at least two non-zero elements, and
wherein the second set of bijective matrices excludes each
matrix of the set of bijective matrices, and wherein gener-
ating the first address comprises applying the second matrix
to a second portion of the second address of the second
address space.

12. The method of claim 11, wherein:

each matrix of the set of bijective matrices is associated

with a first size, and

each matrix of the second set of bijective matrices is

associated with a second size different than the first
size.

13. The method of claim 7, further comprising:

receiving a command that indicates the second address for

accessing the memory array; and

determining a third address of a third address space based

at least in part on the first address, wherein the third
address space comprises a physical address space,
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wherein accessing the memory array comprises access-
ing the memory array using the third address.

14. The method of claim 7, wherein where each of the at
least two non-zero elements has a same value.

15. An apparatus, comprising:

a first circuit configured to select, based at least in part on

a power up condition of the apparatus and a seed value,
a matrix from a set of bijective matrices, wherein a
column or a row of at least one of the set of bijective
matrices as at least two non-zero elements, wherein the
set of bijective matrices comprises a first subset of
matrices that are reordering matrices and a second
subset of matrices that are not reordering matrices;

a second circuit configured to determine a first address of

a first address space based on a matrix multiplication of
a second address of a second address space with the
matrix; and

a third circuit configured to access a memory array based

at least in part on the first address.

16. The apparatus of claim 15, wherein, to determine the
first address of the first address space, the second circuit is
configured to:

perform a combinatorial multiplication of each bit of the

second address of the second address space with a
respective bit of a column of the matrix; and

output a bit of the first address of the first address space

based at least in part on performing the combinatorial
multiplication.

17. The apparatus of claim 16, wherein:

the second circuit is further configured to output a set of

bits based at least in part on performing the combina-
torial multiplication of each bit of the second address of
the second address space with the respective bit of the
column of the matrix, and

the second circuit being configured to output the bit of the

first address of the first address space is based at least
in part on the second circuit being further configured to
perform a combinatorial sum on the set of bits.

18. An apparatus, comprising:

a first circuit configured to select, based at least in part on

a power up condition of the apparatus and a seed value,
a matrix from a set of bijective matrices, wherein a
column or a row of at least one of the set of bijective
matrices as at least two non-zero elements, wherein the
first circuit is further configured to select a second
matrix, the second matrix being an inverse of the
matrix;

a second circuit configured to determine a first address of

a first address space based on a matrix multiplication of
a second address of a second address space with the
matrix; and

a third circuit configured to access a memory array based

at least in part on the first address, wherein the second
circuit is further configured to, based at least in part on
the third circuit accessing the memory array based at
least in part on a third address of the first address space,
determine a fourth address of the second address space
based at least in part on a matrix multiplication of the
third address of the first address space with the second
matrix.

19. The apparatus of claim 15, wherein the apparatus is
configured to:

receive a command that indicates the second address for

accessing the memory array; and

determine a third address of a third address space based at

least in part on the first address, wherein the third
address space comprises a physical address space.
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20. A method, comprising:

determining, based at least in part on a power up condition
of a device, a seed value comprising a first quantity of
bits;

selecting a matrix from a set of bijective matrices based
at least in part on the seed value, the matrix comprising
a set of columns, each column of the set of columns
comprising elements associated with a set of rows,
wherein a column or a row of at least one of the set of
bijective matrices as at least two non-zero elements;

generating a first address of a first address space based at
least in part on applying each column of the set of
columns to at least a portion of a second address of a
second address space, wherein each of the first address
and the second address are associated with a second
quantity of bits, and wherein the first quantity is greater
than the second quantity;

accessing a memory array of the device based at least in
part on generating the first address;

accessing the memory array based at least in part on a
third address of the first address space;

determining, based at least in part on the seed value, a
second matrix that comprises a second set of columns,
each column of the second set of columns comprising
elements associated with a second set of rows, wherein
the second matrix is an inverse of the matrix; and

generating a fourth address of the second address space
based at least in part on applying each column of the
second set of columns to at least a portion of the third
address of the first address space.

21. The method of claim 20, wherein selecting the matrix

comprises:

selecting a primitive element based at least in part on the
seed value; and

generating the matrix based at least in part on the primi-
tive element and a constant associated with the seed
value.

22. The method of claim 20, further comprising:

receiving a command that indicates the second address for
accessing the memory array; and

determining a third address of a third address space based
at least in part on the first address, wherein the third
address space comprises a physical address space,
wherein accessing the memory array comprises access-
ing the memory array using the third address.

23. The method of claim 20, where each of the at least two

non-zero elements has a same value.

24. The method of claim 20, wherein generating the first

address of the first address space comprises:

generating a first vector based at least in part on applying
each column of the set of columns to the at least the
portion of the second address; and

generating the first address of the first address space based
at least in part on combining the first vector with a
second vector, wherein the second vector is based at
least in part on the seed value.

25. An apparatus, comprising:

a first circuit configured to select, based at least in part on
a power up condition of the apparatus, a seed value
comprising a first quantity of bits;

a second circuit configured to select a matrix from a set of
bijective matrices based at least in part on the seed
value, the matrix comprising a set of columns, each
column of the set of columns comprising elements
associated with a set of rows, wherein a column or a
row of at least one of the set of bijective matrices as at
least two non-zero elements, wherein the set of bijec-
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tive matrices comprises a first subset of matrices that
are reordering matrices and a second subset of matrices
that are not reordering matrices;

a third circuit configured to generate a first address of a
first address space based at least in part on applying
each column of the set of columns to at least a portion
of'a second address of a second address space, wherein
each of the first address and the second address are
associated with a second quantity of bits, and wherein
the first quantity is greater than the second quantity;
and

a fourth circuit configured to access a memory array of the
apparatus based at least in part on the first address.

26. The apparatus of claim 25, wherein, to determine the

first address of the first address space, the second circuit is
configured to:

perform a combinatorial multiplication of each bit of the
second address of the second address space with a
respective bit of a column of the matrix; and

output a bit of the first address of the first address space
based at least in part on performing the combinatorial
multiplication.

27. The apparatus of claim 26, wherein:

the second circuit is further configured to output a set of
bits based at least in part on performing the combina-
torial multiplication of each bit of the second address of
the second address space with the respective bit of the
column of the matrix, and

the second circuit being configured to output the bit of the
first address of the first address space is based at least
in part on the second circuit being further configured to
perform a combinatorial sum on the set of bits.

28. An apparatus, comprising:

a first circuit configured to select, based at least in part on
a power up condition of the apparatus, a seed value
comprising a first quantity of bits;

a second circuit configured to select a matrix from a set of
bijective matrices based at least in part on the seed
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value, the matrix comprising a set of columns, each
column of the set of columns comprising elements
associated with a set of rows, wherein a column or a
row of at least one of the set of bijective matrices as at
least two non-zero elements, wherein the second circuit
is further configured to select a second matrix, the
second matrix being an inverse of the matrix;

a third circuit configured to generate a first address of a
first address space based at least in part on applying
each column of the set of columns to at least a portion
of a second address of a second address space, wherein
each of the first address and the second address are
associated with a second quantity of bits, and wherein
the first quantity is greater than the second quantity;
and

a fourth circuit configured to access a memory array of the
apparatus based at least in part on the first address,
wherein the third circuit is further configured to, based
at least in part on the fourth circuit accessing the
memory array based at least in part on a third address
of the first address space, determine a fourth address of
the second address space based at least in part on a
matrix multiplication of the third address of the first
address space with the second matrix.

29. The apparatus of claim 25, wherein, to select the

matrix, the second circuit is further configured to:

select a primitive element based at least in part on the seed
value; and

generate the matrix based at least in part on the primitive
element and a constant associated with the seed value.

30. The apparatus of claim 25, wherein the apparatus is

configured to:

receive a command that indicates the second address for
accessing the memory array; and

determine a third address of a third address space based at
least in part on the first address, wherein the third
address space comprises a physical address space.
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