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PROBABILISTIC PROCEDURE PLANNING
FOR INSTRUCTIONAL VIDEOS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims benefit of priority under 35
US.C. § 119 to U.S. Provisional Patent Application No.
63/279,982, filed on Nov. 16, 2021, in the U.S. Patent and
Trademark Office, the disclosure of which is incorporated by
reference herein in its entirety.

BACKGROUND

1. Field

[0002] The present disclosure relates generally to proce-
dure planning, and more particularly to methods and appa-
ratuses for probabilistic procedure planning for generating a
plan based on a goal relating to an end state.

2. Description of Related Art

[0003] Procedure planning may refer to processes and/or
techniques for planning out a sequence of actions (e.g., a
plan) that may transform an environment from an initial start
state to a desired end state. A capability of performing
procedure planning may be an important feature for next-
level artificial intelligence (Al) systems capable of analyzing
and/or mimicking human behavior, and/or assisting humans
in goal-directed problem solving, such as, but not limited to,
cooking, assembling furniture, automobile repair. That is, Al
systems that may solve goal-directed problems with solu-
tions that may be represented as a set of instructions.
[0004] Related approaches for procedure planning for
instructional videos typically rely on fully-supervised learn-
ing models that may be trained using visual representations
of each intermediate step along with annotations of the start
and end times of each intermediate step and step labels. Such
annotations may be generated via laborious and error-prone
processes of observing instructional videos and manually
annotating the start and end times of the intermediate steps.
Moreover, related procedure planning systems may utilize a
two-branch autoregressive model in which one branch may
be dedicated to predicting actions based on the previous
observation, while the other branch may approximate the
observation given the previous action in a step-by-step
manner. However, these related models may be cumbersome
and/or may compound errors, particularly for longer action
sequences. In addition, these related models may fail to
model the uncertainty inherent to the procedure planning
tasks. For example, given the initial start state, multiple
action sequences may be taken to achieve the same desired
end state. However, these related models may provide only
one possible action sequence as an output.

[0005] Thus, there exists a need for further improvements
to procedure planning. Improvements are presented herein.
These improvements may also be applicable to other goal-
directed problem solving technologies and/or other Al tech-
nologies.

SUMMARY

[0006] The following presents a simplified summary of
one or more embodiments of the present disclosure in order
to provide a basic understanding of such embodiments. This
summary is not an extensive overview of all contemplated
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embodiments, and is intended to neither identify key or
critical elements of all embodiments nor delineate the scope
of any or all embodiments. Its sole purpose is to present
some concepts of one or more embodiments of the present
disclosure in a simplified form as a prelude to the more
detailed description that is presented later.

[0007] Methods and apparatuses for probabilistic proce-
dure planning for generating a plan based on a goal relating
to an end state are disclosed by the present disclosure.

[0008] According to an aspect of the present disclosure, a
method of probabilistic procedure planning for generating a
plan based on a goal relating to an end state, to be performed
by a processor. The method includes receiving a request
from a user to generate an action plan comprising T inter-
mediate actions between a start state and the end state. The
start state and the end state are indicated by the request. T is
an integer greater than 0. The method further includes
constructing an input query matrix based on T, the start state,
the end state, positional encodings, and pseudo-random
noise information. The method further includes generating,
using a machine learning transformer decoder, the action
plan based on the input query matrix and a plurality of
learnable vectors. The method further includes providing the
action plan to the user. The action plan indicates a probabil-
ity distribution of a plurality of distinct action sequences, to
be performed by the user, that transform the start state to the
end state. Each action sequence of the plurality of distinct
action sequences has T intermediate actions.

[0009] In some embodiments, the method may further
include training the machine learning transformer decoder
using a weakly supervised approach by inputting a plurality
of start states and end states and a plurality of natural
language (NL) descriptions of actions.

[0010] In some embodiments, the method may further
include selecting a desired action plan from among the
plurality of distinct action sequences based on at least one of
efficiency criteria and safety criteria.

[0011] In some embodiments, the receiving of the request
may include receiving the request to generate the action
plan, the request comprising a value of T.

[0012] Insomeembodiments, the constructing of the input
query matrix may include calculating a first embedded
vector corresponding to the start state, calculating a last
embedded vector corresponding to the end state, obtaining
T-1 constant learned query vectors, generating T+1 posi-
tional embeddings, combining the T+1 positional embed-
dings with the first embedded vector, the last embedded
vector, the T-1 constant learned query vectors to result in
T+1 positionally embedded vectors, stacking the T+1 posi-
tionally embedded vectors into a deterministic query matrix,
and concatenating a pseudo-random noise vector to each
column of the deterministic query matrix to construct the
input query matrix.

[0013] In some embodiments of the method, dimensions
of each of the first embedded vector, the last embedded
vector, and the T-1 constant learned query vectors may be
a same dimension.

[0014] In some embodiments, the generating of the action
plan may include performing a multi-head self-attention
operation on the input query matrix, performing a multi-
head cross-attention operation on a result of the multi-head
self-attention operation using the plurality of learnable vec-
tors, and processing a result of the multi-head cross-atten-
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tion operation with a multi-layer perceptron (MLP) to gen-
erate a one-hot encoded action vector for each of the T
intermediate actions.

[0015] In some embodiments of the method, the plurality
of learnable vectors may correspond to operations of an
appliance.

[0016] Insome embodiments of the method, at least one of
the start state and the end state may be indicated by an
image.

[0017] Insome embodiments of the method, at least one of
the start state and the end state may be indicated by video
content.

[0018] In some embodiments of the method, the video
content may be encoded using multiple instance learning
noise contrastive estimation (MIL-NCE).

[0019] In some embodiments of the method, the plurality
of distinct action sequences may indicate intermediate
instructions to be followed by the user to reach the end state.
[0020] According to an aspect of the present disclosure, an
apparatus for probabilistic procedure planning for generat-
ing a plan based on a goal relating to an end state is
provided. The apparatus includes a memory storage storing
computer-executable instructions, and a processor commu-
nicatively coupled to the memory storage. The processor is
configured to execute the computer-executable instructions
and cause the apparatus to receive a request from a user to
generate an action plan comprising T intermediate actions
between a start state and the end state. The start state and the
end state are indicated by the request. T is an integer greater
than 0. The computer-executable instructions further causes
the apparatus to construct an input query matrix based on T,
the start state, the end state, positional encodings, and
pseudo-random noise information. The computer-executable
instructions further causes the apparatus to generate, using a
machine learning transformer decoder, the action plan based
on the input query matrix and a plurality of learnable
vectors. The computer-executable instructions further
causes the apparatus to provide the action plan to the user.
The action plan indicates a probability distribution of a
plurality of distinct action sequences, to be performed by the
user, that transform the start state to the end state. Fach
action sequence of the plurality of distinct action sequences
has T intermediate actions.

[0021] In some embodiments, the processor may be fur-
ther configured to execute further computer-executable
instructions and may further cause the apparatus to train the
machine learning transformer decoder using a weakly super-
vised approach by inputting a plurality of start states and end
states and a plurality of NL descriptions of actions.

[0022] In some embodiments, the processor may be fur-
ther configured to execute further computer-executable
instructions and may further cause the apparatus to select a
desired action plan from among the plurality of distinct
action sequences based on at least one of efficiency criteria
and safety criteria.

[0023] In some embodiments, the processor may be fur-
ther configured to execute further computer-executable
instructions and may further cause the apparatus to receive
the request to generate the action plan, the request compris-
ing a value of T.

[0024] In some embodiments, the processor may be fur-
ther configured to execute further computer-executable
instructions and may further cause the apparatus to calculate
a first embedded vector corresponding to the start state,
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calculate a last embedded vector corresponding to the end
state, obtaining T-1 constant learned query vectors, gener-
ating T+1 positional embeddings, combining the T+1 posi-
tional embeddings with the first embedded vector, the last
embedded vector, the T-1 constant learned query vectors to
result in T+1 positionally embedded vectors, stacking the
T+1 positionally embedded vectors into a deterministic
query matrix, and, and concatenate a pseudo-random noise
vector to each column of the deterministic query matrix to
construct the input query matrix. Dimensions of each of the
first embedded vector, the last embedded vector, and the T-1
constant learned query vectors may be a same dimension.

[0025] In some embodiments, the computer-executable
instructions to generate the action plan may further cause the
apparatus to perform a multi-head self-attention operation
on the input query matrix, perform a multi-head cross-
attention operation on a result of the multi-head self-atten-
tion operation using the plurality of learnable vectors, and
process a result of the multi-head cross-attention operation
with an MLP to generate a one-hot encoded action vector for
each of the T intermediate actions.

[0026] Insome embodiments of the apparatus, at least one
of the start state and the end state may be indicated by an
image, or at least one of the start state and the end state may
be indicated by video content, wherein the video content is
encoded using MIL-NCE.

[0027] In some embodiments of the apparatus, the plural-
ity of distinct action sequences may indicate intermediate
instructions to be followed by the user to reach the end state.
[0028] Additional aspects will be set forth in part in the
description that follows and, in part, will be apparent from
the description, or may be learned by practice of the pre-
sented embodiments of the disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0029] The above and other aspects, features, and advan-
tages of certain embodiments of the present disclosure will
be more apparent from the following description taken in
conjunction with the accompanying drawings, in which:
[0030] FIG. 1 depicts an example of a device that may be
used in implementing one or more aspects of the present
disclosure;

[0031] FIG. 2 illustrates an example plan of probabilistic
procedure planning, in accordance with various aspects of
the present disclosure;

[0032] FIG. 3 depicts an example of a probabilistic T-step
plan generator, in accordance with various aspects of the
present disclosure;

[0033] FIG. 4 illustrates a block diagram of a probabilistic
T-step plan generator, in accordance with various aspects of
the present disclosure;

[0034] FIG. 5 depicts an example of a memory-augmented
transformer block, in accordance with various aspects of the
present disclosure;

[0035] FIG. 6 illustrates a block diagram of an example
apparatus for probabilistic procedure planning for generat-
ing a plan based on a goal relating to an end state, in
accordance with various aspects of the present disclosure;
and

[0036] FIG. 7 depicts a flowchart of an example method of
probabilistic procedure planning for generating a plan based
on a goal relating to an end state, to be performed by a
processor, in accordance with various aspects of the present
disclosure.
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DETAILED DESCRIPTION

[0037] The detailed description set forth below in connec-
tion with the appended drawings is intended as a description
of various configurations and is not intended to represent the
only configurations in which the concepts described herein
may be practiced. The detailed description includes specific
details for the purpose of providing a thorough understand-
ing of various concepts. However, it will be apparent to
those skilled in the art that these concepts may be practiced
without these specific details. In some instances, well known
structures and components are shown in block diagram form
in order to avoid obscuring such concepts. In the descrip-
tions that follow, like parts are marked throughout the
specification and drawings with the same numerals, respec-
tively.

[0038] The following description provides examples, and
is not limiting of the scope, applicability, or examples set
forth in the claims. Changes may be made in the function
and arrangement of elements discussed without departing
from the scope of the disclosure. Various examples may
omit, substitute, or add various procedures or components as
appropriate. For instance, the methods described may be
performed in an order different from that described, and
various steps may be added, omitted, or combined. Also,
features described with respect to some examples may be
combined in other examples.

[0039] Various aspects or features will be presented in
terms of systems that can include a number of devices,
components, modules, and the like. It is to be understood
and appreciated that the various systems can include addi-
tional devices, components, modules, etc. and/or may not
include all of the devices, components, modules etc. dis-
cussed in connection with the figures. A combination of
these approaches can also be used.

[0040] As a general introduction to the subject matter
described in more detail below, aspects described herein are
directed towards systems, devices, and methods for proba-
bilistic procedure planning for generating a plan based on a
goal relating to an end state.

[0041] In aspects described herein, for generating a plan
based on a goal relating to an end state, a processor may
receive a request from a user to generate an action plan
comprising T intermediate actions between a start state and
the end state. The start state and the end state may be
indicated by the request, and T may be an integer greater
than 0. In other aspects described herein, the processor may
construct an input query matrix based on T, the start state,
the end state, positional encodings, and pseudo-random
noise information. In other aspects described herein, the
processor may generate, using a machine learning trans-
former decoder, the action plan based on the input query
matrix and a plurality of learnable vectors. In other aspects
described herein, the processor may provide the action plan
to the user. The action plan may indicate a probability
distribution of a plurality of distinct action sequences, to be
performed by the user, that transform the start state to the
end state. Each action sequence of the plurality of distinct
action sequences may have T intermediate actions.

[0042] The aspects described herein provide advantages
over related procedure planning approaches by providing a
weakly supervised approach for procedure planning, which
may leverage language representations, rather than visual
representations, of intermediate steps. Aspects described
herein may further provide a single branch non-auto-regres-
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sive model that may generate all intermediate steps in
parallel, rather than relying on a two-branch auto-regressive
approach that may be used in related procedure planning
approaches. Alternatively or additionally, aspects described
herein may provide multiple feasible plans that address the
uncertainty inherent to the procedure planning tasks.
[0043] As noted above, certain embodiments are discussed
herein that relate to probabilistic procedure planning for
generating a plan based on a goal relating to an end state.
Before discussing these concepts in further detail, however,
an example of a computing device that may be used in
implementing and/or otherwise providing various aspects of
the present disclosure will first be discussed with respect to
FIG. 1.

[0044] FIG. 1 depicts an example of a device 100 that may
be used in implementing one or more aspects of the present
disclosure in accordance with one or more illustrative
aspects discussed herein. For example, device 100 may, in
some instances, implement one or more aspects of the
present disclosure by reading and/or executing instructions
and performing one or more actions accordingly. In one or
more arrangements, device 100 may represent, be incorpo-
rated into, and/or comprise a desktop computer, a computer
server, a mobile device (e.g., a laptop computer, a tablet
computer, a smart phone, any other type of mobile comput-
ing device, etc.), and/or any other type of data processing
device.

[0045] For example, the device 100 may comprise a
processor, a personal computer (PC), a printed circuit board
(PCB) comprising a computing device, a mini-computer, a
mainframe computer, a microcomputer, a telephonic com-
puting device, a wired/wireless computing device (e.g., a
smartphone, a personal digital assistant (PDA)), a laptop, a
tablet, a smart device, a wearable device, or any other
similar functioning device.

[0046] In some embodiments, as shown in FIG. 1, the
device 100 may comprise a set of components, such as a
processor 120, a memory 130, a storage component 140, an
input component 150, an output component 160, a commu-
nication interface 170, and a probabilistic procedure plan-
ning component 180. The set of components of the device
100 may be communicatively coupled via a bus 110.
[0047] The bus 110 may comprise one or more compo-
nents that permit communication among the set of compo-
nents of the device 100. For example, the bus 110 may be a
communication bus, a cross-over bar, a network, or the like.
Although the bus 110 is depicted as a single line in FIG. 1,
the bus 110 may be implemented using multiple (two or
more) connections between the set of components of device
100. The present disclosure is not limited in this regard.
[0048] The device 100 may comprise one or more pro-
cessors, such as the processor 120. The processor 120 may
be implemented in hardware, firmware, and/or a combina-
tion of hardware and software. For example, the processor
120 may comprise a central processing unit (CPU), a graph-
ics processing unit (GPU), an accelerated processing unit
(APU), a microprocessor, a microcontroller, a digital signal
processor (DSP), a field-programmable gate array (FPGA),
an application-specific integrated circuit (ASIC), a neural
processing unit (NPU), an Al-dedicated processor designed
to have a hardware structure specified to process an Al
model, a general purpose single-chip or multi-chip proces-
sor, or other programmable logic device, discrete gate or
transistor logic, discrete hardware components, or any com-
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bination thereof designed to perform the functions described
herein. A general purpose processor may be a microproces-
sor, or any conventional processor, controller, microcon-
troller, or state machine. The processor 120 also may be
implemented as a combination of computing devices, such
as a combination of a DSP and a microprocessor, a plurality
of microprocessors, one or more microprocessors in con-
junction with a DSP core, or any other such configuration.
In some embodiments, particular processes and methods
may be performed by circuitry that is specific to a given
function.

[0049] The processor 120 may control overall operation of
the device 100 and/or of the set of components of device 100
(e.g., the memory 130, the storage component 140, the input
component 150, the output component 160, the communi-
cation interface 170, the probabilistic procedure planning
component 180).

[0050] The device 100 may further comprise the memory
130. In some embodiments, the memory 130 may comprise
a random access memory (RAM), a read only memory
(ROM), an electrically erasable programmable ROM (EE-
PROM), a flash memory, a magnetic memory, an optical
memory, and/or another type of dynamic or static storage
device. The memory 130 may store information and/or
instructions for use (e.g., execution) by the processor 120.

[0051] The storage component 140 of device 100 may
store information and/or computer-readable instructions
and/or code related to the operation and use of the device
100. For example, the storage component 140 may comprise
ahard disk (e.g., a magnetic disk, an optical disk, a magneto-
optic disk, and/or a solid state disk), a compact disc (CD),
a digital versatile disc (DVD), a universal serial bus (USB)
flash drive, a Personal Computer Memory Card International
Association (PCMCIA) card, a floppy disk, a cartridge, a
magnetic tape, and/or another type of non-transitory com-
puter-readable medium, along with a corresponding drive.

[0052] The device 100 may further comprise the input
component 150. The input component 150 may comprise
one or more components that permit the device 100 to
receive information, such as via user input (e.g., a touch
screen, a keyboard, a keypad, a mouse, a stylus, a button, a
switch, a microphone, a camera, and the like). Alternatively
or additionally, the input component 150 may comprise a
sensor for sensing information (e.g., a global positioning
system (GPS) component, an accelerometer, a gyroscope, an
actuator, and the like).

[0053] The output component 160 of device 100 may
comprise one or more components that may provide output
information from the device 100 (e.g., a display, a liquid
crystal display (LCD), light-emitting diodes (LEDs),
organic light emitting diodes (OLEDs), a haptic feedback
device, a speaker, and the like).

[0054] The device 100 may further comprise the commu-
nication interface 170. The communication interface 170
may comprise a receiver component, a transmitter compo-
nent, and/or a transceiver component. The communication
interface 170 may enable the device 100 to establish con-
nections and/or transfer communications with other devices
(e.g., a server, another device). The communications may be
effected via a wired connection, a wireless connection, or a
combination of wired and wireless connections. The com-
munication interface 170 may permit the device 100 to
receive information from another device and/or provide
information to another device. In some embodiments, the
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communication interface 170 may provide for communica-
tions with another device via a network, such as a local area
network (LAN), a wide area network (WAN), a metropolitan
area network (MAN), a private network, an ad hoc network,
an intranet, the Internet, a fiber optic-based network, a
cellular network (e.g., a fifth generation (5G) network, a
long-term evolution (LTE) network, a third generation (3G)
network, a code division multiple access (CDMA) network,
and the like), a public land mobile network (PLMN), a
telephone network (e.g., the Public Switched Telephone
Network (PSTN)), or the like, and/or a combination of these
or other types of networks. Alternatively or additionally, the
communication interface 170 may provide for communica-
tions with another device via a device-to-device (D2D)
communication link, such as UWB, FlashLinQ, WiMedia,
Bluetooth, ZigBee, Wi-Fi, LTE, 5G, and the like. In other
embodiments, the communication interface 170 may com-
prise an Ethernet interface, an optical interface, a coaxial
interface, an infrared interface, a radio frequency (RF)
interface, or the like.

[0055] In some embodiments, the device 100 may com-
prise the probabilistic procedure planning 180 configured to
generate a plan based on a goal relating to an end state. The
probabilistic procedure planning component 180 may be
configured to receive a request from a user to generate an
action plan comprising T intermediate actions between a
start state and the end state, construct an input query matrix
based on T, the start state, the end state, positional encod-
ings, and pseudo-random noise information, generate the
action plan based on the input query matrix and a plurality
of learnable vectors, and provide the action plan to the user.
[0056] The device 100 may perform one or more pro-
cesses described herein. The device 100 may perform opera-
tions based on the processor 120 executing computer-read-
able instructions and/or code that may be stored by a
non-transitory computer-readable medium, such as the
memory 130 and/or the storage component 140. A computer-
readable medium may refer to a non-transitory memory
device. A memory device may comprise memory space
within a single physical storage device and/or memory space
spread across multiple physical storage devices.

[0057] Computer-readable instructions and/or code may
be read into the memory 130 and/or the storage component
140 from another computer-readable medium or from
another device via the communication interface 170. The
computer-readable instructions and/or code stored in the
memory 130 and/or storage component 140, if or when
executed by the processor 120, may cause the device 100 to
perform one or more processes described herein.

[0058] Alternatively or additionally, hardwired circuitry
may be used in place of or in combination with software
instructions to perform one or more processes described
herein. Thus, embodiments described herein are not limited
to any specific combination of hardware circuitry and soft-
ware.

[0059] The number and arrangement of components
shown in FIG. 1 are provided as an example. In practice,
there may be additional components, fewer components,
different components, or differently arranged components
than those shown in FIG. 1. Furthermore, two or more
components shown in FIG. 1 may be implemented within a
single component, or a single component shown in FIG. 1
may be implemented as multiple, distributed components.
Additionally or alternatively, a set of (one or more) com-
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ponents shown in FIG. 1 may perform one or more functions
described as being performed by another set of components
shown in FIG. 1.

[0060] Having discussed an example of a device that may
be used in providing and/or implementing various aspects of
the present disclosure, a number of embodiments are now
discussed in further detail. In particular, and as introduced
above, some aspects of the present disclosure generally
relate to probabilistic procedure planning for generating a
plan based on a goal relating to an end state. In the
description below, various examples illustrate a weakly
supervised approach to probabilistic procedure planning to
generate a plan based on a goal relating to an end state using
a single branch model that may generate all intermediate
steps in parallel, in accordance with one or more embodi-
ments.

[0061] FIG. 2 illustrates an example plan of probabilistic
procedure planning, in accordance with various aspects of
the present disclosure.

[0062] Referring to FIG. 2, an example plan 200 of
probabilistic procedure planning that implements one or
more aspects of the disclosure is illustrated. In some
embodiments, at least a portion of probabilistic procedure
planning to generate the example plan 200 may be per-
formed by the device 100 of FIG. 1, which may include the
probabilistic procedure planning component 180. Alterna-
tively or additionally, another computing device (e.g., a
server, a laptop, a smartphone, a user equipment (UE), a
wearable device, etc.) that includes the probabilistic proce-
dure planning component 180 may perform at least a portion
of the probabilistic procedure planning to generate the
example plan 200.

[0063] Insome embodiments, the device 100 may receive
a request from a user to generate an action plan comprising
T intermediate actions between a start state and the end state,
where T is an integer greater than 0. For example, the user
may perform one or more user input actions, via input
component 150, to request the device 100 to generate the
action. Alternatively or additionally, the device 100 may
receive, via communication interface 170, the request from
the user to generate the action plan. For example, the device
100 may receive, from another computing device (e.g., a
server, a laptop, a smartphone, a UE, a wearable device,
etc.), a message comprising the request from the user. The
present disclosure is not limited in this regard.

[0064] In some embodiments, the start state and the end
state may be indicated by the request. For example, at least
one of the start state and the end state may be indicated by
an image. Alternatively or additionally, at least one of the
start state and the end state may be indicated by video
content. For example, the video content may be encoded
using multiple instance learning noise contrastive estimation
(MIL-NCE). In other optional or additional embodiments, at
least one of the start state and the end state may be indicated
by a text description of the state.

[0065] In some embodiments, the request may include a
value of T.
[0066] Given the start state, the goal state, and the time

horizon T (e.g., number of intermediate steps), the device
100 may perform probabilistic procedure planning to gen-
erate feasible sequences of discrete action labels for trans-
forming the start state to the goal step in the time horizon.
That is, the sequences of discrete action labels may indicate
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intermediate instructions to be followed by the user to reach
the end state from the start state.

[0067] For example, as shown in FIG. 2, the device 100
may generate the example plan 200 conditioned on the
visual start state V., (e.g., raw steak as shown in FIG. 2),
the desired visual goal state V_,; (e.g., slicing cooked steak
as shown in FIG. 2), and a time horizon T, where T is equal
to 4. In some embodiments, given this input, a probabilistic
procedure planning component 180 of the device 100 may
generate the example plan 200 that may indicate a feasible
sequence of four discrete action labels (e.g., a,, a,, a,, and
a,) for transforming the start state V to the goal state

start
Voar Alternatively or additionally, the probabilistic proce-
dure planning component 180 may generate a probability
distribution of a plurality of feasible sequences of actions for
the given input (not shown).

[0068] In some embodiments, the probabilistic procedure
planning component 180 may map visual activities and their
natural language (NL) descriptions to a common represen-
tational space thereby making embedded vision features
interchangeable with language features for training a proba-
bilistic T-step plan generator (of probabilistic procedure
planning component 180), as described in further detail
below in reference to FIG. 3.

[0069] Referring to FIG. 2, the four natural language (NL)
descriptions (e.g., 1,, 1,, 15, and 1,) may correspond to the
four discrete action labels (e.g., a;, a,, a;, and a,) for
transforming the start state V.., to the goal state V,,, For
example, the first discrete action label a, may transform the
start state V,,., to a first intermediate step described by NL.
description 1, (e.g., “Add seasoning”), the second discrete
action label a, may transform the first intermediate state to
a second intermediate step described by NL description 1,
(e.g., “Open lid”), the third discrete action label a; may
transform the second intermediate state to a third interme-
diate step described by NL description 15 (e.g., “Put steak on
grill”), and the fourth discrete action label a, may transform
the third intermediate state to a fourth intermediate step
described by NL description 1, that also corresponds to the
goal state V.
[0070] Insome embodiments, the device 100 may provide
the example plan 200 to the user. For example, the device
100 may present, via the output component 160, the example
plan 200 to the user, such as, but not limited to, displaying
the example plan 200 on a display, reading the example plan
200 to the user over a speaker, and the like. Alternatively or
additionally, the device 100 may provide, via communica-
tion interface 170, the example plan 200 to the user. For
example, the device 100 may send, to another computing
device (e.g., a server, a laptop, a smartphone, a UE, a
wearable device, etc.), a message comprising the example
plan 200. The present disclosure is not limited in this regard
[0071] The example plan 200 may indicate a probability
distribution of a plurality of distinct action sequences, to be
performed by the user, that transform the start state to the
end state. Each action sequence of the plurality of distinct
action sequences may have T intermediate actions.

[0072] Advantageously, the probabilistic T-step plan gen-
erator may be trained using the NL descriptions rather than
visual representations of each intermediate step, thus pos-
sibly obviating a need to perform manual annotations of the
start and end times of the intermediate steps in instructional
videos, that are typically required by related procedure
planning approaches.
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[0073] It is understood that even though the example plan
200 illustrated in FIG. 2 is based on a particular start state,
a particular goal state, and a certain number of intermediate
steps, that other example plans may be generated based on
the present disclosure. For example, in some embodiments,
the example plan 200 may be based on a smaller or larger
number of intermediate steps, a different start state, and/or a
different goal state without deviating from the scope of the
present disclosure. The present disclosure is not limited in
this regard.

[0074] Having discussed an example plan generated by
probabilistic procedure planning according to various
aspects of the present disclosure, a number of optional or
additional embodiments are now discussed in further detail
in reference to FIGS. 3-5. In particular, and as introduced
above, some aspects of the present disclosure provide a
probabilistic T-step plan generator that can be trained from
information available from instructional videos and natural
language instructions. Alternatively or additionally, the
probabilistic T-step plan generator may generate a distribu-
tion over possible plans to capture an uncertainty that may
be inherent in procedure planning. In the description below,
various examples illustrate a weakly supervised approach to
probabilistic procedure planning that may not require
manual video annotation and instead may only require visual
start and goal states along with intermediate step descrip-
tions in natural language for training.

[0075] Some aspects of the present disclosure provide
methods and apparatuses for a probabilistic T-step plan
generator that may generate sequences of actions (e.g.,
plans) that may transform an environment from a given
visual start state to a desired visual goal state. Such a
probabilistic T-step plan generator may be useful for build-
ing next-generation artificial intelligence (AI) systems
capable of analyzing and/or mimicking human behavior,
and/or assisting humans in goal-directed problem solving,
such as, but not limited to, cooking, assembling furniture,
automobile repair. That is, the Al systems may solve goal-
directed problems with solutions that may be represented as
a set of instructions.

[0076] Related procedure planning systems may output a
single plan that results from a deterministic function of a
start state and a goal state provided to the related procedure
planning systems. As such, the related procedure planning
systems may not model uncertainties that may be inherent to
a procedure planning task. For example, given a set of
ingredients and a goal of making a pancake, one possible set
of intermediate steps may be “add wet ingredients to bowl1”,
“add dry ingredients to bowl,” and “whisk mixture,” and
another possible set of intermediate steps may be “add dry
ingredients to bowl”, “add wet ingredients to bowl,” and
“whisk mixture.” For another example, given a set of
ingredients and a goal of making a pizza, one possible set of
intermediate steps may be “prepare dough”, “prepare
sauce,” and “assemble pizza,” and another possible set of
intermediate steps may be “prepare sauce”, “prepare
dough,” and “assemble pizza.” That is, plans may vary even
under a shared common goal state. Aspects of the present
disclosure provide a probabilistic T-step plan generator that
may generate multiple feasible plans according to a prob-
ability distribution, and as such, potentially capture the
stochastic property of planned procedures. Moreover, by
having access to a probability distribution of multiple fea-
sible plans may provide for the generated plans to be
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subsequently evaluated in terms of some other performance
criteria, such as efficiency and/or safety. For example, the
user provided with the multiple feasible plans may select a
desired action plan from among the plurality of distinct
action sequences based on at least one of efficiency criteria
and safety criteria. Alternatively or additionally, the proba-
bilistic T-step plan generator may be configured to select the
desired action plan from among the plurality of distinct
action sequences based on criteria provided by the user
and/or predetermined criteria.

[0077] Related approaches for procedure planning for
instructional videos typically rely on fully-supervised learn-
ing models that may be trained using visual representations
of each intermediate step along with annotations of the start
and end times of each intermediate step as well as step
labels. Such annotations may be generated via laborious and
error-prone processes of observing instructional videos and
manually annotating the start and end times of the interme-
diate steps. Aspects of the present disclosure provide for
mapping of visual activities and their natural language
descriptions to a common representational space thereby
making embedded vision features interchangeable with lan-
guage features for training a probabilistic T-step plan gen-
erator. And, as a result, possibly obviating a need to perform
manual annotations of the start and end times of the inter-
mediate steps in instructional videos, that may be required
by related procedure planning approaches. In addition, a
language representation may be a more stable representation
of the actions to be taken by the user as the natural language
description of the intermediate steps may remain the same,
while corresponding visual representation of the same steps
may vary across multiple instructional videos.

[0078] FIG. 3 depicts an example of a probabilistic T-step
plan generator, in accordance with various aspects of the
present disclosure.

[0079] Referring to FIG. 3, a probabilistic T-step plan
generator 320 that implements one or more aspects of the
disclosure is illustrated. In some embodiments, at least a
portion of the probabilistic T-step plan generator 320 may be
performed by the device 100 of FIG. 1, which may include
the probabilistic procedure planning component 180. Alter-
natively or additionally, another computing device (e.g., a
server, a laptop, a smartphone, a UE, a wearable device, etc.)
that includes the probabilistic procedure planning compo-
nent 180 may perform at least a portion of the probabilistic
T-step plan generator 320.

[0080] As shown in FIG. 3, the probabilistic T-step plan
generator 320 may receive input 310 that may comprise a
start state V,,,, and a goal state V,, ;. In some embodiments,
atleast one of the start state V.., and the end state V., may
be indicated by an image. Alternatively or additionally, at
least one of the start state and the end state may be indicated
by video content (e.g., video clips). For example, the video
content may be encoded using MIL-NCE. In some embodi-
ments, the input 310 may include a time horizon T that may
indicate a number of intermediate steps to be included in the
action plan.

[0081] The probabilistic T-step plan generator 320 may be
configured to generate an output 330 that may comprise a
sequence of actions a (e.g., 4;, &,, . . ., ) for each of the
T intermediate steps of the action plan. The actions a in the
sequence of actions may be obtained from a pre-defined
and/or fixed list of possible actions. The sequence of actions
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a of output 330 may represent a T-step plan for reaching the
end state V_,,, from the start state V
[0082] In some embodiments, the probabilistic T-step plan
generator 320 may be provided with pseudo-random noise
vector z 315. By sampling different noise samples from
pseudo-random noise vector z 315, the probabilistic T-step
plan generator 320 may output random samples from a
distribution of feasible T-step plans, and, as a result, gener-
ating different feasible output plan sequences a (e.g., i,, a,,
.., Ap).
[0083] Insome embodiments, the probabilistic T-step plan
generator 320 may map visual activities and their natural
language descriptions to a common representational space
thereby making embedded vision features interchangeable
with language features for training the probabilistic T-step
plan generator 320.
[0084] FIG. 4 illustrates a block diagram of a probabilistic
T-step plan generator, in accordance with various aspects of
the present disclosure.
[0085] Referring to FIG. 4, a block diagram of the proba-
bilistic T-step plan generator 320 that implements one or
more aspects of the disclosure is illustrated. In some
embodiments, at least a portion of the probabilistic T-step
plan generator 320 may be performed by the device 100 of
FIG. 1, which may include the probabilistic procedure
planning component 180. Alternatively or additionally,
another computing device (e.g., a server, a laptop, a smart-
phone, a UE, a wearable device, etc.) that includes the
probabilistic procedure planning component 180 may per-
form at least a portion of the probabilistic T-step plan
generator 320. In some embodiments, the probabilistic
T-step plan generator 320 depicted in FIG. 4 may be similar
in many respects to the probabilistic T-step plan generator
320 described with reference to FIG. 3 and may include
additional features not mentioned above.
[0086] As shown in FIG. 4, the probabilistic T-step plan
generator 320 may comprise an input query construction
component 410 and a plan generation component 420. The
input query construction component 410 may construct an
input query matrix 415 that includes the visual start state
Vgar the goal state V., placeholders for the remaining
T—1 action labels that need to be predicted, and a pseudo-
random noise vector z. The plan generation component 420
may include a machine learning transformer decoder 7~ 422
that may be configured to generate the action plan by
processing the input query matrix 415 through a stack of N
decoder blocks (e.g., decoder block A 425A, . . ., decoder
block N 425N, hereinafter “425” generally), where N is an
integer greater than 0. That is, the machine learning trans-
former decoder 7~ 422 may comprise a single branch non-
autoregressive model, implemented as a transformer that
may generate all intermediate steps in parallel conditioned
on the start and goal states.
[0087] In some embodiments, a final decoding layer of the
machine learning transformer decoder 7~ 422 may include
at least one output head (not shown). The at least one output
head may be implemented as a multi-layer perceptron
(MLP). In some embodiments, a first output head may yield
h, 432 with the intermediate predicted one-hot actions &,
(e.g., 4, 4,, ..., 4;), where t=1, . . ., T. In some optional
or additional embodiments, the final decoding layer of the
machine learning transformer decoder .7~ 422 may include a
second output head that may yield h, 434 with intermediate
state outputs V(e.g., ¥, V5, . . ., ¥7), where t=1, . .., T. The
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intermediate state outputs ¥, may be utilized during a train-
ing period of the machine learning transformer decoder
T 422.

[0088] The input query construction component 410 may
start construction of the input query matrix 415, which may
also be referred to as the random query matrix Q% by
constructing a deterministic query Q with an equation simi-
lar to Equation 1.

0=(90.91,9r.1,97)> With

q=(g"p,for 1=0, . . ., T [Eq. 1]

[0089] Referring to Eq. 1, g, and p, are encoded as do
dimensional embedded vectors (i.e., g, p, € R%}), q, denotes
the embedded vector for the start state V., and g,
denotes the embedded vector for the goal state V,,,,,,. That is,
qQ0=Vssar, and q;=V,,,, For all other values of t €[1, . . .,
T-1], q,” denotes constant learned query vectors that are
associated with the action labels that are to be predicted. In
some embodiments, the constant learned query vectors may
not change (e.g., be constant) for different planning requests
(e.g., different start and goal states). That is, the g, and the
q, embedded vectors may be the only components of the
deterministic query Q that are specific to the planning
request.

[0090] Continuing to refer to Eq. 1, p, denotes a fixed
cosine positional embedding vector that communicates
information about the order of the elements to the machine
learning transformer decoder 7~ 422. Thus the deterministic
query Q may be a matrix of size [dyxT+1] that may be
obtained by stacking T+1 d, dimensional query vectors (e.g.,
do» - - - » 7). It is understood that the order of the elements
may be encoded using other encoding approaches without
departing from the scope of the disclosure. That is, the
disclosure is not limited in this regard.

[0091] The random query matrix Q% may be constructed
by augmenting the deterministic query Q with a stochastic
component, a pseudo-random noise vector z 315 through
concatenation, with an equation similar to Equation 2.

0" = (g5, 41+ » G7-1> ¢7), With [Eq. 2]

9
qf:[z'],fortzo,.“ , T

[0092] Referring to Eq. 2, z is a d, dimensional vector
sampled from the standard normal distribution (i.e., z~
N (0,1)). Thus, the random query matrix Q% may be con-
structed by concatenating a pseudo-random noise vector to
each column of the deterministic query matrix Q. As a result,
the random query matrix Q° may be a matrix of size
[dxT+1], where d=d,+d,.

[0093] The input query construction component 410 may
be configured to provide the random query matrix Q” to the
plan generation component 420 as the input query matrix
415.

[0094] Asshown in FIG. 4, the plan generation component
420 may include a stack of N memory-augmented trans-
former blocks (e.g., decoder blocks 425). Each of the N
memory-augmented transformer blocks may have access to
a global learnable memory unit M 427.

[0095] Referring to FIG. 5, each of the N memory-aug-
mented transformer blocks (e.g., decoder blocks 425) may
have a similar architecture. For example, each memory-
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augmented transformer block 425 may consist of two key
operations, a multi-head self-attention operation 523 and a
multi-head cross-attention operation 527.

[0096] The memory-augmented transformer block 425
may process input 510 with the multi-head self-attention
operation 523. In some embodiments, the input 510 may
comprise the input query matrix 415 provided by the input
query construction component 410. Alternatively or addi-
tionally, the input 510 may comprise the output 530 of a
preceding memory-augmented transformer block 425 in the
stack of N memory-angmented transformer blocks 425.
[0097] The output of the multi-head self-attention opera-
tion 523 is then processed by the multi-head cross-attention
operation 527 in combination with the global learnable
memory unit M 427 to generate the output 530. The multi-
head cross-attention operation 527 of each of the memory-
augmented transformer blocks 425 may access the same
global learnable memory unit M 427.

[0098] In some embodiments, the output 530 may be
provided to a subsequent memory-augmented transformer
block 425 in the stack of N memory-augmented transformer
blocks 425. Alternatively or additionally, the output 530 may
be provided to at least one output head (not shown) to yield
h, 432 and/or h, 434.

[0099] The multi-head self-attention operation 523 and
multi-head cross-attention operation 527 may refer to map-
ping a query (Q) and a set of key-value (K, V) pairs to an
output, where the query, the set of key-value pairs, and the
output are vectors tensors (e.g., matrices). Note that Q may
be distinct from the input query matrix Q“ 415. The output
may be computed as a weighted sum of the values, where the
weight assigned to each value may be computed by a
compatibility function of the query with the corresponding
key. In particular, the multi-head self-attention operation
523 and multi-head cross-attention operation 527 may con-
sist of linear algebraic and normalization operations defined
over queries (Q), keys (K), and values (V).

[0100] Referring to FIGS. 4 and 5, the global learnable
memory unit M 427 may comprise a set of n learnable
vectors having a dimension of d, as shown in Equation 3.

M=(m,ms, . . ., mye Raxn [Eq. 3]

[0101] The size of the global learnable memory unit M
427 (e.g., the number of n learnable vectors in the memory)
may be a hyperparameter that is independent from the time
horizon T. The number n of learnable vectors stored in the
global learnable memory unit M 427, along with the values
for each of the n learnable vectors stored in the global
learnable memory unit M 427, may be determined during a
training session of the machine learning transformer decoder
7 422. Alternatively or additionally, the global learnable
memory unit M 427 may be configured as read-only
memory during an operational state of the machine learning
transformer decoder 7~ 422.

[0102] In some embodiments, the n learnable vectors may
be restricted to a given set of operations. For example, the
n learnable vectors may be restricted to operations that
correspond to operations of a particular appliance, software
application, and/or electronic device, and the like. In such
embodiments, the start state V_,,, may correspond to a
current state of the appliance and/or device. Alternatively or
additionally, the goal state V,,,, may be indicated using
natural language, such as “Start the washing machine on a
delicate cycle, using cold water.” The output of probabilistic
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T-step plan generator 320 may indicate sequences of instruc-
tions that the user could follow to achieve that goal state.
[0103] Returning to FIG. 4, the output 530 of the memory-
augmented transformer blocks 425 may be denoted as
T, (Q%, M). The output 530 may be provided to at least one
output head (not shown) to yield h, 432 and/or h, 434 to
provide the output of the probabilistic T-step plan generator
320, according to Equation 4.

[Eq. 4]

a.r)  (Ga(OQ)
[‘71:T ) N ( G, () )’ where

G (Q°) 1= ha(Tan(Q°, M), and
Gy () = hy(Tw(O7, M)

[0104] The number and arrangement of components
shown in FIGS. 4 and 5 are provided as an example. In
practice, there may be additional components, fewer com-
ponents, different components, or differently arranged com-
ponents than those shown in FIGS. 4 and 5. Furthermore,
two or more components shown in FIG. 4 or 5 may be
implemented within a single component, or a single com-
ponent shown in FIG. 4 or 5 may be implemented as
multiple, distributed components. Additionally or alterna-
tively, a set of (one or more) components shown in FIG. 4
or 5 may perform one or more functions described as being
performed by another set of components shown in FIG. 4 or
5.

[0105] FIG. 6 illustrates a block diagram of an example
apparatus 600 for probabilistic procedure planning for gen-
erating a plan based on a goal relating to an end state. The
apparatus 600 may be a computing device (e.g., device 100
of FIG. 1) and/or a computing device may comprise the
apparatus 600. In some embodiments, the apparatus 600
may comprise a reception component 602 configured to
receive communications (e.g., wired, wireless) from another
apparatus (e.g., apparatus 608), a probabilistic procedure
planning component 180 configured to generate a plan based
on a goal relating to an end state, and a transmission
component 606 configured to transmit communications
(e.g., wired, wireless) to another apparatus (e.g., apparatus
608). The components of the apparatus 600 may be in
communication with one another (e.g., via one or more
buses or electrical connections). As shown in FIG. 6, the
apparatus 600 may be in communication with another appa-
ratus 608 (such as a database, a server, or another computing
device) using the reception component 602 and/or the trans-
mission component 606.

[0106] In some embodiments, the apparatus 600 may be
configured to perform one or more operations described
herein in connection with FIGS. 1-5. Alternatively or addi-
tionally, the apparatus 600 may be configured to perform one
or more processes described herein, such as method 700 of
FIG. 7. In some embodiments, the apparatus 600 may
comprise one or more components of the device 100
described above in connection with FIG. 1.

[0107] The reception component 602 may receive com-
munications, such as control information, data communica-
tions, or a combination thereof, from the apparatus 608 (e.g.,
a database, a server, or another computing device). The
reception component 602 may provide received communi-
cations to one or more other components of the apparatus
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600, such as the probabilistic procedure planning component
180. In some embodiments, the reception component 602
may perform signal processing on the received communi-
cations, and may provide the processed signals to the one or
more other components. In some embodiments, the recep-
tion component 602 may comprise one or more antennas, a
receive processor, a controller/processor, a memory, or a
combination thereof, of the device 100 described above in
reference to FIG. 1.

[0108] The transmission component 606 may transmit
communications, such as control information, data commu-
nications, or a combination thereof, to the apparatus 608
(e.g., a database, a server, or another computing device). In
some embodiments, the probabilistic procedure planning
component 180 may generate communications and may
transmit the generated communications to the transmission
component 606 for transmission to the apparatus 608. In
some embodiments, the transmission component 606 may
perform signal processing on the generated communica-
tions, and may transmit the processed signals to the appa-
ratus 608. In other embodiments, the transmission compo-
nent 606 may comprise one or more antennas, a transmit
processor, a controller/processor, a memory, or a combina-
tion thereof, of the device 100 described above in reference
to FIG. 1. In some embodiments, the transmission compo-
nent 606 may be co-located with the reception component
602 such as in a transceiver and/or a transceiver component.
[0109] The probabilistic procedure planning component
180 may be configured to generate a plan based on a goal
relating to an end state. In some embodiments, the proba-
bilistic procedure planning component 180 may include a set
of components, such as a receiving component 610 config-
ured to receive a request from a user to generate an action
plan, a constructing component 620 configured to construct
an input query matrix, a generating component 630 config-
ured to generate the action plan, and a providing component
640 configured to provide the action plan to the user.
[0110] Alternatively or additionally, the probabilistic pro-
cedure planning component 180 may further include a
training component 650 configured to train the machine
learning transformer decoder, and a selecting component
660 configured to select a desired action plan.

[0111] In some embodiments, the set of components may
be separate and distinct from the probabilistic procedure
planning component 180. In other embodiments, one or
more components of the set of components may include or
may be implemented within a controller/processor (e.g., the
processor 120), a memory (e.g., the memory 130), or a
combination thereof, of the device 100 described above in
reference to FIG. 1. Alternatively or additionally, one or
more components of the set of components may be imple-
mented at least in part as software stored in a memory, such
as the memory 130. For example, a component (or a portion
of' a component) may be implemented as computer-execut-
able instructions or code stored in a computer-readable
medium (e.g., a non-transitory computer-readable medium)
and executable by a controller or a processor to perform the
functions or operations of the component.

[0112] The number and arrangement of components
shown in FIG. 6 are provided as an example. In practice,
there may be additional components, fewer components,
different components, or differently arranged components
than those shown in FIG. 6. Furthermore, two or more
components shown in FIG. 6 may be implemented within a
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single component, or a single component shown in FIG. 6
may be implemented as multiple, distributed components.
Additionally or alternatively, a set of (one or more) com-
ponents shown in FIG. 6 may perform one or more functions
described as being performed by another set of components
shown in FIGS. 1 and 6.

[0113] Referring to FIG. 7, in operation, an apparatus 600
may perform a method 700 of probabilistic procedure plan-
ning for generating a plan based on a goal relating to an end
state. The method 700 may be performed by the device 100
(which may include the processor 120, the memory 130, and
the storage component 140, and which may be the entire
device 100 and/or include one or more components of the
device 100, such as the input component 150, the output
component 160, the communication interface 170, and/or
the probabilistic procedure planning component 180). The
method 700 may be performed by the device 100 and/or the
probabilistic procedure planning component 180 in commu-
nication with the apparatus 608 (e.g., a database, a server, or
another computing device).

[0114] At block 710 of FIG. 7, the method 700 may
include receiving a request from a user to generate an action
plan comprising T intermediate actions between a start state
and the end state, the start state and the end state being
indicated by the request, and T being an integer greater than
0. For example, in an aspect, the device 100, the probabi-
listic procedure planning component 180, and/or the receiv-
ing component 610 may be configured to or may comprise
means for receiving a request from a user to generate an
action plan comprising T intermediate actions between a
start state and the end state, the start state and the end state
being indicated by the request, and T being an integer greater
than 0.

[0115] For example, the receiving at block 710 may
include receiving a request to generate the action plan that
may include a value of T.

[0116] At block 720 of FIG. 7, the method 700 may
include constructing an input query matrix based on T, the
start state, the end state, positional encodings, and pseudo-
random noise information. For example, in an aspect, the
device 100, the probabilistic procedure planning component
180, and/or the constructing component 620 may be con-
figured to or may comprise means for constructing an input
query matrix based on T, the start state, the end state,
positional encodings, and pseudo-random noise information.
[0117] For example, the constructing at block 720 may
include calculating a first embedded vector corresponding to
the start state. The constructing at block 720 may further
include calculating a last embedded vector corresponding to
the end state. The constructing at block 720 may further
include generating T-1 query vectors. The constructing at
block 720 may further include generating T+1 positional
embeddings. The constructing at block 720 may further
include combining the T+1 positional embeddings with the
first embedded vector, the last embedded vector, the T-1
constant learned query vectors to result in T+1 positionally
embedded vectors. The constructing at block 720 may
further include stacking the T+1 positionally embedded
vectors into a deterministic query matrix. The constructing
at block 720 may further include concatenating a pseudo-
random noise vector to each column of the deterministic
query matrix to construct the input query matrix.

[0118] In other optional or additional aspects, in the con-
structing at block 720, dimensions of each of the first
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embedded vector, the last embedded vector, and the T-1
constant learned query vectors may be a same dimension.

[0119] At block 730 of FIG. 7, the method 700 may
include generating, using a machine learning transformer
decoder, the action plan based on the input query matrix and
a plurality of learnable vectors. For example, in an aspect,
the device 100, the probabilistic procedure planning com-
ponent 180, and/or the generating component 630 may be
configured to or may comprise means for generating, using
a machine learning transformer decoder, the action plan
based on the input query matrix and a plurality of learnable
vectors.

[0120] For example, the generating at block 730 may
include performing a multi-head self-attention operation on
the input query matrix. In such aspects, the generating at
block 730 may further include performing a multi-head
cross-attention operation on a result of the multi-head self-
attention operation using the plurality of learnable vectors.
In such aspects, the generating at block 730 may further
include processing a result of the multi-head cross-attention
operation with an MLP to generate a one-hot encoded action
vector for each of the T intermediate actions.

[0121] At block 740 of FIG. 7, the method 700 may
include providing the action plan to the user, the action plan
indicating a probability distribution of a plurality of distinct
action sequences, to be performed by the user, that transform
the start state to the end state, each action sequence of the
plurality of distinct action sequences having T intermediate
actions. For example, in an aspect, the device 100, the
probabilistic procedure planning component 180, and/or the
providing component 640 may be configured to or may
comprise means for providing the action plan to the user, the
action plan indicating a probability distribution of a plurality
of distinct action sequences, to be performed by the user, that
transform the start state to the end state, each action
sequence of the plurality of distinct action sequences having
T intermediate actions.

[0122] In an optional or additional aspect that may be
combined with any other aspect, the method 700 may
include training the machine learning transformer decoder
using a weakly supervised approach by inputting a plurality
of start states and end states and a plurality of NL descrip-
tions of actions. For example, in an aspect, the device 100,
the probabilistic procedure planning component 180, and/or
the training component 650 may be configured to or may
comprise means for training the machine learning trans-
former decoder using a weakly supervised approach by
inputting a plurality of start states and end states and a
plurality of NL descriptions of actions.

[0123] In another optional or additional aspect that may be
combined with any other aspect, the method 700 may
include selecting a desired action plan from among the
plurality of distinct action sequences based on at least one of
efficiency criteria and safety criteria. For example, in an
aspect, the device 100, the probabilistic procedure planning
component 180, and/or the selecting component 660 may be
configured to or may comprise means for selecting a desired
action plan from among the plurality of distinct action
sequences based on at least one of efficiency criteria and
safety criteria.

[0124] In another optional or additional aspect that may be
combined with any other aspect, at least one of the start state
and the end state may be indicated by an image.
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[0125] In another optional or additional aspect that may be
combined with any other aspect, at least one of the start state
and the end state are indicated by video content.

[0126] Inanother optional or additional aspect that may be
combined with any other aspect, the video content is
encoded using MIL-NCE.

[0127] Inanother optional or additional aspect that may be
combined with any other aspect, the plurality of distinct
action sequences may indicate intermediate instructions to
be followed by the user to reach the end state.

[0128] The following aspects are illustrative only and
aspects thereof may be combined with aspects of other
embodiments or teaching described herein, without limita-
tion.

[0129] Aspect 1 is a method of probabilistic procedure
planning for generating a plan based on a goal relating to an
end state, to be performed by a processor. The method
includes receiving a request from a user to generate an action
plan comprising T intermediate actions between a start state
and the end state. The start state and the end state are
indicated by the request. T is an integer greater than 0. The
method further includes constructing an input query matrix
based on T, the start state, the end state, positional encod-
ings, and pseudo-random noise information. The method
further includes generating, using a machine learning trans-
former decoder, the action plan based on the input query
matrix and a plurality of learnable vectors. The method
further includes providing the action plan to the user. The
action plan indicates a probability distribution of a plurality
of distinct action sequences, to be performed by the user, that
transform the start state to the end state. Each action
sequence of the plurality of distinct action sequences has T
intermediate actions.

[0130] In Aspect 2, the method of Aspect 1 may include
training the machine learning transformer decoder using a
weakly supervised approach by inputting a plurality of start
states and end states and a plurality of NL descriptions of
actions.

[0131] In Aspect 3, the method of any of Aspects 1 or 2
may include selecting a desired action plan from among the
plurality of distinct action sequences based on at least one of
efficiency criteria and safety criteria.

[0132] In Aspect 4, the method of any of Aspects 1 to 3
may include receiving the request to generate the action
plan, the request comprising a value of T.

[0133] In Aspect 5, the method of any of Aspects 1 to 4
may include calculating a first embedded vector correspond-
ing to the start state, calculating a last embedded vector
corresponding to the end state, obtaining T-1 constant
learned query vectors, generating T+1 positional embed-
dings, combining the T+1 positional embeddings with the
first embedded vector, the last embedded vector, the T-1
constant learned query vectors to result in T+1 positionally
embedded vectors; stacking the T+1 positionally embedded
vectors into a deterministic query matrix, and concatenating
a pseudo-random noise vector to each column of the deter-
ministic query matrix to construct the input query matrix.
[0134] In Aspect 6, in the method of any of Aspects 1 to
5, dimensions of each of the first embedded vector, the last
embedded vector, and the T-1 constant learned query vec-
tors may be a same dimension.

[0135] In Aspect 7, the method of any of Aspects 1 to 6
may include performing a multi-head self-attention opera-
tion on the input query matrix, performing a multi-head
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cross-attention operation on a result of the multi-head self-
attention operation using the plurality of learnable vectors,
and processing a result of the multi-head cross-attention
operation with an MLP to generate a one-hot encoded action
vector for each of the T intermediate actions.

[0136] In Aspect 8, in the method of any of Aspects 1 to
7, the plurality of learnable vectors may correspond to
operations of an appliance.

[0137] In Aspect 9, in the method of any of Aspects 1 to
8, at least one of the start state and the end state may be
indicated by an image.

[0138] In Aspect 10, in the method of any of Aspects 1 to
9, at least one of the start state and the end state are indicated
by video content.

[0139] In Aspect 11, in the method of any of Aspects 1 to
10, a video content may be encoded using MIL-NCE.
[0140] In Aspect 12, in the method of any of Aspects 1 to
11, the plurality of distinct action sequences may indicate
intermediate instructions to be followed by the user to reach
the end state.

[0141] Aspect 13 is an apparatus for probabilistic proce-
dure planning for generating a plan based on a goal relating
to an end state. The apparatus includes a memory storage
storing computer-executable instructions, and a processor
communicatively coupled to the memory storage. The pro-
cessor is configured to execute the computer-executable
instructions and cause the apparatus to perform one or more
of the methods of any of Aspects 1 to 12.

[0142] Aspect 14 is an apparatus for probabilistic proce-
dure planning for generating a plan based on a goal relating
to an end state to be performed by a device including means
for performing one or more of the methods of any of Aspects
1to 12.

[0143] Aspect 15 is a non-transitory computer-readable
storage medium storing computer-executable instructions
for probabilistic procedure planning for generating a plan
based on a goal relating to an end state to be performed by
a device. The computer-executable instructions are config-
ured, when executed by one or more processors of the
device, to cause the device to perform one or more of the
methods of any of Aspects 1 to 12.

[0144] The foregoing disclosure provides illustration and
description, but is not intended to be exhaustive or to limit
the implementations to the precise form disclosed. Modifi-
cations and variations are possible in light of the above
disclosure or may be acquired from practice of the imple-
mentations.

[0145] As used herein, the terms “component,” “module,”
“system” and the like are intended to include a computer-
related entity, such as but not limited to hardware, firmware,
a combination of hardware and software, software, or soft-
ware in execution. For example, a component may be, but is
not limited to being, a process running on a processor, a
processor, an object, an executable, a thread of execution, a
program, and/or a computer. By way of illustration, both an
application running on a computing device and the comput-
ing device can be a component. One or more components
can reside within a process and/or thread of execution and a
component can be localized on one computer and/or dis-
tributed between two or more computers. In addition, these
components can execute from various computer readable
media having various data structures stored thereon. The
components can communicate by way of local and/or remote
processes such as in accordance with a signal having one or
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more data packets, such as data from one component inter-
acting with another component in a local system, distributed
system, and/or across a network such as the Internet with
other systems by way of the signal.

[0146] Some embodiments may relate to a system, a
method, and/or a computer readable medium at any possible
technical detail level of integration. The computer readable
medium may include a computer-readable non-transitory
storage medium (or media) having computer readable pro-
gram instructions thereon for causing a processor to carry
out operations. Non-transitory computer-readable media
may exclude transitory signals.

[0147] The computer readable storage medium can be a
tangible device that can retain and store instructions for use
by an instruction execution device. The computer readable
storage medium may be, for example, but is not limited to,
an electronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
RAM, a ROM, an erasable programmable read-only
memory (EPROM or Flash memory), a static random access
memory (SRAM), a portable compact disc read-only
memory (CD-ROM), a DVD, a memory stick, a floppy disk,
a mechanically encoded device such as punch-cards or
raised structures in a groove having instructions recorded
thereon, and any suitable combination of the foregoing. A
computer readable storage medium, as used herein, is not to
be construed as being transitory signals per se, such as radio
waves or other freely propagating electromagnetic waves,
electromagnetic waves propagating through a waveguide or
other transmission media (e.g., light pulses passing through
a fiber-optic cable), or electrical signals transmitted through
a wire.

[0148] Computer readable program instructions described
herein can be downloaded to respective computing/process-
ing devices from a computer readable storage medium or to
an external computer or external storage device via a net-
work, for example, the Internet, a local area network, a wide
area network and/or a wireless network. The network may
comprise copper transmission cables, optical transmission
fibers, wireless transmission, routers, firewalls, switches,
gateway computers and/or edge servers. A network adapter
card or network interface in each computing/processing
device receives computer readable program instructions
from the network and forwards the computer readable
program instructions for storage in a computer readable
storage medium within the respective computing/processing
device.

[0149] Computer readable program code/instructions for
carrying out operations may be assembler instructions,
instruction-set-architecture (ISA) instructions, machine
instructions, machine dependent instructions, microcode,
firmware instructions, state-setting data, configuration data
for integrated circuitry, or either source code or object code
written in any combination of one or more programming
languages, including an object oriented programming lan-
guage such as Smalltalk, C++, or the like, and procedural
programming languages, such as the “C” programming
language or similar programming languages. The computer
readable program instructions may execute entirely on the
user’s computer, partly on the user’s computer, as a stand-



US 2023/0153344 Al

alone software package, partly on the user’s computer and
partly on a remote computer or entirely on the remote
computer or server. In the latter scenario, the remote com-
puter may be connected to the user’s computer through any
type of network, including a LAN or a WAN, or the
connection may be made to an external computer (for
example, through the Internet using an Internet Service
Provider (ISP)). In some embodiments, electronic circuitry
including, for example, programmable logic circuitry,
FPGAs, or programmable logic arrays (PL.As) may execute
the computer readable program instructions by utilizing state
information of the computer readable program instructions
to personalize the electronic circuitry, in order to perform
aspects or operations.

[0150] These computer readable program instructions may
be provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function in a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified in the flowchart and/or block diagram block or
blocks.

[0151] The computer readable program instructions may
also be loaded onto a computer, other programmable data
processing apparatus, or other device to cause a series of
operational steps to be performed on the computer, other
programmable apparatus or other device to produce a com-
puter implemented process, such that the instructions which
execute on the computer, other programmable apparatus, or
other device implement the functions/acts specified in the
flowchart and/or block diagram block or blocks.

[0152] At least one of the components, elements, modules
or units (collectively “components” in this paragraph) rep-
resented by a block in the drawings (e.g., FIGS. 1 and 6) may
be embodied as various numbers of hardware, software
and/or firmware structures that execute respective functions
described above, according to an example embodiment.
According to example embodiments, at least one of these
components may use a direct circuit structure, such as a
memory, a processor, a logic circuit, a look-up table, etc.,
that may execute the respective functions through controls
of'one or more microprocessors or other control apparatuses.
Also, at least one of these components may be specifically
embodied by a module, a program, or a part of code, which
contains one or more executable instructions for performing
specified logic functions, and executed by one or more
microprocessors or other control apparatuses. Further, at
least one of these components may include or may be
implemented by a processor such as a CPU that performs the
respective functions, a microprocessor, or the like. Two or
more of these components may be combined into one single
component which performs all operations or functions of the
combined two or more components. Also, at least part of
functions of at least one of these components may be
performed by another of these components. Functional
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aspects of the above example embodiments may be imple-
mented in algorithms that execute on one or more proces-
sors. Furthermore, the components represented by a block or
processing steps may employ any number of related art
techniques for electronics configuration, signal processing
and/or control, data processing and the like.

[0153] The flowchart and block diagrams in the drawings
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods, and com-
puter readable media according to various embodiments. In
this regard, each block in the flowchart or block diagrams
may represent a module, segment, or portion of instructions,
which comprises one or more executable instructions for
implementing the specified logical function(s). The method,
computer system, and computer readable medium may
include additional blocks, fewer blocks, different blocks, or
differently arranged blocks than those depicted in the Fig-
ures. In some alternative implementations, the functions
noted in the blocks may occur out of the order noted in the
Figures. For example, two blocks shown in succession may,
in fact, be executed concurrently or substantially concur-
rently, or the blocks may sometimes be executed in the
reverse order, depending upon the functionality involved. It
will also be noted that each block of the block diagrams
and/or flowchart illustration, and combinations of blocks in
the block diagrams and/or flowchart illustration, can be
implemented by special purpose hardware-based systems
that perform the specified functions or acts or carry out
combinations of special purpose hardware and computer
instructions.

[0154] It will be apparent that systems and/or methods,
described herein, may be implemented in different forms of
hardware, firmware, or a combination of hardware and
software. The actual specialized control hardware or soft-
ware code used to implement these systems and/or methods
is not limiting of the implementations. Thus, the operation
and behavior of the systems and/or methods were described
herein without reference to specific software code—it being
understood that software and hardware may be designed to
implement the systems and/or methods based on the descrip-
tion herein.

[0155] No element, act, or instruction used herein should
be construed as critical or essential unless explicitly
described as such. Also, as used herein, the articles “a” and
“an” are intended to include one or more items, and may be
used interchangeably with “one or more.” Furthermore, as
used herein, the term “set” is intended to include one or more
items (e.g., related items, unrelated items, a combination of
related and unrelated items, etc.), and may be used inter-
changeably with “one or more.” Where only one item is
intended, the term “one” or similar language is used. Also,
as used herein, the terms “has,” “have,” “having,”
“includes,” “including,” or the like are intended to be
open-ended terms. Further, the phrase “based on” is intended
to mean “based, at least in part, on” unless explicitly stated
otherwise. In addition, expressions such as “at least one of
[A] and [B]” or “at least one of [A] or [B]” are to be
understood as including only A, only B, or both A and B.

[0156] Reference throughout this specification to “one
embodiment,” “an embodiment,” or similar language means
that a particular feature, structure, or characteristic described
in connection with the indicated embodiment is included in
at least one embodiment of the present solution. Thus, the
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phrases “in one embodiment”, “in an embodiment,” and
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similar language throughout this specification may, but do
not necessarily, all refer to the same embodiment. As used
herein, such terms as “Ist” and “2nd,” or “first” and “sec-
ond” may be used to simply distinguish a corresponding
component from another, and does not limit the components
in other aspect (e.g., importance or order). It is to be
understood that if an element (e.g., a first element) is
referred to, with or without the term “operatively” or “com-
municatively”, as “coupled with,” “coupled to,” “connected
with,” or “connected to” another element (e.g., a second
element), it means that the element may be coupled with the
other element directly (e.g., wired), wirelessly, or via a third
element.

[0157] It is to be understood that when an element or layer
is referred to as being “over,” “above,” “on,” “below,”
“under,” “beneath,” “connected to” or “coupled to” another
element or layer, it can be directly over, above, on, below,
under, beneath, connected or coupled to the other element or
layer or intervening elements or layers may be present. In
contrast, when an element is referred to as being “directly
over,” “directly above,” “directly on,” “directly below,”
“directly under,” “directly beneath,” “directly connected to”
or “directly coupled to” another element or layer, there are
no intervening elements or layers present.

[0158] The descriptions of the various aspects and
embodiments have been presented for purposes of illustra-
tion, but are not intended to be exhaustive or limited to the
embodiments disclosed. Even though combinations of fea-
tures are recited in the claims and/or disclosed in the
specification, these combinations are not intended to limit
the disclosure of possible implementations. In fact, many of
these features may be combined in ways not specifically
recited in the claims and/or disclosed in the specification.
Although each dependent claim listed below may directly
depend on only one claim, the disclosure of possible imple-
mentations includes each dependent claim in combination
with every other claim in the claim set. Many modifications
and variations will be apparent to those of ordinary skill in
the art without departing from the scope of the described
embodiments. The terminology used herein was chosen to
best explain the principles of the embodiments, the practical
application or technical improvement over technologies
found in the marketplace, or to enable others of ordinary
skill in the art to understand the embodiments disclosed
herein.

[0159] Furthermore, the described features, advantages,
and characteristics of the present disclosure may be com-
bined in any suitable manner in one or more embodiments.
One skilled in the relevant art will recognize, in light of the
description herein, that the present disclosure can be prac-
ticed without one or more of the specific features or advan-
tages of a particular embodiment. In other instances, addi-
tional features and advantages may be recognized in certain
embodiments that may not be present in all embodiments of
the present disclosure.

What is claimed is:

1. A method of probabilistic procedure planning for
generating a plan based on a goal relating to an end state, to
be performed by a processor, comprising:

receiving a request from a user to generate an action plan

comprising T intermediate actions between a start state
and the end state, the start state and the end state being
indicated by the request, and T being an integer greater
than 0;
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constructing an input query matrix based on T, the start
state, the end state, positional encodings, and pseudo-
random noise information;
generating, using a machine learning transformer decoder,
the action plan based on the input query matrix and a
plurality of learnable vectors; and
providing the action plan to the user, the action plan
indicating a probability distribution of a plurality of
distinct action sequences, to be performed by the user,
that transform the start state to the end state, each action
sequence of the plurality of distinct action sequences
having T intermediate actions.
2. The method of claim 1, further comprising:
training the machine learning transformer decoder using a
weakly supervised approach by inputting a plurality of
start states and end states and a plurality of natural
language (NL) descriptions of actions.
3. The method of claim 1, further comprising:
selecting a desired action plan from among the plurality of
distinct action sequences based on at least one of
efficiency criteria and safety criteria.
4. The method of claim 1, wherein the receiving of the
request comprises:
receiving the request to generate the action plan, the
request comprising a value of T.
5. The method of claim 1, wherein the constructing of the
input query matrix comprises:
calculating a first embedded vector corresponding to the
start state;
calculating a last embedded vector corresponding to the
end state;
obtaining T-1 constant learned query vectors;
generating T+1 positional embeddings;
combining the T+1 positional embeddings with the first
embedded vector, the last embedded vector, the T-1
constant learned query vectors to result in T+1 posi-
tionally embedded vectors;
stacking the T+1 positionally embedded vectors into a
deterministic query matrix; and
concatenating a pseudo-random noise vector to each
column of the deterministic query matrix to construct
the input query matrix.
6. The method of claim 5, wherein
dimensions of each of the first embedded vector, the last
embedded vector, and the T-1 constant learned query
vectors are a same dimension.
7. The method of claim 1, wherein the generating of the
action plan comprises:
performing a multi-head self-attention operation on the
input query matrix;
performing a multi-head cross-attention operation on a
result of the multi-head self-attention operation using
the plurality of learnable vectors; and
processing a result of the multi-head cross-attention
operation with a multi-layer perceptron (MLP) to gen-
erate a one-hot encoded action vector for each of the T
intermediate actions.
8. The method of claim 1, wherein the plurality of
learnable vectors corresponds to operations of an appliance.
9. The method of claim 1, wherein:
at least one of the start state and the end state are indicated
by an image.
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10. The method of claim 1, wherein:

at least one of the start state and the end state are indicated

by video content.

11. The method of claim 10, wherein the video content is
encoded using multiple instance learning noise contrastive
estimation (MIL-NCE).

12. The method of claim 1, wherein the plurality of
distinct action sequences indicate intermediate instructions
to be followed by the user to reach the end state.

13. An apparatus for probabilistic procedure planning for
generating a plan based on a goal relating to an end state,
comprising:

a memory storage storing computer-executable instruc-

tions; and

a processor communicatively coupled to the memory

storage, wherein the processor is configured to execute

the computer-executable instructions and cause the

apparatus to:

receive a request from a user to generate an action plan
comprising T intermediate actions between a start
state and the end state, the start state and the end state
being indicated by the request, and T being an
integer greater than 0;

construct an input query matrix based on T, the start
state, the end state, positional encodings, and
pseudo-random noise information;

generate, using a machine learning transformer
decoder, the action plan based on the input query
matrix and a plurality of learnable vectors; and

provide the action plan to the user, the action plan
indicating a probability distribution of a plurality of
distinct action sequences, to be performed by the
user, that transform the start state to the end state,
each action sequence of the plurality of distinct
action sequences having T intermediate actions.

14. The apparatus of claim 13, wherein the processor is
further configured to execute further computer-executable
instructions and further cause the apparatus to:

train the machine learning transformer decoder using a

weakly supervised approach by inputting a plurality of
start states and end states and a plurality of natural
language (NL) descriptions of actions.

15. The apparatus of claim 13, wherein the processor is
further configured to execute further computer-executable
instructions and further cause the apparatus to:

select a desired action plan from among the plurality of

distinct action sequences based on at least one of
efficiency criteria and safety criteria.
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16. The apparatus of claim 13, wherein the computer-
executable instructions to receive the request further cause
the apparatus to:

receive the request to generate the action plan, the request

comprising a value of T.

17. The apparatus of claim 13, wherein the computer-
executable instructions to construct the input query matrix
further cause the apparatus to:

calculate a first embedded vector corresponding to the

start state;

calculate a last embedded vector corresponding to the end

state;

obtain T-1 constant learned query vectors;

generate T+1 positional embeddings;

combine the T+1 positional embeddings with the first

embedded vector, the last embedded vector, the T-1
constant learned query vectors to result in T+1 posi-
tionally embedded vectors;

stack the T+1 positionally embedded vectors into a deter-

ministic query matrix; and

concatenate a pseudo-random noise vector to each column

of the deterministic query matrix to construct the input
query matrix,

wherein dimensions of each of the first embedded vector,

the last embedded vector, and the T-1 constant learned
query vectors are a same dimension.

18. The apparatus of claim 17, wherein the computer-
executable instructions to generate the action plan further
cause the apparatus to:

perform a multi-head self-attention operation on the input

query matrix;

perform a multi-head cross-attention operation on a result

of the multi-head self-attention operation using the
plurality of learnable vectors; and

process a result of the multi-head cross-attention opera-

tion with a multi-layer perceptron (MLP) to generate a
one-hot encoded action vector for each of the T inter-
mediate actions.

19. The apparatus of claim 17, wherein:

at least one of the start state and the end state are indicated

by an image, or

at least one of the start state and the end state are indicated

by video content, wherein the video content is encoded
using multiple instance learning noise contrastive esti-
mation (MIL-NCE).

20. The apparatus of claim 17, wherein the plurality of
distinct action sequences indicate intermediate instructions
to be followed by the user to reach the end state.
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