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(57) ABSTRACT 

Data of both MPEG-2 and MPEG-4 is generated simulta 
neously with a Small circuit Scale and a Small power con 
Sumption. A moving picture encoding apparatus for encod 
ing a moving picture through motion-compensated inter 
frame prediction has: a MPEG-2 encoding unit including a 
motion vector estimator, a frame memory, a forward pre 
diction circuit, a bidirectional prediction circuit, a prediction 
Selection circuit, an intra-frame encoding circuit and a local 
decoding circuit; a MPEG-4 encoding unit including a frame 
extraction circuit for extracting a predetermined MPEG-2 
frame and a transcoder for encoding the extracted frame; a 
motion vector calculator calculating a motion vector to be 
used for MPEG-4 prediction from a motion vector to be used 
for MPEG-2 prediction; and a prediction mode controller 
controlling the prediction mode of the MPEG-2 encoding 
unit in such that the MPEG-2 prediction mode becomes 
coincident with the MPEG-4 prediction mode. 
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MOVING PICTURE ENCODINGAPPARATUS 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. The present application is a divisional application 
and claims priority to U.S. application Ser. No. 10/279,370, 
filed on Oct. 23, 2002, and claims priority to Japanese Patent 
Application No. 2002-175720, filed Jun. 17, 2002, which are 
both incorporated by reference. 

BACKGROUND OF THE INVENTION 

0002 The present invention relates to a moving picture 
encoding apparatus for encoding a moving picture by uti 
lizing motion-compensated inter-frame prediction and to a 
moving picture recording/reproducing apparatus for record 
ing and reproducing encoded data. 
0003) Technique of converting data encoded by MPEG-2 
into encoded data of MPEG-4 and the like having a different 
frame rate and a different imageSize is introduced into IEEE 
TRANSACTIONS ON MULTIMEDIA, Vol. 2, No. 2, 
JUNE 2000, pp. 101 to 110. 

BRIEF SUMMARY OF THE INVENTION 

0004. This conventional technique adopts a method of 
decoding data by MPEG-2 and then encoding it by MPEG-4, 
and is associated with Some problems of a large circuit Scale 
or a large consumption power because of a large computa 
tion amount. 

0005 Although the conventional technique discloses the 
conversion into encoded data having a different frame rate 
and a different image size, it does not teach the capability of 
converting data with a Small circuit Scale or a Small con 
Sumption power by reducing the computation amount. It 
neither teaches the Simultaneous generation of encoded data 
having a different frame rate and a different image size. 
0006. It is an object of the invention to provide a moving 
picture encoding apparatus and a moving picture recording/ 
reproducing apparatus capable of converting or generating at 
the same time encoded data having a different frame rate and 
a different picture Size with a Small computation amount, 
i.e., with a Small circuit Scale or a Small consumption power. 
0007. In order to achieve the above object, a moving 
picture encoding apparatus for encoding a moving picture by 
utilizing motion-compensated inter-frame prediction, com 
prises: a first encoding module for encoding the moving 
picture at a first frame rate and at a first image size; a Second 
encoding module for encoding the moving picture at a 
Second frame rate and at a Second image size; a prediction 
mode control module for controlling to make a prediction 
mode of the first encoding module be coincident with a 
prediction mode of the Second encoding module; and a 
motion vector calculation module for calculating a motion 
vector to be used by the Second encoding module from a 
motion vector to be used by the first encoding module. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0008. These and other features, objects and advantages of 
the present invention will become more apparent from the 
following description when taken in conjunction with the 
accompanying drawings wherein: 
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0009 FIG. 1 is a block diagram showing a moving 
picture encoding apparatus according to a first embodiment 
of the invention. 

0010 FIG. 2 is a block diagram showing a moving 
picture encoding apparatus with an improved shared Struc 
ture of MPEG-2 and MPEG-4 used by the embodiment 
shown in FIG. 1. 

0011 FIG. 3 is a conceptual diagram showing encoded 
data having a different frame rate and a different image size 
generated at the same time by a moving picture encoding 
apparatus according to the invention. 
0012 FIG. 4 is a detailed block diagram showing a 
prediction Selection unit of the moving picture encoding 
apparatus according to the invention. 
0013 FIG. 5 is a diagram illustrating an example of the 
state of intra/inter of a macro block before and after 
transcoding according to the embodiment shown in FIG. 4. 
0014 FIG. 6 is a detailed block diagram of a prediction 
Selection circuit portion of a moving picture encoding appa 
ratus according to a Second embodiment of the invention. 
0015 FIG. 7 is a diagram illustrating an example of the 
state of intra/inter of a macro block before and after 
transcoding of the embodiment shown in FIG. 6. 
0016 FIG. 8 is a detailed block diagram of a transcoding 
circuit portion of a moving picture encoding apparatus 
according to a third embodiment of the invention. 
0017 FIG. 9 is a diagram showing the state of motion 
vector conversion and difference value replacement. 
0018 FIG. 10 is a block diagram showing a moving 
picture recording/reproducing apparatus according to an 
embodiment of the invention. 

0019 FIG. 11 is a conceptual diagram showing encoded 
data having a different frame rate and a different image size 
to be converted by the moving picture recording/reproduc 
ing apparatus of the embodiment. 
0020 FIG. 12 is a detailed block diagram showing a 
prediction Selection circuit of the moving picture recording/ 
reproducing apparatus of the embodiment. 
0021 FIG. 13 is a detailed block diagram showing a 
transcoder circuit of a moving picture recording/reproducing 
apparatus according to another embodiment of the inven 
tion. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0022. Embodiments of a moving picture encoding appa 
ratus according to the invention will be described with 
reference to the accompanying drawings. FIG. 1 is a block 
diagram showing the outline Structure of a moving picture 
encoding apparatus according to the invention. FIG. 2 is a 
block diagram Showing the outline Structure of a moving 
picture encoding apparatus with an improved shared Struc 
ture of MPEG-2 and MPEG-4 used in the apparatus shown 
in FIG. 1. FIG. 3 is a conceptual diagram illustrating 
encoded data having a different frame rate and a different 
image Size generated at the same time by a moving picture 
encoding apparatus of the invention. 
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0023 The structure of the moving picture encoding appa 
ratus shown in FIG. 1 will be described. The moving picture 
encoding apparatus is constituted of a first encoding module 
(MPEG-2) having a motion vector estimator 11, a frame 
memory 12-1, a forward predication circuit 13-1, a bidirec 
tional prediction circuit 14-1, a prediction Selection circuit 
15-1, a prediction mode control circuit 16, an intra-frame 
encoder circuit 17-1 and a local decoder circuit 18-1; a 
second encoding module (MPEG-4) having a motion vector 
calculator 21, a frame memory 12-2, a forward predication 
circuit 13-2, a bidirectional prediction circuit 14-2, a pre 
diction Selection circuit 15-2, a prediction mode control 
circuit 16, an intra-frame encoder circuit 17-2, a local 
decoder circuit 18-2 and a size conversion circuit 25; a 
moving picture input terminal T1: an output terminal T2 for 
high-definition encoded data (MPEG-2); and an output 
terminal T3 for low-definition encoded data (MPEG-4). The 
prediction mode control circuit 16 is used in common by the 
first and Second encoding modules. 
0024. The motion vector estimator 11 obtains forward or 
bidirectional motion vector by performing block matching 
between moving picture data F input to the moving picture 
input terminal T1 and a past or future reference frame Fr 
stored in the frame memory 12-1. 
0.025 The frame memory 12-1 stores a past or future 
reference frame Fr. 

0026. The forward prediction circuit 13-1 performs for 
ward prediction through motion compensation between the 
input moving picture data F and the reference frame Fr in 
accordance with the motion vector to thereby generate 
difference data AP. 

0027. The bidirectional prediction circuit 14-1 performs 
bidirectional prediction through motion compensation 
between the input moving picture data F and the reference 
frame Fr in accordance with the motion vector obtained by 
the motion vector estimator 11 to thereby generate difference 
data AB. 

0028. The prediction selection circuit 15-1 selects one of 
the input moving picture data F itself, forward predicted 
difference data AP and bidirectionally predicted difference 
data AB in accordance with an instruction from the bidirec 
tional mode control circuit 16. 

0029. The prediction mode control circuit 16 controls the 
prediction mode of the prediction selection circuit 15-1 in 
Such a manner that the encoding prediction mode of the first 
encoding module becomes coincident with the encoding 
prediction mode of the Second encoding module. 

0030 The intra-frame encoder circuit 17-1 encodes data 
selected by the prediction selection circuit 15-1 by a com 
pression method utilizing intra-frame correlation Such as 
DCT (Discrete Fourier Transform) to output high-definition 
encoded data (MPEG-2). 
0031) The local decoder circuit 18-1 decodes an I or P 
frame in the encoded data to generate a reference frame Fr 
to be used for next prediction. 
0.032 The frame memory 12-2 stores a past or future 
reference frame Fr'. 

0033. The forward prediction circuit 13-2 performs for 
ward prediction through motion compensation between the 
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an output F" of the size conversion circuit 25 and the 
reference frame Fr' in accordance with a motion vector 
calculated by the vector calculator 21 to thereby generate 
difference data AP". 

0034. The bidirectional prediction circuit 14-2 performs 
bidirectional prediction through motion compensation 
between the output F" of the size conversion circuit 25 and 
the reference frame Fr' in accordance with the motion vector 
calculated by the motion vector calculator 21 to thereby 
generate difference data AB". The prediction Selection circuit 
15-2 selects one of the input moving picture data F" itself, 
forward predicted difference data AP' and bidirectionally 
predicted difference data AB" in accordance with an instruc 
tion from the prediction mode control circuit 16. 
0035. The prediction mode control circuit 16 controls the 
prediction mode of the prediction selection circuit 15-2 in 
Such a manner that the encoding prediction mode of the first 
encoding module becomes coincident with the encoding 
prediction mode of the Second encoding module. 
0036) The intra-frame encoder circuit 17-2 encodes data 
selected by the prediction selection circuit 15-2 by a com 
pression method utilizing intra-frame correlation Such as 
DCT to output low-definition encoded data (MPEG-4). 
0037. The local decoder circuit 18-2 decodes an I or P 
frame in the encoded data to generate a reference frame Fr' 
to be used for next prediction. 

0.038. The motion vector calculator 21 calculates a 
motion vector to be used after conversion by the Second 
encoding module, by using the motion vector for forward 
prediction obtained by the motion vector estimator 11. 
0039 The size conversion circuit 25 reduces the size of 
the moving picture data F input from the moving picture 
input terminal T1 so as to match MPEG-4. 
0040. The moving picture input terminal T1 receives the 
moving picture data F. 
0041. The high-definition encoded data output terminal 
T2 is used for outputting high-definition encoded data 
(MPEG-2) encoded by the intra-frame encoding circuit 
17-1. 

0042. The low-definition encoded data output terminal 
T3 is used for outputting low-definition encoded data 
(MPEG-4) encoded by the intra-frame encoding circuit 
17-2. 

0043. The first encoding module constitutes an encoder 
of MPEG-2, whereas the second encoding module consti 
tutes an encoder of MPEG-4. The encoder of MPEG-4 is 
provided with the size conversion circuit. This embodiment 
is characterized in that both of the prediction modes are 
made coincident and that the motion vector of MPEG-4 is 
calculated from the motion vector estimated by MPEG-2. 
0044. By making coincident both the prediction modes of 
the first and Second encoding modules, it is possible to allow 
the encoder of MPEG-4 to use the motion vector estimated 
by MPEG-2. It is not necessary for the encoder of MPEG-4 
to estimate the motion vector. The computation amount can 
therefore be reduced considerably. 
004.5 The structure and operation of a moving picture 
encoding apparatus shown in FIG. 2 will be described in 
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which the apparatus shown in FIG. 2 shares the common 
circuits used in the first and Second encoding modules of the 
moving picture encoding apparatuS 1. The moving picture 
encoding apparatus 1 shown in FIG. 2 is constituted of a 
motion vector estimator 11, a frame memory 12, a forward 
prediction circuit 13, a bidirectional prediction circuit 14, a 
prediction Selection circuit 15, a prediction mode control 
circuit 16, an intra-frame encoding circuit 17, a local 
decoder circuit 18, a frame extracting circuit 19, a transcoder 
circuit 20, a motion vector calculator 21, a moving picture 
input terminal T1, an output terminal T2 for high-definition 
encoded data (MPEG-2) and an output terminal T3 for 
low-definition encoded data (MPEG-4). 
0046) The motion vector estimator II obtains forward or 
bidirectional motion vector by performing block matching 
between moving picture data F input to the moving picture 
input terminal T1 and a past or future reference frame Fr 
stored in the frame memory 12. 
0047 The frame memory 12 stores a past or future 
reference frame Fr. 

0.048. The forward prediction circuit 13 performs forward 
prediction through motion compensation between the input 
moving picture data F and the reference frame Fr in accor 
dance with the motion vector to thereby generate difference 
data AP 

0049. The bidirectional prediction circuit 14 performs 
bidirectional prediction through motion compensation 
between the input moving picture data F and the reference 
frame Fr in accordance with the motion vector obtained by 
the motion vector estimator 11 to thereby generate difference 
data AB. 

0050. The prediction selection circuit 15 selects one of 
the input moving picture data F itself, forward predicted 
difference data AP and bidirectionally predicted difference 
data AB in accordance with an instruction from the predic 
tion mode control circuit 16. Namely, the prediction Selec 
tion circuit 15 outputs picture data after motion compensa 
tion. 

0051. The prediction mode control circuit 16 controls the 
prediction mode of the prediction selection circuit 15 and the 
frame extraction circuit 19 in Such a manner that the 
encoding prediction mode of the first encoding module 
becomes coincident with the encoding prediction mode of 
the Second encoding module. 
0.052 The intra-frame encoder circuit 17 encodes data 
Selected by the prediction Selection circuit 15 by a compres 
Sion method utilizing intra-frame correlation Such as DCT 
(Discrete Fourier Transform) to output high-definition 
encoded data (MPEG-2). 
0053) The local decoder circuit 18 decodes an I or P 
frame in the encoded data to generate a reference frame Fr 
to be used for next prediction. 
0054. In response to a control signal from the prediction 
mode control circuit 16, the frame extraction circuit 19 
extracts image data or DCT coefficients of the I and P frame 
in high-definition data under encoding, as shown in the 
lower row in FIG. 3. 

0.055 The transcoder circuit 20 converts encoded data of 
the I and P frames into encoded data having a Small image 
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Size by using the motion vector calculated by the motion 
vector calculator 21. Namely, this circuit changes a resolu 
tion. In the transcoder circuit 20, image data after motion 
compensation is Subjected to resolution conversion and 
thereafter encoded by a compression method utilizing inter 
frame correlation such as DCT, or alternatively coefficient 
data after DCT is directly converted to coefficient data after 
resolution conversion to encode the data. 

0056. The motion vector calculator 21 calculates motion 
vector for transcoding at the transcoder circuit 20 by using 
the motion vector for forward prediction obtained by the 
motion vector estimator 11. 

0057 The moving picture input terminal T1 receives the 
moving picture data F. 
0058. The high-definition encoded data output terminal 
T2 is used for outputting high-definition encoded data 
(MPEG-2) encoded by the intra-frame encoding circuit 17. 
0059. The low-definition encoded data output terminal 
T3 is used for outputting low-definition encoded data 
(MPEG-4) transformed by the transcoder circuit 20. 
0060. The operation of the moving picture encoding 
apparatus 1 of the invention will be described. The motion 
vector estimator 11 obtains forward or bidirectional motion 
vector through block matching between moving picture data 
F input to the moving picture input terminal T1 and the past 
or future reference frame Fr stored in the frame memory 12, 
and sends it to the forward prediction circuit 13 or bidirec 
tional prediction circuit 14. 
0061 The forward prediction circuit 13 performs forward 
prediction through motion compensation between the input 
moving picture data F and the reference frame Fr in accor 
dance with the motion vector to generate the difference data 
AP. The bidirectional prediction circuit 14 performs bidirec 
tional prediction through motion compensation between the 
input moving picture data F and the reference frame Fr in 
accordance with the motion vector to generate the difference 
data AB. In response to an instruction from the prediction 
mode control circuit 16, the prediction selection circuit 15 
Selects one of the input moving picture data F itself, forward 
predicted difference AP and bidirectionally predicted differ 
ence AB and Sends the Selected one to the intra-frame 
encoding circuit 17. The intra-frame encoding circuit 17 
encodes the Selected data by a compression method utilizing 
intra-frame correlation Such as DCT to generate high-defi 
nition encoded data (MPEG-2) which is output from the 
high-definition encoded data output terminal T2. 

0062. In this embodiment, the control of the prediction 
mode for encoding (prediction mode) is intended to include 
both a frame type Selection control for controlling which one 
of the I/P/B frames is to be selected as a frame to be encoded 
and a macro block mode Selection control for controlling 
which one of intra/inter is to be Selected for each macro 
block. Also in this embodiment, the proceSS Starting from the 
input terminal T1 to the prediction selection circuit 15 is 
called motion compensation. 
0063. The control of the encoding prediction mode is 
performed So that the pattern Such as shown in the middle 
row of FIG. 3 is obtained. In FIG. 3, each rectangle 
represents one frame of a moving picture, and the abscissa 
represents time. A frame indicated by I is an I frame obtained 
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by directly encoding an input moving picture. A frame 
indicated by P is a P frame obtained through encoding by 
forward prediction. A frame indicated by B is a B frame 
obtained through encoding by bidirectional prediction. A 
conceptual example of an encoding process by MPEG-2 and 
MPEG-4 will be described with reference to FIG. 3. In FIG. 
3, the upper row shows frames of input pictures and affixes 
indicate a frame number. The middle row shows image data 
after the encoding process of MPEG-2 and affixes indicate 
a corresponding frame number. The lower row indicates 
image data after the encoding process of MPEG-4 and 
affixes indicate a corresponding frame number. It is assumed 
that the frames F to F input to the picture input terminal 
T1 are rearranged beforehand in the order of F, F, F, Fs, 
F, F, F, F, F, F, Fo and Flo in the frame number order 
shown in the middle row. 

0064 (1) A frame 12 is encoded by using only the frame 
F. 
0065 (2) A frame Bo is encoded by using the frame Fo 
and a reference frame (hereinafter the reference frame is 
indicated by a broken line) Fr. decoded from the I frame. 
0.066 (3) A frame B, is encoded by using the frame F and 
the reference frame Fre decoded from the I frame. 
0067 (4) Aframe P is encoded by using the frame F and 
the reference frame Fre decoded from the I frame. 
0068 (5) A frame B is encoded by using the frame F. 
and the reference frames Fr and Frs decoded from the IPs 
frames. 

0069 (6) A frame B is encoded by using the frame F. 
and the reference frames Fr and Frs decoded from the IPs 
frames. 

0070 (7) A frame P is encoded by using the frame Fs and 
the reference frame Frs decoded from the Ps frame. 
0071 (8) A frame B is encoded by using the frame F 
and the reference frames Frs and Frs decoded from the PPs 
frames. 

0072 (9) A frame B, is encoded by using the frame F., 
and the reference frames Frs and Frs decoded from the Ps 
and P frames. 
0073 (10) A frame P is encoded by using the frame F 
and the reference frame Fre decoded from the Ps, frame. 
0074 (11) A frame Bo is encoded by using the frame Fo 
and the reference frames Frs and Fr. decoded from the Ps 
and P frames. 
0075 (12) Aframe Bo is encoded by using the frame F 
and the reference frames Frs and Fr. decoded from the Ps 
and P frames. 
0.076 Encoding is performed thereafter in a similar man 
ner by forward and bidirectional predictions. 

0077. The local decoder circuit 18 decodes the I and P 
frames in the encoded data and Stores it in the frame memory 
12 as the reference frame Fr to be used for the next 
prediction. 

0078 Next, the operation of low-definition encoding will 
be described. In response to a control Signal from the 
prediction control circuit 16, the frame extraction circuit 19 
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extracts data of the I and P frames from the high-definition 
encoded data under encoding and Sends it to the transcoder 
circuit 20. 

0079 The transcoder circuit 20 converts the encoded data 
of the I and P frames into encoded data (MPEG-4) having a 
Smaller image size and outputs it from the low-definition 
encoded data output terminal T3. In this case, the motion 
vector calculator 21 calculates the motion vector after con 
version by using the motion vector for forward prediction 
obtained by the motion vector estimator 11. 
0080 With the above operations, since the same predic 
tion mode is used for the high-definition encoding and 
low-definition encoding, it is not necessary to perform 
motion vector estimation for low-definition encoding. Since 
the computation amount can be reduced, both the high 
definition and low-definition data can be generated at the 
Same time with a Small circuit Scale and a Small consumption 
power. 

0081. Next, the control of a macro block mode by the 
prediction selection circuit will be described with reference 
to FIG. 4 which is a detailed block diagram of the prediction 
selection circuit 15. The prediction selection circuit 15 has 
a frame mode Selection circuit 151, an intra/interjudgement 
circuit 152 and a macro block mode selection circuit 153. 

0082 The frame mode selection circuit 151 selects one of 
the input data F, AP and ABm in accordance with which one 
of the frames I/P/B is selected. If the I frame is selected, the 
input data F is selected. If the P frame is selected, the 
forward prediction difference AP is selected. 
0083) If the B frame is selected, the intra/inter judgement 
circuit 152 judges whether it is more efficient to encode 
either the moving picture data F itself or the bidirectional 
prediction difference AB, both incoming at each micro block 
which is the encoding unit. In accordance with the judge 
ment result, the macro block selection circuit 153 selects the 
moving picture data For difference AB for each macro block 
and outputs difference data ABm Selected for each macro 
block. This judgement for each macro block is not per 
formed for the P frame. 

0084. The state of the intra (encoding of moving picture 
itself)/inter (encoding of prediction difference value) of a 
micro block before and after encoding of each frame will be 
described with reference to FIG. 5. In the example shown in 
FIG. 5, an image size is reduced by one/fourth both in the 
horizontal and vertical directions to perform encoding. Each 
block represents a macro block. In the I frame, blocks are all 
intra macro blockS constituting one I frame. In the P frame, 
blocks are all inter macro blocks constituting one P frame. 
In the B frame, blocks are made of mixed intra and inter 
macro blocks, which poses no problem because transcoding 
is not performed. Since the same mode is used for a plurality 
of macro blocks to be transcoded, it is not necessary to 
perform intra/inter conversion even if prediction is required 
to be performed again. The computation amount can there 
fore be reduced, and both the high-definition and low 
definition data can be generated at the same time with a 
Small circuit Scale and a Small consumption power. 
0085. If the macro block mode of the P frame is per 
formed only by the inter Scheme, an encoding efficiency and 
an image quality may be lowered when an abrupt picture 
change Such as a Scene change occurs. 
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0.086 Next, the embodiment dealing with such a case will 
be described with reference to the block diagram of FIG. 6. 
The circuit portions not shown in FIG. 6 are the same as 
those of the embodiment shown in FIG. 2. In this embodi 
ment shown in FIG. 6, an image quality deterioration 
detector circuit 22 is added for monitoring an output of the 
intra-frame encoding circuit 17 and detecting an image 
quality deterioration, and the prediction Selection circuit 15 
is constituted of a frame mode Selection circuit 151, an 
intra/inter judgement circuit 152, a micro block mode Selec 
tion circuit 153 and a frame unit macro block mode selection 
circuit 154. 

0087. The image quality deterioration detection circuit 22 
receives information representative of quantization coarse 
neSS or the like having a high correlation with the image 
quality from the intra-frame encoding circuit 17, monitors 
this information to detect an image quality deterioration of 
a P frame to be caused by a Scene change or the like, and 
issues a command at the next P frame to the frame unit 
macro block mode selection circuit 154. 

0088. The frame unit macro block mode selection circuit 
154 selects, during the next frame which received the 
command, the input moving picture data Fitself (intra micro 
blocks) in place of the forward prediction difference data AP. 
Therefore, even if the image quality is deteriorated by the 
Scene change, the efficiency is improved in the next P frame 
with intra macro blockS So that the image quality can be 
recovered. 

0089 FIG. 7 shows the state of selecting intra/inter 
macro blocks for the P frame before and after transcoding 
according to the embodiment. For the P frame immediately 
after the image quality deterioration, the frame unit macro 
block mode selection circuit 154 selects not the inter macro 
blocks corresponding to the difference AP supplied from the 
forward prediction circuit 13 but the intra macro blocks of 
the input picture data F and performs transcoding of the intra 
macro blocks. For other P frames, the circuit 154 selects the 
inter macro blocks corresponding to the difference AP and 
performs transcoding of the inter macro blockS. Also in this 
embodiment, Since the same mode is used for a plurality of 
macro blocks to be transcoded, it is not necessary to perform 
intra/inter conversion even if prediction is required to be 
performed again. The computation amount can therefore be 
reduced, and both the high-definition and low-definition data 
can be generated at the Same time with a Small circuit Scale 
and a Small consumption power. 
0090 Next, another embodiment will be described with 
reference to FIG. 8, in which the motion vector estimator 11 
and transcoder circuit 20 further reduce the computation 
amount. FIG. 8 is a block diagram showing the outline of a 
low-definition encoding proceSS Section of the embodiment. 
The circuit portions not shown in FIG. 8 are similar to those 
of the embodiment shown in FIG. 2. In the embodiment 
shown in FIG. 8, a difference value invalidating circuit 23 
and a motion vector comparison circuit 24 are additionally 
used and the motion vector calculator 21 is constituted of a 
motion vector Selector 211 and a motion vector Scaling 
circuit 142. In the motion vector calculator 21, the motion 
vector Selector 211 Selects an optimum motion vector from 
a plurality of motion vectorS Sent from the motion vector 
estimator 11, and the motion vector Scaling circuit 212 
converts the Scale of the Selected optimum motion vector So 
as to make it match the image size after transcoding. 
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0091. The motion vector comparison circuit 24 compares 
the Selected motion vector with a plurality of motion vectors, 
and if there is a large difference, issues a command to the 
difference value invalidating circuit 23. Upon reception of 
this command, the difference value invalidating circuit 23 
replaces the difference value components corresponding to 
the motion vector with a value of 0. This replacement state 
is illustrated in FIG. 9. The motion vector selector 211 
monitorS motion vectors in blocks of a frame and Selects the 
motion vector which is largest in number in the frame. The 
motion vector Scaling circuit 212 changes the Scale of the 
motion vector by using the Selected motion vector. If the 
motion vector Supplied from the motion vector estimator 11 
is different from the motion vector selected by the motion 
vector Selector 211, the vector comparison circuit 24 issues 
a command to the difference value invalidating circuit 23 
whereat the difference value is replaced with 0. This image 
is reduced in size by the transcoder circuit 20 so that the 
image replaced with 0 after transcoding is filled with the 
reference image data Subjected to motion compensation by 
the same motion vector as nearby motion vectors. 
0092. Therefore, although there is some deviation from 
an original image, thee is no image quality deterioration 
Such as large noises to be caused by different difference data. 
It is therefore unnecessary to perform again motion com 
pensation prediction also for the image portion with different 
motion vectors. The computation amount can therefore be 
reduced, and both the high-definition and low-definition data 
can be generated at the same time with a small circuit scale 
and a Small consumption power. 

0093. With reference to the block diagram shown in FIG. 
10, the outline Structure and operation of a moving picture 
recording/reproducing apparatus according to a Second 
embodiment of the invention will be described. This moving 
picture recording/reproducing apparatus can record an input 
moving picture as high-definition encoded data (MPEG-2) 
and reproduce both a MPEG-2 image and low-definition 
encoded data (MPEG-4). The structure and operation of a 
recording apparatus constituted of the circuit portion from 
the motion vector estimator 11 to the local decoder circuit 18 
are the same as those of the embodiment shown in FIG. 2, 
and So the description thereof is omitted. High-definition 
encoded data is recorded via a recorder 100 into a storage 
medium not shown. 

0094. The reproducing apparatus is constituted of a 
reproducing circuit 101, a frame memory 52, a forward 
prediction circuit 53, a bidirectional prediction circuit 54, a 
prediction Selection circuit 55, a prediction mode detection 
circuit 56, an intra-frame decoding circuit 57, a frame 
extraction circuit 19, a transcoder circuit 20, a motion vector 
calculator 21, a low-definition encoded data output terminal 
T3, and a moving picture data output terminal T4. 
0095 The reproducing circuit 101 reproduces high-defi 
nition encoded data (MPEG-2) from the storage medium not 
shown. 

0096) The frame memory 52 stores data (I/P/B frame) 
selected by the prediction selection circuit 55 as a next 
reference frame Fr. 

0097. The forward prediction circuit 53 performs forward 
prediction through motion compensation by the reference 
frame Fr in accordance with the motion vector contained in 
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the data decoded by the intra-frame decoding circuit 57, and 
adds the difference value AP to recover the original data (P 
frame). 
0098. The bidirectional prediction circuit 54 performs 
bidirectional prediction through motion compensation by 
the reference frame Fr in accordance with the motion vector 
contained in the data decoded by the intra-frame decoding 
circuit 57, and adds the difference value AB to recover the 
original data (B frame). 
0099] The prediction selection circuit 55 selects one of 
the decoded moving picture data (I frame) itself, data (P 
frame) recovered by forward prediction and data (B frame) 
recovered by bidirectional prediction, in accordance with 
I/P/B information. 

0100. The prediction mode detection circuit 56 detects 
I/P/B information in accordance with prediction mode infor 
mation decoded by the intra-frame decoding circuit 57. 
0101 The intra-frame decoding circuit 57 decodes high 
definition encoded data reproduced by the reproducing cir 
cuit 101 to generate the moving picture data (I frame) itself, 
prediction difference value AP or AB. The intra-frame 
decoding circuit 57 also decodes I/P/B prediction mode 
information and a motion vector value. 

0102) The frame extraction circuit 19 extracts I or P 
frame data from high-definition encoded data under decod 
ing as shown in the lower row in FIG. 11, in response to a 
control signal from the prediction mode detection circuit 56. 
0103) The transcoder circuit 20 converts I and P frame 
encoded data into low-definition encoded data (MPEG-4) 
having a Smaller image size. 

0104. The motion vector calculator 21 calculates motion 
vector after conversion by using a forward prediction motion 
VectOr. 

0105 The low-definition encoded data output terminal 
T3 is used for outputting low-definition encoded data 
(MPEG-4). 
0106 The moving picture data output terminal T4 is used 
for outputting data (I/P/B frame) selected by the prediction 
Selection circuit 55. 

0107 Next, the reproduction operation will be described. 
The intra-frame decoding circuit 57 decodes the high 
definition encoded data (MPEG-2) reproduced from the 
Storage medium by the reproducing circuit 101 to generate 
the moving picture data (I frame) itself, prediction difference 
value AP or AB. The intra-frame decoding circuit 57 also 
decodes the I/P/B prediction mode information and a motion 
vector value. 

0108). The forward prediction circuit 53 performs forward 
prediction through motion compensation by the reference 
frame Fr in accordance with the motion vector, and adds the 
difference value AP to recover the original data (P frame). 
The bidirectional prediction circuit 54 performs bidirec 
tional prediction through motion compensation by the ref 
erence frame Fr in accordance with the motion vector, and 
adds the difference value AB to recover the original data (B 
frame). 
0109) The prediction selection circuit 55 selects one of 
the decoded moving picture data (I frame) itself, the data (P 
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frame) recovered by forward prediction and the data (B 
frame) recovered by bidirectional prediction, in accordance 
with the I/P/B information detected by the prediction mode 
detection circuit 56. The selected data is output from the 
moving picture data output terminal T4, and Stored in the 
frame memory 52 as the next reference frame. 
0110. Next, conversion into low-definition encoded data 
will be described with reference to FIG. 11. FIG. 11 is a 
conceptual diagram showing encoded data having a different 
frame rate and a different imageSize to be converted by the 
moving picture recording/reproducing apparatus of the 
embodiment. In response to a control Signal from the pre 
diction mode detection circuit 56, the frame extraction 
circuit 19 extracts data of the I and P frames from the 
high-definition encoded data under decoding and sends it to 
the transcoder circuit 20. The transcoder circuit 20 converts 
the encoded data of the I and P frames into encoded data 
(MPEG-4) having a smaller image size by using motion 
vector after conversion Supplied from the motion vector 
calculator 21, and outputs it from the low-definition encoded 
data output terminal T3. In this case, the motion vector 
calculator 21 calculates the motion vector after conversion 
by using the motion vector for forward prediction. 
0111. With the above operations, since the same predic 
tion mode is used for the high-definition encoding and 
low-definition encoding, it is not necessary to perform 
vector estimation for low-definition encoding. Since the 
computation amount can be reduced, the low-definition data 
can be converted from the high-definition data, with a Small 
circuit Scale and a Small consumption power. 
0112 Next, the control of a macro block mode during the 
reproduction will be described with reference to FIG. 12 
showing the detailed block diagram of the prediction Selec 
tion circuit 55 of the reproducing apparatus shown in FIG. 
10. The prediction selection circuit 55 has a frame mode 
Selection circuit 551, a macro block mode selection circuit 
552 and a macro block mode selection circuit 553. 

0113. The frame mode selection circuit 551 selects data 
in accordance with I/P/B information. 

0114. The macro block mode selection circuits 552 and 
553 select the I frame information, forward prediction data 
AP or bidirectional prediction data AB decoded by the 
intra-frame decoding circuit 57, in accordance with intra/ 
inter information which is attribute information of each 
macro block. Data output from the macro block mode 
selection circuit 552 is represented by Pm, and data output 
from the macro mode selection circuit 553 is represented by 
Bm. 

0115 The frame mode selection circuit 551 selects data 
in accordance with I/P/B information. The intra-frame 
decoding circuit 57 decodes the intra/inter information of 
each macro block, and in accordance with the decoded 
information, the macro block mode selection circuits 552 
and 553 select data. 

0116. The detailed block diagram of the prediction selec 
tion circuit 15 of the recording apparatus is the same as that 
shown in FIG. 4. The state of intra/inter of decoded macro 
blocks is similar to that shown in FIG. 5. Since the same 
mode is used for a plurality of macro blocks to be 
transcoded, it is not necessary to perform intra/inter conver 
Sion even if prediction is required to be performed again. 
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The computation amount can therefore be reduced, and the 
low-definition encoded data can be converted from the 
high-definition data, with a Small circuit Scale and a Small 
consumption power. 

0117. In FIG. 10, the prediction selection circuit 15 of the 
recording apparatus may be changed to the prediction Selec 
tion circuit 15 shown in the block diagram of FIG. 6. In this 
case, Similar to the encoding apparatus, even if the image 
quality is deteriorated by a Scene change, the efficiency is 
improved at the next P frame by intra so that the image 
quality is recovered. The State of Selection of intra/inter for 
macro blocks in the P frame is similar to that shown in FIG. 
7. Also in this embodiment, Since the same mode is used for 
a plurality of macro blockS to be transcoded, it is not 
necessary to perform intra/inter conversion even if predic 
tion is required to be performed again. The computation 
amount can therefore be reduced, and the low-definition 
encoded data can be converted from the high-definition data, 
with a Small circuit Scale and a Small consumption power. 
0118 Next, another embodiment will be described with 
reference to FIG. 13, in which the motion vector estimator 
11 and transcoder circuit 20 further reduce the computation 
amount. The circuit portions not shown in FIG. 13 are 
similar to those of the embodiment shown in FIG. 10. 
Similar to the encoding apparatus, a difference value invali 
dating circuit 23 and a motion vector comparison circuit 24 
are additionally used. In the motion vector calculator 21, the 
motion vector Selector 211 Selects an optimum motion 
vector from a plurality of motion vectors sent from the 
forward prediction circuit 53, and the motion vector Scaling 
circuit 212 converts the Scale of the Selected optimum 
motion vector So as to make it match the image size after 
transcoding. 
0119) The motion vector comparison circuit 24 compares 
the Selected motion vector with a plurality of motion vectors, 
and if there is a large difference, issues a command to the 
difference value invalidating circuit 23. Upon reception of 
this command, the difference value invalidating circuit 23 
replaces the difference value components corresponding to 
the motion vector with a value of 0. This replacement state 
is illustrated in FIG. 9. 

0120) The image replaced with 0 after transcoding is 
filled with the reference image data Subjected to motion 
compensation by the same motion vector as nearby motion 
vectors. Therefore, although there is Some deviation from an 
original image, there is no image quality deterioration Such 
as large noises to be caused by different difference data. It is 
therefore unnecessary to perform again motion compensa 
tion prediction also for the image portion with different 
motion vectors. The computation amount can therefore be 
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reduced, and both the high-definition and low-definition data 
can be generated at the Same time with a Small circuit Scale 
and a Small consumption power. 
0121 AS described so far in each embodiment, in encod 
ing of MPEG-4, the motion vector estimation is not per 
formed. A half of the consumption power is occupied by the 
motion vector estimation. According to each embodiment of 
the invention, the power consumption of MPEG-4 can be 
halved. For example, in dual encoding of MPEG-2 and 
MPEG-4, the consumption power of MPEG-4 is about one 
fifth of the total power consumption. Since the consumption 
power of MPEG-4 is halved, the total consumption power 
can be reduced by about one tenth. 
0122) According to the invention, it is possible to gen 
erate both high and low-definition encoded data at the same 
time with a Small circuit Scale and with a Small power 
consumption and to convert high-definition encoded data 
into low-definition encoded data. 

0123. While we have shown and described several 
embodiments in accordance with our invention, it should by 
understood that disclosed embodiments are Susceptible of 
changes and modifications without departing from the Scope 
of the invention. Therefore, we do not intend to be bound by 
the details shown and described herein but intend to cover all 
Such changes and modifications within the ambit of the 
appended claims. 

What is claimed is: 
1. A moving picture encoding apparatus for encoding a 

moving picture by utilizing motion-compensated inter 
frame prediction, comprising: 

a first encoding module for encoding the moving picture 
at a first frame rate and at a first image size; 

a Second encoding module for encoding the moving 
picture at a Second frame rate and at a Second image 
Size; 

a motion vector calculation module for calculating a 
motion vector to be used by Said Second encoding 
module from a motion vector to be used by said first 
encoding module; and 

a prediction mode control module for controlling to make 
a prediction mode of Said first encoding module be 
coincident with a prediction mode of Said Second 
encoding module, So that Said motion vector calculated 
by Said motion vector calculation module can be used 
by Said Second encoding module. 


