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IMAGE PROCESSING METHOD,
APPARATUS, DEVICE AND STORAGE
MEDIUM

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present application is based on the application
with a CN application number of 202110668031.4 and the
filing date of Jun. 16, 2021, and claims its priority. The
disclosure of this CN application as a whole is incorporated
into the present application herein by reference.

TECHNICAL FIELD

[0002] The embodiments of the disclosure relate to the
technical field of image processing, in particular to an image
processing method, an image processing apparatus, a device,
and a storage medium.

BACKGROUND

[0003] In the related art, users can record their lives
through videos, photos and the like, and upload them to
video applications for other video consumers to watch.
However, with the development of video applications,
simple video or picture sharing has been unable to meet the
growing needs of users.

SUMMARY

[0004] A first aspect of the present disclosure provides an
image processing method, comprising:

[0005] acquiring an expression image;

[0006] adjusting an expression in the expression image
based on a preset image processing model to generate
a video with a change process of the expression; and

[0007] displaying the video.

[0008] Optionally, the adjusting an expression in the
expression image based on a preset image processing model
to generate a video with a change process of the expression
comprises:

[0009] adjusting at least one of a smile degree or an eye
opening or closing degree in the expression image
based on the preset image processing model to generate
a video with a change process of at least one of the
smile degree or the eye opening or closing degree.

[0010] Optionally, the image processing model is trained
based on an expression image of a sample object and a video
of a change of an expression of the sample object.

[0011] Optionally, the video of the change of the expres-
sion of the sample object is acquired by migrating a change
process of the expression in a preset video to the expression
image of the sample object by using a preset migration
model.

[0012] Optionally, the migration model is trained based on
images of a plurality of facial regions and expression
differences between the images of the plurality of facial
regions, wherein the images of the plurality of facial regions
are images of a same type of expression, and expression
degrees of the same type of expression in different images
are different.

[0013] Optionally, the images of the plurality of facial
regions are extracted based on key points of face in a preset
facial image.
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[0014] A second aspect of the present disclosure provides
an image processing apparatus, comprising:

[0015] an expression image acquisition unit for acquir-
ing an expression image;

[0016] a video generation unit for adjusting an expres-
sion in the expression image based on a preset image
processing model to generate a video with a change
process of the expression;

[0017] a video display unit for displaying the video.
[0018] Optionally, the video generation unit is for adjust-
ing at least one of a smile degree or an eye opening or
closing degree in the expression image based on the preset
image processing model to generate a video with a change
process of at least one of the smile degree or the eye opening
or closing degree.

[0019] Optionally, the image processing model is trained
based on an expression image of a sample object and a video
of a change of an expression of the sample object.

[0020] Optionally, the video of the change of the expres-
sion of the sample object is acquired by migrating a change
process of the expression in a preset video to the expression
image of the sample object by using a preset migration
model.

[0021] Optionally, the migration model is trained based on
images of a plurality of facial regions and expression
differences between the images of the plurality of facial
regions, wherein the images of the plurality of facial regions
are images of a same type of expression, and expression
degrees of the same type of expression in different images
are different.

[0022] Optionally, the images of the plurality of facial
regions are extracted based on key points of face in a preset
facial image.

[0023] A third aspect of the present disclosure provides a
terminal device, comprising:

[0024] a memory; and a processor coupled to the
memory, the processor configured to perform the image
processing method as described above based on
instructions stored in the memory.

[0025] A fourth aspect of the present disclosure provides
a non-transitory computer-readable storage medium having
stored therein a computer program which, when executed by
a processor, implements the image processing method as
described above.

[0026] A third aspect of the present disclosure provides a
computer program comprising: instructions which, when
executed by a processor, cause the processor to perform the
image processing method as described above.

[0027] A fourth aspect of the present disclosure provides
a non-transitory computer program product comprising
instructions which, when executed by a processor, cause the
processor to perform the image processing method as
described above.

BRIEF DESCRIPTION OF THE DRAWINGS

[0028] The drawings, which are incorporated in and con-
stitute a part of this description, illustrate embodiments
consistent with the present disclosure and, and together with
the description, serve to explain the principles of the present
disclosure.

[0029] In order to more clearly illustrate the technical
solutions in the embodiments of the present disclosure or the
prior art, a brief introduction will be given below for the
drawings required to be used in the description of the
embodiments or the prior art. It is obvious that, for an
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ordinary skilled in the art, he or she may also acquire other
drawings according to such drawings without paying inven-
tive efforts.

[0030] FIG. 1 is a flow diagram of an image processing
method provided by an embodiment of the present disclo-
sure;

[0031] FIG. 2 is a schematic diagram of an expression
image provided by an embodiment of the present disclosure;
[0032] FIG. 3 is a schematic diagram of an adjusted
expression image generated based on FIG. 2;

[0033] FIG. 4 is a schematic diagram of another adjusted
expression image generated based on FIG. 2;

[0034] FIG. 5 is a schematic diagram of still another
adjusted expression image generated based on FIG. 2;
[0035] FIG. 6 is an image of a facial region provided by
an embodiment of the present disclosure;

[0036] FIG. 7 is an image of a facial region provided by
another embodiment of the present disclosure;

[0037] FIG. 8 is an image of a facial region provided by
still another embodiment of the present disclosure;

[0038] FIG. 9 is a schematic structural diagram of an
image processing apparatus provided by an embodiment of
the present disclosure;

[0039] FIG. 10 is a schematic structural diagram of a
terminal device provided by an embodiment of the present
disclosure.

DETAILED DESCRIPTION

[0040] In order that the above objects, features and advan-
tages of the present disclosure may be more clearly under-
stood, the scheme of the present disclosure will be further
described below. It is to be noted that, without conflict, the
embodiments and the features in the embodiments of the
present disclosure can be combined with each other.
[0041] In the following description, numerous specific
details are set forth in order to provide a thorough under-
standing of the present disclosure, but the present disclosure
may be practiced otherwise than as described herein; obvi-
ously, the embodiments disclosed in the specification are
only a portion of the embodiments of the present disclosure,
and not all embodiments.

[0042] How to process a video or an image and improve
the interestingness of the video or the image is a technical
problem which needs to be solved urgently at present. In
order to solve the technical problem or at least partially solve
the technical problem, embodiments of the present disclo-
sure provide an image processing method, an image pro-
cessing apparatus, a device, and a storage medium.

[0043] FIG. 1 is a flow diagram of an image processing
method provided by an embodiment of the present disclo-
sure, which may be executed by a terminal device having an
image processing capability. In practical applications, the
terminal device may be at least a mobile phone, a tablet
computer, a desktop computer, an all-in-one machine, and
other terminal devices, but is not limited to these devices
listed here.

[0044] As shown in FIG. 1, an image processing method
provided by an embodiment of the present disclosure com-
prises steps S101 to S103.

[0045] Step S101: acquiring an expression image.

[0046] An expression image may be understood as an
image of an object containing a certain expression. The
expression of the object may be, for example, smiling,
serious, crying, sad, etc. but not limited to this. The expres-
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sion of the object may be presented by a shape of facial
organs of the object, which may comprise eyes, nose, mouth,
eyebrows, etc. of the object.

[0047] In the embodiment of the present disclosure, the
expression image may be understood as an expression image
of a real person or an animal, or may also be understood as
an expression image of a cartoon person or a cartoon animal,
but the expression image in this embodiment is not limited
thereto, and in fact, the expression image referred to in the
embodiment may be an expression image of an arbitrary
object having an expression.

[0048] In the embodiment of the present disclosure, the
expression image to be processed can be acquired in a preset
mode. The preset mode can comprise shooting, download-
ing, drawing or extracting. It should be noted that the preset
mode is not limited to the aforementioned shooting, down-
loading, drawing, or extracting mode.

[0049] The shooting mode refers to shooting an object
using a shooting device configured by a terminal device to
acquire the expression image of the object.

[0050] The downloading mode refers to searching and
downloading the expression image from a remote database.

[0051] The drawing mode refers to drawing a facial image
comprising a certain expression by using a drawing tool, and
using the drawn facial image as the expression image
referred to in this embodiment, where the facial image may
be a realistic facial image or a cartoon facial image.

[0052] The extraction mode refers to extracting a frame
image containing a certain expression from a video as the
expression image referred to in this embodiment.

[0053] In some embodiments of the present disclosure, in
a case where a frame (image) is extracted from a video as the
expression image, and the foregoing operation is automati-
cally performed by a terminal device, the terminal device
needs to determine whether the frame comprises a certain
expression of the object. In this case, the terminal device
may deploy a facial recognition model to identify whether
the frame in the video has a certain expression using the
facial recognition model, and then determine whether to
extract the frame as the expression image. The aforemen-
tioned facial recognition model can be obtained by training
facial images of a large number of objects, and in practical
application, the facial recognition model can be a deep
learning model with various known architectures.

[0054] In other embodiments, a certain frame in the video
may also be selected by the user as the expression image
referred to in this embodiment. At this time, the terminal
extracts the designated image as the expression image
according to the operation performed by the user.

[0055] Step S102: adjusting an expression in the expres-
sion image based on a preset image processing model to
generate a video with a change process of the expression.

[0056] The preset image processing model is a model
which is specially used for adjusting features of facial organs
in the expression image and realizing changes of facial
expression by changing the features of the facial organs so
as to obtain a video with specific expression change.

[0057] In the embodiment of the present disclosure, after
the expression image is input into the preset image process-
ing model, the preset image processing model adjusts pixels
of an image area where at least one facial organ in the
expression image is located, so as to obtain a plurality of
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adjusted expression images, where at least one of shapes and
positions of a certain facial organ in the adjusted expression
images are different.

[0058] For example, in an embodiment, a smile degree of
the mouth in the expression image may be adjusted based on
the preset image processing model to generate expression
images with different smile degrees; in another embodiment,
an eye opening or closing degree in the expression image
can be adjusted based on the preset image processing model
to generate expression images with different eye opening or
closing degrees; in yet another embodiment, eyebrow fea-
tures of the expression image can be adjusted based on the
preset image processing model to generate expression
images with different eyebrow features; in still another
embodiment, nose features in the expression image can be
adjusted based on the preset image processing model to
generate expression images with different nose features.
[0059] Of course, the above description is only an
example, and it is not the only limitation to the expression
adjustment object and mode. In fact, the expression adjust-
ment object and mode may be set as required without being
limited to a specific object or a specific mode. For example,
in some embodiments, at least some of the above modes may
be combined to obtain expression images with a change
process of expressions of combined representation of facial
organs, for example, the smile degree of the mouth and the
eye opening or closing degree in the expression image may
be adjusted at the same time to generate the expression
images with changes in both the smile degree and the eye
opening or closing degree.

[0060] In the embodiment of the present disclosure, after
the adjusted images are generated, the generated expression
images may be sequentially sorted based on an order of
expression amplitude from small to large, or from large to
small, so as to generate a video with a specific frame
frequency.

[0061] FIG. 2 is a schematic diagram of an expression
image provided by an embodiment of the present disclosure;
FIG. 3 is a schematic diagram of an adjusted expression
image generated based on FIG. 2; FIG. 4 is a schematic
diagram of another adjusted expression image generated
based on FIG. 2; FIG. 5 is a schematic diagram of still
another adjusted expression image generated based on FIG.
2.

[0062] With reference to FIG. 2 to FIG. 5, it can be seen
that in an embodiment of the present disclosure, in step
S102, adjusting the expression in the expression image
based on the preset image processing model is to adjust the
shape of mouth 02 of object 01, specifically to adjust the
upturned position of mouth corner 021 of the object, so as
to obtain a plurality of adjusted images with different change
features of the mouth corner 021; subsequently, in step S102,
the three adjusted images are combined according to the
sorting order of FIG. 3 to FIG. 5 to obtain a video of the
change of the mouth corner 021, so as to represent the
change of the object’s smile degree by using the video of the
change of the mouth corner.

[0063] It should be noted that, this is merely an example,
not the only limitation. In fact, in other embodiments, the
generated plurality of expression images may also comprise
different expressions, in which case, the plurality of expres-
sion images may be sorted according to a specific expression
change sequence to generate a video with a change process
of a specific expression, for example, a serious expression
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image and a sad expression image are generated based on a
smile expression image, and then the expression images can
be arranged in the order of smiling first, then being serious,
and finally being sad, so as to generate a video with a change
process from smiling to being sad.

[0064] Step S103: displaying the video.

[0065] After the video with the change process of the
expression is generated, the video can be displayed by a
display device. For example, when the terminal device
referred to in this embodiment is specifically a smartphone,
the smartphone performs the foregoing steps S101 and
S102, and displays the video obtained based on the steps
S101 and S102 on a display screen.

[0066] By adopting the image processing method pro-
vided by the embodiment of the present disclosure, after the
expression image is acquired, the video with the change
process of the expression can be generated according to the
expression image. The methods in the aforementioned steps
S101 to S103 may be integrated into a specific application
program or software tool. By installing the application
program or software tool on the terminal device, the terminal
device can generate the video with the change in expression
features based on the certain expression image, thus improv-
ing the interest of the video and further improving the user
experience.

[0067] In the aforementioned step S102, the expression in
the expression image needs to be adjusted by using the
preset image processing model. In some embodiments of the
present disclosure, the preset image processing model may
be trained based on an expression image of a sample object
and a video of a change of an expression of the sample
object, wherein the sample object refers to an object capable
of displaying a specific expression and a continuously
changing expression corresponding to the specific expres-
sion.

[0068] Insome embodiments of the present disclosure, the
expression image of the sample object and the correspond-
ing video of the change of the expression may be acquired
by a sample collection method.

[0069] For example, in some embodiments, a video of a
change of an expression of the sample object may be
obtained first, and then an image of a certain frame with a
specific expression in the video of the change of the expres-
sion is used as the expression image.

[0070] For another example, in some other embodiments,
an expression image of an object may be first captured, and
then prompt information may be output to prompt the object
how to change the expression and acquire a captured video
of the user when executing the expression change; and
finally, the captured video is taken as an expression change
video corresponding to the expression image.

[0071] In still other embodiments of the present disclo-
sure, an expression image of the sample object may be
determined first, and then a change process of the expression
in a preset video is migrated to the expression image of the
sample object by using a preset migration model, so as to
obtain the video of the change of the expression of the
sample object.

[0072] The preset video is a video with an expression
change process; for example, it may be a video with a
change in a smile degree, a video with a change in an eye
opening or closing degree, or a video with both a change in
the smile degree and a change in the eye opening or closing
degree.
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[0073] By adopting the migration model, the expression
change process in the preset video is migrated to a plurality
of sample objects to obtain videos of a change of an
expression of the plurality of sample objects, so that each
video of the change of the expression has a same expression
change trend. For example, the smile degree or the eye
opening or closing degree is gradually increased. An image
processing model trained based on these video of the change
of the expression and expression images can perform pro-
cessing to obtain a video with this expression change trend.

[0074] The expression trend videos with the same expres-
sion change features corresponding to a plurality of expres-
sion images can be obtained by adopting the migration
model based on the preset video and the expression images
of the sample objects, which simplifies the difficulty of
acquiring the videos of the change of the expression, and
also improving the consistency of the trends of the expres-
sion change in the videos of the change of the expression for
training the image processing model.

[0075] Insome embodiments of the present disclosure, the
migration model may be trained based on images of a
plurality of facial regions and expression differences
between the images of the plurality of facial regions,
wherein the images of the plurality of facial regions are
images of a same type of expression, and expression degrees
of the same type of expression in different images are
different. The images of the facial regions may be acquired
based on facial key points on a preset facial image, wherein
the face key points may comprise one or more of eye key
points, mouth key points, eyebrow key points, or forehead
key points.

[0076] FIG. 6 is an image of a facial region provided by
an embodiment of the present disclosure; FIG. 7 is an image
of a facial region provided by another embodiment of the
present disclosure; FIG. 8 is an image of a facial region
provided by still another embodiment of the present disclo-
sure.

[0077] As shown in FIG. 6 to FIG. 8, in an embodiment of
the present disclosure, the images of a plurality of facial
regions are images different in the opening degree of eye 031
of object 03, and the expression differences between the
images are the differences in the opening degrees of the eye
031.

[0078] If the migration model is trained by using FIG. 6 to
FIG. 8, one image in FIG. 6 to FIG. 8 is used as an input
image A, the other image is used as an output image B, and
an eye opening difference between the input image A and the
output image B is taken as an expression difference a-b.
Parameters in a migration model F are optimized and
trained, so as to obtain the migration model F for acquiring
a video of a change of an expression.

[0079] Insome embodiments of the present disclosure, the
opening degrees of eye 030 in the facial region images of
FIG. 6 to FIG. 8 may be manually labeled, and the model
calculates the difference of the eye opening or closing
degrees between the images according to labels. For
example, if the eye opening degree is represented by a
numerical value between 0.0 and 1.0, the opening degree of
eye 03 corresponding to FIG. 6 may be labeled as 0.5, the
opening degree of the eye 03 corresponding to FIG. 7 may
be labeled as 0.2, the opening degree of the eye 03 corre-
sponding to FIG. 8 may be labeled as 0.0, and the differences
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in the eye opening degrees between the three images may be
calculated by the migration model based on the label infor-
mation.

[0080] In some other embodiments of the present disclo-
sure, the expression difference used to train the migration
model may also be obtained by processing the images of the
facial regions. For example, for the images of the facial
regions shown in FIG. 6 to FIG. 8, key points of the eye 03
may be extracted, and expression feature parameters of the
facial images may be determined based on the key points,
and then the expression difference may be determined based
on the expression feature parameters of the facial images.
[0081] Specifically, an eye region recognition model can
be used to process FIG. 6 to FIG. 8 to obtain eye region
images, and an edge recognition algorithm can be used to
process the eye region images to identify an inner corner
031, an outer corner 032, an upper eyelid 033 pole and a
lower eyelid 034 pole of the eye 03 as eye key points; then
a transverse length of the eye is determined based on the
inner corner 031 and the outer corner 032, and a longitudinal
width of the eye 03 is determined based on the upper eyelid
033 pole and the lower eyelid 034 pole; and finally, the ratio
of the longitudinal width to the transverse length of the eye
is used as an expression feature parameter of the facial
image, and the expression difference is determined based on
the expression feature parameter of the facial image.
[0082] The foregoing embodiments of the present disclo-
sure have been described by taking three input facial region
images for training a migration model as an example. In
other applications, the number of input facial region images
for training a migration model may not be limited to three.
[0083] FIG. 9 is a schematic structural diagram of an
image processing apparatus provided by an embodiment of
the present disclosure, where the processing apparatus may
be understood as the terminal device or a part of functional
modules in the terminal device. As shown in FIG. 9, an
image processing apparatus 90 comprises an expression
image acquisition unit 901, a video generation unit 902, and
a video display unit 903.

[0084] The expression image acquisition unit 901 is used
for acquiring an expression image; the video generation unit
902 is used for adjusting an expression in the expression
image based on a preset image processing model to generate
a video with a change process of the expression; the video
display unit 903 is used for displaying the video.

[0085] Insome embodiments of the present disclosure, the
video generation unit 902 adjusts at least one of a smile
degree or an eye opening or closing degree in the expression
image based on the preset image processing model to
generate a video with a change process of at least one of the
smile degree or the eye opening or closing degree.

[0086] Insome embodiments of the present disclosure, the
image processing model is trained based on an expression
image of a sample object and a video of a change of an
expression of the sample object.

[0087] In still other embodiments of the present disclo-
sure, the video of the change of the expression of the sample
object is acquired by migrating a change process of the
expression in a preset video to the expression image of the
sample object by using a preset migration model.

[0088] Insome embodiments of the present disclosure, the
migration model is trained based on images of a plurality of
facial regions and expression differences between the
images of the plurality of facial regions, wherein the images
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of the plurality of facial regions are images of a same type
of expression, and expression degrees of the same type of
expression in different images are different.

[0089] In some embodiments of the present disclosure, the
images of the facial regions are extracted based on facial key
points on a preset facial image.

[0090] The apparatus provided by this embodiment is
capable of performing the method of any of the above
method embodiments, and the execution mode and the
beneficial effects are similar, which are not described herein
again.

[0091] The embodiment of the present disclosure further
provides a terminal device, which comprises a processor and
a memory, wherein the memory stores a computer program
which, when executed by the processor, can implement the
method of any one of the foregoing embodiments in FIG. 1
to FIG. 8.

[0092] Illustratively, FIG. 10 is a schematic structural
diagram of a terminal device provided by an embodiment of
the present disclosure. Referring now specifically to FIG.
10, which shows a schematic structural diagram suitable for
implementing a terminal device 1000 in an embodiment of
the present disclosure. The terminal device 1000 in the
embodiment of the present disclosure may comprise, but is
not limited to, a mobile terminal such as a mobile phone, a
notebook computer, a digital broadcast receiver, a PDA
(personal digital assistant), a PAD (tablet), a PMP (portable
multimedia player), a vehicle terminal (e.g., a car navigation
terminal), and etc., and a fixed terminal such as a digital TV,
a desktop computer, and etc. The terminal device shown in
FIG. 10 is only an example, and should not bring any
limitation to the functions and the scope of the application
of the embodiment of the present disclosure.

[0093] Asshown in FIG. 10, the terminal device 1000 may
comprise a processing device (e.g., a central processer, a
graphics processor, etc.) 1001 that may perform various
appropriate actions and processes according to a program
stored in a read-only memory (ROM) 1002 or a program
loaded from a storage device 1008 into a random access
memory (RAM) 1003. In the RAM 1003, various programs
and data necessary for the operation of the terminal device
1000 are also stored. The processing device 1001, the ROM
1002, and the RAM 1003 are connected to each other via a
bus 1004. An input/output (I/O) interface 1005 is also
connected to the bus 1004.

[0094] Generally, the following devices can be connected
to the I/O interface 1005: an input device 1006 comprising,
for example, a touch screen, touch pad, keyboard, mouse,
camera, microphone, accelerometer, gyroscope, etc.; an out-
put device 1007 comprising, for example, a Liquid Crystal
Display (LCD), speaker, vibrator, etc.; a storage device 1008
comprising, for example, magnetic tape, hard disk, etc.; and
a communication device 1009. The communication device
1009 may allow the terminal device 1000 to communicate
with other devices wirelessly or by wire to exchange data.
While FIG. 10 illustrates a terminal device 1000 having
various means, it is to be understood that it is not required
to implement or provide all of the means shown. More or
fewer means may be alternatively implemented or provided.
[0095] In particular, the processes described above with
reference to the flow diagrams may be implemented as
computer software programs, according to the embodiment
of the present disclosure. For example, an embodiment of
the present disclosure comprises a computer program prod-
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uct comprising a computer program carried on a non-
transitory computer readable medium, the computer pro-
gram containing program code for performing the method
illustrated by the flow diagram. In such an embodiment, the
computer program may be downloaded and installed from
the network via the communication device 1009, or installed
from the storage device 1008, or installed from the ROM
1002. When executed by the processing device 1001, the
computer program performs the above-described functions
defined in the method of the embodiments of the present
disclosure.

[0096] It should be noted that the computer readable
medium of the present disclosure may be a computer read-
able signal medium or a computer readable storage medium
or any combination of the two. The computer readable
storage medium may be, for example, but not limited to, an
electronic, magnetic, optical, electromagnetic, infrared, or
semiconductor system, apparatus, or device, or any combi-
nation of the foregoing. More specific examples of the
computer readable storage medium may comprise, but are
not limited to: an electrical connection having one or more
wires, a portable computer diskette, a hard disk, a random
access memory (RAM), a read-only memory (ROM), an
erasable programmable read-only memory (EPROM or flash
memory), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
In the present disclosure, a computer readable storage
medium may be any tangible medium that contains, or stores
a program for use by or in combination with an instruction
execution system, apparatus, or device. In contrast, in the
present disclosure, a computer readable signal medium may
comprise a data signal propagated in a baseband or as a part
of a carrier wave, wherein a computer readable program
code is carried therein. Such a propagated data signal may
take a variety of forms, comprising, but not limited to, an
electro-magnetic signal, an optical signal, or any suitable
combination thereof. A computer-readable signal medium
may be any computer readable medium other than a com-
puter-readable storage medium and the computer-readable
signal medium can communicate, propagate, or transport a
program for use by or in combination with an instruction
execution system, apparatus, or device. Program code
embodied on a computer-readable medium may be trans-
mitted using any appropriate medium, comprising but not
limited to: electrical wires, optical cables, RF (radio fre-
quency), etc., or any suitable combination thereof.

[0097] In some embodiments, the client and the server can
communicate using any currently known or future-devel-
oped network protocol, such as HITP (HyperText Transfer
Protocol), and may be interconnected to digital data com-
munication (e.g., a communication network) of any form or
medium. Examples of communication networks comprise a
local area network (“LLAN”), a wide area network (“WAN”),
the Internet (e.g., the Internet), and a peer-to-peer network
(e.g., ad hoc peer-to-peer network), as well as any currently
known or future developed network.

[0098] The computer readable medium may be comprised
in the above-mentioned terminal device; or it may exist
alone without being assembled into the terminal device.
[0099] The computer-readable medium carries one or
more programs which, when executed by the terminal
device, cause the terminal device to: acquiring an expression
image; adjusting an expression in the expression image
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based on a preset image processing model to generate a
video with a change process of the expression; and display-
ing the video.

[0100] Computer program code for carrying out opera-
tions of the present disclosure may be written in one or more
programming languages or a combination thereof, the pro-
gramming languages comprise, but are not limited to an
object oriented programming language such as Java, Small-
talk, C++, and also comprise conventional procedural pro-
gramming languages, such as the “C” programming lan-
guage, or similar programming languages. The program
code can be executed entirely on the user’s computer, partly
on the user’s computer, as an independent software package,
partly on the user’s computer and partly executed on a
remote computer, or entirely on the remote computer or
server. In the scenario involving a remote computer, the
remote computer may be connected to the user’s computer
through any type of network, comprising a Local Area
Network (LAN) or a Wide Area Network (WAN), or may be
connected to an external computer (for example, through the
Internet using an Internet service provider).

[0101] The flow diagrams and block diagrams in the
figures illustrate the architecture, functionality, and opera-
tion that are possibly implemented by systems, methods and
computer program products according to various embodi-
ments of the present disclosure. In this regard, each block in
the flow diagrams or block diagrams may represent a
module, program segment, or portion of code, which com-
prises one or more executable instructions for implementing
the specified logical function(s). It should also be noted that,
in some alternative implementations, the functions noted in
the blocks may occur in an order different from that noted in
the figures. For example, two blocks shown in succession
may, in fact, be executed substantially concurrently, or they
may sometimes be executed in a reverse order, depending
upon the function involved. It will also be noted that each
block of the block diagrams and/or flow diagrams, and a
combination of blocks in the block diagrams and/or flow
diagrams, can be implemented by special purpose hardware-
based systems that perform the specified functions or opera-
tions, or combinations of special purpose hardware and
computer instructions.

[0102] The units described in the embodiments of the
present disclosure may be implemented by software or
hardware. Wherein the name of a unit does not in some cases
constitute a limitation on the unit itself.

[0103] The functions described herein above may be per-
formed, at least in part by one or more hardware logic
components. For example, without limitation, exemplary
types of hardware logic components that may be used
comprise Field Programmable Gate Arrays (FPGAs), Appli-
cation Specific Integrated Circuits (ASICs), Application
Specific Standard Products (ASSPs), Systems on a Chip
(SOCs), Complex Programmable Logic Devices (CPLDs),
and so forth.

[0104] In the context of this disclosure, a machine read-
able medium may be a tangible medium that can contain, or
store a program for use by or in combination with an
instruction execution system, apparatus, or device. The
machine readable medium may be a machine readable signal
medium or a machine readable storage medium. The
machine readable medium may comprise, but is not limited
to, an electronic, magnetic, optical, electromagnetic, infra-
red, or semiconductor system, apparatus, or device, or any
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suitable combination thereof. More specific examples of the
machine readable storage medium would comprise an elec-
trical connection based on one or more wires, a portable
computer diskette, a hard disk, a random access memory
(RAM), a read-only memory (ROM), an erasable program-
mable read-only memory (EPROM or flash memory), an
optical fiber, a portable compact disc read-only memory
(CD-ROM), an optical storage device, a magnetic storage
device, or any suitable combination of the foregoing.
[0105] The embodiment of the present disclosure further
provides a computer-readable storage medium storing
therein a computer program which, when executed by a
processor, may implement the method of any one of the
method embodiments, and the execution mode and benefi-
cial effects are similar, which are not described herein again.
[0106] Finally, it is to be noted that terms used herein to
describe relations such as “first” and “second” and the like
are only used to distinguish one entity or operation from
another entity or operation without necessarily requiring or
implying any actual such relationship or order between such
entities or actions. Furthermore, the term “comprising”,
“including” or any other variable intends to cover other
nonexclusive containing relations to ensure that a process,
method, article or apparatus comprising a series of factors
comprises not only those factors but also other factors not
explicitly listed, or further comprises factors innate to the
process, method, article or apparatus. Without more limita-
tions, a factor defined with the sentence “comprising one”
does not exclude the case that the process, method, article or
apparatus comprising said factor still comprises other iden-
tical factors.

[0107] The previous description is only for the purpose of
describing particular embodiments of the present disclosure,
so as to enable those skilled in the art to understand or
implement the present disclosure. Plurality of amendments
to these embodiments are obvious for those skilled in the art.
The general principle defined in this text can be realized in
other embodiments without deviating from the spirit or
scope of the present disclosure. Therefore, the present dis-
closure will not be limited to these embodiments as shown
herein, but is to conform to the broadest scope that is
consistent with the principle and novel features as disclosed
herein.

What is claimed is:

1. An image processing method, comprising:

acquiring an expression image;

adjusting an expression in the expression image based on

a preset image processing model to generate a video
with a change process of the expression; and
displaying the video.

2. The image processing method according to claim 1,
wherein the adjusting an expression in the expression image
based on a preset image processing model to generate a
video with a change process of the expression comprises:

adjusting at least one of a smile degree or an eye opening

or closing degree in the expression image based on the
preset image processing model to generate a video with
a change process of at least one of the smile degree or
the eye opening or closing degree.

3. The image processing method according to claim 1,
wherein the image processing model is trained based on an
expression image of a sample object and a video of a change
of an expression of the sample object.
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4. The image processing method according to claim 3,
wherein the video of the change of the expression of the
sample object is acquired by migrating a change process of
the expression in a preset video to the expression image of
the sample object by using a preset migration model.

5. The image processing method according to claim 4,
wherein the migration model is trained based on images of
a plurality of facial regions and expression differences
between the images of the plurality of facial regions,
wherein the images of the plurality of facial regions are
images of a same type of expression, and expression degrees
of the same type of expression in different images are
different.

6. The image processing method according to claim 5,
wherein the images of the plurality of facial regions are
extracted based on key points of face in a preset facial
image.

7-12. (canceled)

13. A terminal device, comprising:

a memory; and

a processor coupled to the memory, the processor con-

figured to perform an image processing method com-
prising:

acquiring an expression image;

adjusting an expression in the expression image based on

a preset image processing model to generate a video
with a change process of the expression; and
displaying the video.

14. A non-transitory computer-readable storage medium,
wherein the storage medium has stored therein a computer
program which, when executed by a processor, implements
an image processing method comprising:

acquiring an expression image;

adjusting an expression in the expression image based on

a preset image processing model to generate a video
with a change process of the expression; and
displaying the video.

15-16. (canceled)

17. The terminal device according to claim 13, wherein
the processor is further configured to:

adjust at least one of a smile degree or an eye opening or

closing degree in the expression image based on the
preset image processing model to generate a video with
a change process of at least one of the smile degree or
the eye opening or closing degree.

18. The terminal device according to claim 13, wherein
the image processing model is trained based on an expres-
sion image of a sample object and a video of a change of an
expression of the sample object.
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19. The terminal device according to claim 18, wherein
the video of the change of the expression of the sample
object is acquired by migrating a change process of the
expression in a preset video to the expression image of the
sample object by using a preset migration model.

20. The terminal device according to claim 19, wherein
the migration model is trained based on images of a plurality
of facial regions and expression differences between the
images of the plurality of facial regions, wherein the images
of the plurality of facial regions are images of a same type
of expression, and expression degrees of the same type of
expression in different images are different.

21. The terminal device according to claim 20, wherein
the images of the plurality of facial regions are extracted
based on key points of face in a preset facial image.

22. The non-transitory computer-readable storage
medium according to claim 14, wherein the image process-
ing method further comprises:

adjusting at least one of a smile degree or an eye opening
or closing degree in the expression image based on the
preset image processing model to generate a video with
a change process of at least one of the smile degree or
the eye opening or closing degree.

23. The non-transitory computer-readable storage
medium according to claim 14, wherein the image process-
ing model is trained based on an expression image of a
sample object and a video of a change of an expression of
the sample object.

24. The non-transitory computer-readable storage
medium according to claim 23, wherein the video of the
change of the expression of the sample object is acquired by
migrating a change process of the expression in a preset
video to the expression image of the sample object by using
a preset migration model.

25. The non-transitory computer-readable storage
medium according to claim 24, wherein the migration model
is trained based on images of a plurality of facial regions and
expression differences between the images of the plurality of
facial regions, wherein the images of the plurality of facial
regions are images of a same type of expression, and
expression degrees of the same type of expression in dif-
ferent images are different.

26. The non-transitory computer-readable storage
medium according to claim 25, wherein the images of the
plurality of facial regions are extracted based on key points
of face in a preset facial image.
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