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Description

[0001] The present invention relates to an image processing apparatus and method, and a program.
[0002] In general, a moving image has a huge amount of data, and thus moving image data has been commonly
compressed before the moving image is stored, transmitted, etc.
[0003] A typical method for compressing moving image data is moving-image coding which combines inter-frame
coding, such as MPEG (Moving Picture Experts Group), etc., and intraframe coding.
[0004] In order to improve the coding efficiency of the moving-image coding by the MPEG system, many proposals
have been made on the method of performing pre-processing on a moving image.
[0005] For example, in Japanese Unexamined Patent Application Publication No. 2001-352546, the occurrence of
block distortion after coding is suppressed by applying a low-pass filter on an image as pre-processing.
[0006] However, in the method described in Japanese Unexamined Patent Application Publication No. 2001-352546,
the suppression of the occurrence of block distortion at the time of coding is intended, and it is unavoidable to have
losses in detail by the application of the low-pass filter.
[0007] EP-A 2111039 discloses an image processing apparatus in which image data is obtained by performing imaging
of a subject. The degree of motion blurring of an image represented by the image data changes in accordance with an
imaging condition at the time of performing imaging of the subject. The apparatus includes a motion information correcting
unit for correcting motion information for the image on the basis of imaging information representing the imaging condition,
and a motion blurring adding unit for adding motion blurring to the image by using the motion information corrected by
the motion information correction means.
[0008] GB-A 2297450 discloses a method for processing video frames comprising animated images so as to blur
movement of the animated images between successive frames. The method identifies moving areas in the first input
frame, calculates the velocity of the movement of the moving areas, and sums the pixel values of sites within the moving
areas together with the pixel values of adjacent sites according to a predetermined aperture type for the input frame.
[0009] US 2004/0170330 discloses a method and apparatus for advanced image encoding. In one embodiment a blur
tool is employed to modify conventionally removed high frequency information so that it can be mixed into standard
coded data in a manner that allows at least part of the high frequency information to be recovered.
[0010] Various respective aspects and features of the invention are defined in the appended claims. Combinations of
features from the dependent claims may be combined with features of the independent claims as appropriate and not
merely as explicitly set out in the claims. A program may be provided for causing an information processing apparatus
to perform individual steps of the method of the invention.
[0011] In the present approach, motion-blur addition is performed by image processing in which a low-pass filter
simulating a motion blur caused by an exposure time period at shooting time is adaptively applied to an image using
motion information in a moving image. Thereby, it is desirable to provide an image processing apparatus, an image
processing method, and a program which enable a viewer of a moving image to have a natural image quality and which
allows the improvement of the coding efficiency.
[0012] In the present approach, motion-blur addition is performed by image processing in which a low-pass filter
simulating a motion blur caused by an exposure time period at shooting time is applied to an image using motion
information in the moving image adaptively. Thereby, it is possible for a viewer of a moving image to have a natural
image quality and to improve the coding efficiency.
[0013] Also, the filtering is performed adaptively for each area by referring to motion information, and thus in particular
in an area in which a subject is moving at a high speed, it is expected that the image quality is easily maintained and
the coding efficiency is improved even if an intensive low-pass filter is applied in a wide area compared with the case
of applying a spatially uniform low-pass filter.
[0014] In the present approach, the filtering is performed adaptively for each area by referring to motion information,
and thus motion blur is reduced for each area in accordance with the size of the motion including the adjustment of the
amount of motion blur as the subsequent processing if necessary compared with the case of applying a spatially uniform
low-pass filter at coding time (that is to say, a spatially uniform high-pass filter at decoding time). Accordingly, it is possible
to display a natural image quality for the viewer of the moving image.
[0015] Also, in the case where the parameters of the motion-blur addition processing in the pre-processing of the
coding are transmitted (or it is difficult to do so), it is possible to perform the motion-blur reduction processing using only
the motion information. That is to say, it is possible to perform the processing by the motion vector transmitted for use
in coding and decoding or only by the motion information obtained after decoding. This is an advantage over the case
of applying a spatially uniform low-pass filter at coding time (that is to say, a spatially uniform high-pass filter at decoding
time), because it is necessary to transmit some kind of filter information at the time of low-pass filtering in that case.
[0016] Also, if a moving image, an animation, etc., captured at a high-speed shutter are displayed using display device,
such as a projector, a display unit, etc., the movement of a moving object included in the image is displayed discontin-
uously, and thus the viewer of the image perceives ghost. This is image deterioration called "motion jerkiness" (reference:
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ANSI T1.801.02.02-1996), and this occurs frequently.
[0017] On the other hand, if a moving image captured at a low-speed shutter, such as open shutter, etc., is displayed,
the loss of details or an unclear edge of a subject often occurs by the influence of a motion blur. Such a phenomenon
is image deterioration called a "blur (motion blur)".
[0018] In the present approach, the image quality is improved by performing motion-blur reduction processing on the
decoded image data to which a motion blur is added.
[0019] According to the present approach, it is possible to improve coding efficiency. Also, it becomes possible to
achieve the display of images having natural image quality and suppressing jerkiness and blur, which arise in moving
image data.
[0020] Embodiments of the invention will now be described with reference to the accompanying drawings, throughout
which like parts are referred to by like references, and in which:

Fig. 1 is a block diagram of a first image processing apparatus
Fig. 2 is an explanatory diagram of coding efficiency improvement by motion-blur addition;
Fig. 3 is a block diagram of an example of another configuration of the first image processing apparatus;
Fig. 4 is a block diagram of an example of still another configuration of the first image processing apparatus;
Fig. 5 is a block diagram of the motion-vector generation processing section;
Fig. 6 is a flowchart of the motion-vector generation processing section;
Fig. 7 is a block diagram of the motion-blur addition processing section;
Fig. 8 is a flowchart of the processing of the motion-vector mask processing section;
Fig. 9 is a flowchart of the processing of the optimum-shutter-speed calculation/determination section and the motion-
vector compensation section;
Fig. 10 is an explanatory diagram on an optimum shutter speed;
Fig. 11 is an explanatory diagram of the processing of the filter-parameter calculation section;
Fig. 12 is another block diagram of the motion-blur addition processing section;
Fig. 13 is a block diagram of a second image processing apparatus according to an embodiment of the present
invention;
Fig. 14 is a block diagram of an example of another configuration of the second image processing apparatus
according to the embodiment;
Fig. 15 is a block diagram of an example of still another configuration of the second image processing apparatus
according to the embodiment;
Fig. 16 is a block diagram of the motion-blur reduction processing section according to the embodiment;
Fig. 17 is an explanatory diagram of the moving average filter;
Fig. 18 is another block diagram of the motion-blur reduction processing section according to the embodiment; and
Fig. 19 is an explanatory diagram of transmission of a filter parameter according to the embodiment.

[0021] In the following, a description will be given of an embodiment of the present invention in the following order. In
this regard, the first image processing apparatus is an image processing apparatus which performs motion-blur addition
processing in the preceding stage of the coding, and the second image processing apparatus is an image processing
apparatus which performs decoding and motion-blur reduction processing on the moving image data transmitted from
the first image processing apparatus.

1. The first image processing apparatus

1.1 Example of the configuration of the image processing apparatus
1.2 Motion-vector generation processing section
1.3 Motion-blur addition processing section

2. The second image processing apparatus

2.1 Example of the configuration of the image processing apparatus
2.2 Motion-blur reduction processing section

3. Information transmission between the first and the second apparatuses
4. Program
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1. The first image processing apparatus

1.1 Example of the configuration of the image processing apparatus

[0022] A description will be given of an example of the configuration of the first image processing apparatus, that is
to say, an image processing apparatus performing motion-blur addition processing at the preceding stage of coding with
reference to Figs. 1, 3, and 4.
[0023] In this regard, a processing block in each figure indicates a logical constituent element, and the individual
processing blocks may be contained in a same casing, or may also be contained in different casings. In each figure, an
image processing apparatus 1 surrounded by a broken line or an image processing apparatus 100 surrounded by a
broken line can be thought as the configuration of the first image processing apparatus.
[0024] Fig. 1 illustrates a configuration in which the image processing apparatus 1 includes a motion-blur addition
processing section 11. Alternatively, Fig. 1 illustrates a configuration in which the image processing apparatus 100
includes the motion-blur addition processing section 11 and a coding processing section 2.
[0025] The motion-blur addition processing section 11 adds a motion blur to input moving image data ID, and outputs
the data to the subsequent stage, the coding processing section 2.
[0026] The moving image data ID and motion information MI of each area (an area is a pixel unit or a pixel block unit
including a plurality of pixels) of each frame of the moving image data ID are input into the motion-blur addition processing
section 11. The motion-blur addition processing section 11 adaptively performs filter processing on the moving image
data ID to add a motion blur.
[0027] Motion-blurred image data BD having been subjected to the motion-blur addition processing is input into the
coding processing section 2, and is subjected to coding processing.
[0028] The coding processing section 2 performs compression processing, such as coding, etc., conforming to the
MPEG (Moving Picture Experts Group) standards, etc., for example.
[0029] The coded data ED, which is produced by the compression-processing on the motion-blurred image data BD,
has improved compression efficiency compared with the coded data produced by directly inputting the moving image
data ID into the coding processing section 2.
[0030] A description will be given of the reason that the compression efficiency is improved by adding a motion blur
to moving image data with reference to Fig. 2.
[0031] Here, a description will be specifically given of the fact that the compression efficiency is improved by applying
a low-pass filter. The simulative addition of a motion blur arising by an exposure period at shooting time is said to be a
kind of applying a low-pass filter.
[0032] In general, image data can be compressed, because the data has a high correlation between neighboring
pixels. In order to increase a compression rate, a correlation between neighboring pixels ought to be increased.
Here, the image is regarded as a one-dimensional signal, and covariance is introduced.

where the covariance is Cfg, the image signals are f(x) and g(x), Pf and Pg are spatial average values, which are given
by Pf = Ex[f(x)] and Pg = Ex[g(x)], respectively.
[0033] Expression 1 produces a value nearer to the variance of f(x) or g(x), as f(x) and g(x) get closer to each other,
and produces 0 as f(x) and g(x) become apart. The covariance Cfg quantifies the proximity of two waveforms.
[0034] In the case of compressing an image, the image signal is expressed only by f(x), and it is necessary to quantify
the proximity of neighboring pixels.
[0035] Accordingly, it is assumed that g(x) is the signal produced by f(x) with a displacement of u (integer). Thus, g
(x) = f(x + u) is assigned to Expression 1.
[0036] At this time, Ex[f(x)] and Ex[g(x)] = Ex[f(x + u)] become equal. Assuming that this value is P, Expression 2 is
obtained. 
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where Cff(u) is called an autocovariance.
[0037] Now, the autocovariance of an actual image signal f(x) is plotted on the basis of Expression 2.
[0038] In this regard, concerning Cff(u), attention should not be focused on whether the value is high or low, but should
be focused on how fast the value is attenuated as moving away from the origin u = 0.
[0039] First, Fig. 2A shows the case where a signal with no change at all is applied. In this case, it is easily understood
that Cff(u) becomes 0 from the definition of Expression 2.
[0040] Next, Fig. 2B shows the autocovariance in the case where an image signal f(x) with sharp fluctuations is applied.
If the signal fluctuates sharply, the autocovariance soon converges at 0 from u = 0, because positive values and negative
values cancel with each other with a change in the displacement of u.
[0041] Next, Fig. 2C shows the autocovariance in the case where an image signal f(x) with a gradual change is applied.
[0042] The signal changes gradually, and thus the autocovariance is attenuated gradually from u = 0, because there
is a correlation between pixels with a change in the displacement of u.
[0043] That is to say, the autocovariance becomes close to a discrete delta function which accelerates convergence
at 0 from u = 0 in the case of a low correlation between pixels.
[0044] When a low-pass filter is applied, it is apparent that a change between pixels becomes gradual. When a change
between pixels becomes gradual, a correlation between the pixels becomes high.
[0045] When the correlation between the pixels becomes high, as shown in the examples in Figs. 2B and 2C, a pixel
signal is changed from the pixel signal with the autocovariance having a small correlation between the pixels in Fig. 2B
to the pixel signal having a large correlation between the pixels shown in Fig. 2C, and thus the compression rate is said
to be increased.
[0046] The above is a description of an increase in the compression efficiency by the application of a low-pass filter
to moving image data. The same thing can be applied to the motion-blur addition processing.
[0047] Next, Fig. 3 illustrates a configuration in which the image processing apparatus 1 includes a motion-blur addition
processing section 11 and a motion-vector generation processing section 12. Alternatively, Fig. 1 illustrates a configu-
ration in which the image processing apparatus 100 includes the motion-blur addition processing section 11, the motion-
vector generation processing section 12, and a coding processing section 2.
[0048] Fig. 3 is an example of the configuration using a motion vector VD as an example of the motion information MI
in Fig. 1.
[0049] The motion-vector generation processing section 12 generates the motion vector VD of each area (an area is
a pixel unit or a pixel block unit including a plurality of pixels) of each frame of the input moving image data ID.
[0050] The motion-blur addition processing section 11 adaptively performs filter processing on the input moving image
data ID (for each frame or for each divided area) using the motion vector VD so that the motion-blur addition processing
is performed.
[0051] Motion-blurred image data BD having been subjected to the motion-blur addition processing is input into the
coding processing section 2, and is subjected to coding processing, such as the MPEG compression, etc., for example.
[0052] In this case, the coded data ED, produced by compression-processing the motion-blurred image data BD, has
also improved compression efficiency compared with the coded data produced by directly inputting the moving image
data ID into the coding processing section 2.
[0053] Next, Fig. 4 illustrates an example of the configuration in which the motion vector used in the coding processing
section 2 is used in the motion-blur addition processing.
[0054] In Fig. 4, as a configuration in the coding processing section 2, a basic MPEG coding processing block is shown.
[0055] The moving image data ID input into the motion-blur addition processing section 11 is also input into a motion-
vector generation processing section 210 in the coding processing section 2.
[0056] The motion-vector generation processing section 210 detects a motion between two adjacent pictures, gener-
ates a motion vector, and outputs the motion vector to a motion compensation section 209 and an entropy coding section
204. A subtraction section 201 subtracts the image data having been subjected to the motion compensation by the
motion compensation section 209 from the moving image data input from the motion-blur addition processing section
11, and outputs the result to a DCT processing section 202.
[0057] The DCT processing section 202 performs DCT processing on the moving image data input from the subtraction
section 201, generates a DCT coefficient, and outputs the DCT coefficient to a quantization section 203.
[0058] The quantization section 203 quantizes the DCT coefficient input from the DCT section 202 to generate the
quantization data, and outputs the quantization data to the entropy coding section 204 and an inverse quantization
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section 205. The inverse quantization section 205 inversely quantizes the quantization data input from the quantization
section 203 to generate a DCT coefficient, and outputs the DCT coefficient to an inverse DCT section 206.
[0059] The inverse DCT section 206 performs inverse DCT processing on the DCT coefficient input from the inverse
quantization section 205 to generate image data, and outputs the image data to an addition section 207.
[0060] The addition section 207 adds the image data motion-compensated by the motion compensation section 209
and the image data input from the inverse DCT section 206 to output the result to the frame memory 208. The image
data temporarily stored in the frame memory 208 is output to the motion compensation section 209, and is supplied to
the motion-vector generation processing section 210 as the image data of the past frame to be used for motion vector
generation.
[0061] The motion compensation section 209 performs motion compensation on the image data input from the addition
section 207 through the frame memory 208 on the basis of the motion vector input from the motion-vector generation
processing section 210, and outputs the result to the addition section 207 and the subtraction section 201.
[0062] The entropy-coding section 204 performs variable-length coding processing on the quantization data input from
the quantization section 203 to generate compressed image data (coded data ED), and outputs the coded data.
[0063] In the configuration in Fig. 4, the motion vector generated by the motion-vector generation processing section
210, that is to say, the motion vector to be used for the MPEG compression processing, is supplied to the motion-blur
addition processing section 11. The motion-blur addition processing section 11 performs motion-blur addition processing
using the supplied motion vector.
[0064] As in this example, in the prediction coding on the basis of image motion information, like the MPEG system,
it is thought that the motion vector generated in the coding processing is used.
[0065] In this regard, although the figure is omitted, for example, as shown in Fig. 3, the motion vector VD generated
by the motion-blur addition processing section 11 for the motion-blur addition processing may be supplied to the coding
processing section 2, and the coding processing section 2 may perform the prediction coding processing using the
motion vector VD.
[0066] In the first image processing apparatus 1 (or 100), motion-blur addition is performed by image processing in
which a low-pass filter simulating a motion blur caused by an exposure time period at shooting time is adaptively applied
to an image using motion information in the moving image. Thereby, it is possible for a viewer of a moving image to
have a natural image quality and to improve the coding efficiency.
[0067] It becomes possible for a viewer of a moving image to have a more natural image quality and to improve the
coding efficiency by applying a low-pass filter simulating a motion blur compared with the case of applying a spatially
uniform low-pass filter.
[0068] Also, the filtering is performed adaptively for each area by referring to motion information, and thus, in particular,
in an area in which a subject is moving at a high speed, it is expected that the image quality is easily maintained and
the coding efficiency is improved even if an intensive low-pass filter is applied in a wide area compared with the case
of applying a spatially uniform low-pass filter.
[0069] Moreover, the first image processing apparatus 1 (or 100) allows the reduction of jerkiness.

1.2 Motion-vector generation processing section

[0070] As described above, various configurations are considered for the first image processing apparatus 1 (or 100).
In the following, on the basis of the example of the configuration shown in Fig. 3, a description will be given of an example
of the detailed configuration of the motion-vector generation processing section 12 and the motion-blur addition process-
ing section 11.
[0071] Here, first, a description will be given of the configuration and the operation of the motion-vector generation
processing section 12 using Figs. 5 and 6.
[0072] The motion-vector generation processing section 12 generates a motion vector for each area of a pixel or a
pixel block with high precision. Specifically, as shown in Fig. 5, the motion-vector generation processing section 12 has
a motion-vector detection section 121, a pixel-block identification processing section 122, a motion-vector estimation
processing section 123, a motion-vector smoothing processing section 124, and delay sections 121a and 122a.
[0073] The motion-vector detection section 121 detects a motion vector from a processing target frame and the
immediately preceding frame.
[0074] The pixel-block identification processing section 122 compares the motion vector of the processing target frame
and the motion vector of the immediately preceding frame, and identifies pixel blocks having a high correlation.
[0075] The motion-vector estimation processing section 123 estimates a motion vector of the other pixel blocks from
the motion vector of the pixel blocks identified by the pixel-block identification processing section 122.
[0076] The motion-vector smoothing processing section 124 performs smoothing processing on the motion vector.
[0077] The moving image data ID input as shown in Fig. 3 is supplied to the motion-vector detection section 121 and
the delay section 121a which delays the moving image data ID by one frame.
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[0078] The motion-vector detection section 121 determines the supplied moving image data ID to be a processing
target frame. And the motion vector of the processing target frame is detected for each pixel block, for example, from
the processing target frame and the immediately preceding frame having a one-frame delay by the delay section 121a.
[0079] In this regard, if the processing of the motion-vector detection section 121 is implemented by software, a motion
vector ought to be detected for each pixel block using a general block matching method.
[0080] The motion vector detected by the motion-vector detection section 121 is supplied to the pixel-block identification
processing section 122 and the delay section 122a. The delay section 122a delays the moving image data ID by one frame.
[0081] The pixel-block identification processing section 122 compares the motion vector of the processing target frame
supplied from the motion-vector detection section 121 and the motion vector of the immediately preceding frame delayed
by the delay section 122a for each pixel block as shown below, and identifies the pixel block having a high correlation
from the comparison result.
[0082] Specifically, the pixel-block identification processing section 122 calculates the vector correlation coefficient σ
of the pixel block by the following expression (Expression 3) assuming that a motion vector of one pixel block of the
processing target frame is (x, y), the motion vector of the immediately preceding frame corresponding to this is (x’, y’),
and a correlation determination coefficient determined optionally is α.

[0083] In this regard, the correlation determination coefficient α has the domain thereof as 0 < α < 1. The vector
correlation coefficient σ is calculated to be close to 1 as the value of α becomes high.
[0084] The pixel-block identification processing section 122 calculates the vector correlation coefficient σ of each pixel
block from the above-described expression (Expression 3), and identifies a certain pixel block having a vector correlation
coefficient σ of 1 as a pixel block having a motion vector with a high correlation.
[0085] The motion-vector estimation processing section 123 estimates the motion vector of the pixel block whose
vector correlation coefficient σ is 0 from the motion vector of the pixel block whose vector correlation coefficient σ is
identified as 1 by the pixel-block identification processing section 122.
[0086] That is to say, the motion-vector estimation processing section 123 regards the pixel block whose vector
correlation coefficient σ is determined to be 1 by the pixel-block identification processing section 122 as having a valid
motion vector. The motion-vector estimation processing section 123 updates the motion vector of the other pixel blocks,
that is to say, the pixel block whose vector correlation coefficient σ is 0 and having an invalid motion vector.
[0087] A detailed description will be specifically given of the processing of the motion-vector estimation processing
section 123 with reference to Fig. 6.
[0088] In step S1, the motion-vector estimation processing section 123 determines whether the vector correlation
coefficient σ of the current processing target pixel block (hereinafter, referred to as a pixel block of interest) in the
processing target frame is 1 or 0. That is to say, the motion-vector estimation processing section 123 determines whether
the motion vector of the pixel block is valid or not. Next, in the motion-vector estimation processing section 123, if the
motion vector of the pixel block is valid, the value of the motion vector is not updated, and the processing is terminated,
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whereas if the motion vector of the pixel block is not valid, the processing proceeds to step S2.
[0089] In step S2, concerning a pixel block of interest, the motion-vector estimation processing section 123 determines
whether there is a surrounding pixel block having a valid vector around the pixel block of interest. Specifically, the motion-
vector estimation processing section 123 determines whether there is a valid motion vector in eight pixel blocks adjacent
to the pixel block of interest as surrounding pixel blocks. If there is a valid motion vector, the processing proceeds to
step S3. If there is not a valid motion vector, the motion vector of the pixel block of interest is not updated, and the
processing is terminated.
[0090] Here, the reasons why estimation processing is not performed on a pixel block of interest having no valid motion
vector using the surrounding pixel blocks located in more extensive areas are as follows.
[0091] The first reason is that although it is possible to perform estimation processing using the pixel blocks located
in more extensive areas, the memory area for temporarily storing image data processed as the surrounding pixel blocks
increases in order to complete the processing in a fixed period of time.
[0092] The second reason is that in the subsequent stage of the processing, it is possible to adequately compensate
invalid motion vector by performing smoothing processing on the motion vector of the pixel block of interest using
surrounding the pixel blocks in a wider area than the above-described eight adjacent pixel blocks in total.
[0093] In step S3, the motion-vector estimation processing section 123 estimates and updates the motion vector of
the pixel block of interest only from the motion vector of the surrounding pixel blocks having a valid motion vector, and
terminates the processing. The motion-vector estimation processing section 123 outputs the motion vector of the pixel
block of interest to perform smoothing by a median filter inputting only the motion vectors of the surrounding pixel blocks
having valid motion vectors as an example of the estimation processing.
[0094] The motion-vector estimation processing section 123 estimates the motion vector of the processing target
frame for each pixel block as described above. Next, the motion-vector estimation processing section 123 supplies the
motion vector including a motion vector identified by the pixel-block identification processing section 122 to the motion-
vector smoothing processing section 124.
[0095] The motion-vector smoothing processing section 124 performs smoothing processing on the motion vector of
each pixel block included in the processing target image. Specifically, the motion-vector smoothing processing section
124 inputs the motion vector of the pixel block of interest before the smoothing processing and the motion vector of the
surrounding pixel blocks in a wider area than the above-described adjacent pixel blocks as input I (x + i, y + i) into a
Gaussian function as shown below (Expression 4) to output the motion vector J (x, y) of the pixel block of interest after
the smoothing processing. 

where r denotes the distance between the pixel block of interest and each surrounding pixel block in a two-dimensional
space, σ2 denotes the variance of the distance r, t2 denotes the variance of the motion vector. That is to say, σ2 and t2

are parameters optionally set as values expressing the degree of the smoothing.
[0096] The motion-vector smoothing processing section 124 performs the above-described smoothing processing on
each pixel block included in the processing target frame, and supplies the motion vector VD to the motion-blur addition
processing section 11.
[0097] In this manner, the motion-vector smoothing processing section 124 identifies the pixel block having a valid
motion vector from individual pixel blocks included in the processing target frame, and estimates the other motion vectors
from the valid motion vector. Thus, it is possible to generate a motion vector in accordance with the actual movement
of a moving object with high precision.
[0098] In this regard, in the motion-vector generation processing section 12, the motion vector detected by the motion-
vector detection section 121 may be directly supplied to the motion-vector smoothing processing section 124 to be
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subjected to the smoothing processing without going through the pixel-block identification processing section 122 and
the motion-vector estimation processing section 123. In such a case, it is also possible to generate a motion vector in
accordance with the actual movement of a moving object with high precision compared with the motion vector as the
above-described coding information.

1.3 Motion-blur addition processing section

[0099] Next, a description will be given of an example of the configuration of the motion-blur addition processing
section 11.
[0100] In this regard, two examples, an example of the configuration in Fig. 7 and an example of the configuration in
Fig. 12 will be described as the motion-blur addition processing section 11.
[0101] First, a description will be given of the motion-blur addition processing section 11 as an example of Fig. 7.
[0102] As shown in Fig. 7, the motion-blur addition processing section 11 includes a motion-vector mask processing
section 113 which generates motion-vector mask information identifying an image area to which a motion blur is added.
[0103] Also, the motion-blur addition processing section 11 includes an optimum-shutter-speed calculation/determi-
nation section 114 which calculates a shutter speed (hereinafter referred to as an optimum shutter speed information)
suitable for the motion vector, and compares the optimum shutter speed information and the shutter speed information
at the time of the actual shooting of the image to perform the determination processing described below.
[0104] Also, the motion-blur addition processing section 11 includes a motion-vector compensation section 115 which
compensates the motion vector on the basis of the determination result of the optimum-shutter-speed calculation/de-
termination section 114.
[0105] Also, the motion-blur addition processing section 11 includes a filter-parameter calculation section 111 which
calculates a filter parameter for adding a motion vector in accordance with each pixel of the processing target frame.
[0106] Also, the motion-blur addition processing section 11 includes a motion-blur addition filter 112 which performs
motion-blur filter processing on the pixel value of each pixel of the processing target frame.
[0107] Here, although it is possible to perform all the processing for each pixel, in order to reduce the calculation
processing load, the motion-blur addition processing section 11 performs the processing of the motion-vector mask
processing section 113, the optimum-shutter-speed calculation/determination section 114, and the motion-vector com-
pensation section 115 for each pixel block.
[0108] Also, the filter-parameter calculation section 111 and the motion-blur addition filter 112 perform the filter process-
ing for adding a motion blur to the moving image data ID, and thus performs the processing not for each pixel block, but
for each pixel.
[0109] The motion-vector mask processing section 113 identifies the image area to which a motion blur is added out
of the processing target frame, and thus performs the mask processing as shown in Fig. 8 on the motion vector VD
supplied from the motion-vector generation processing section 12 for each pixel block. And the motion-vector mask
processing section 113 supplies the motion vector having undergone the mask processing for each pixel block to the
optimum-shutter-speed calculation/determination section 114 and the motion-vector compensation section 115.
[0110] The image area, which is necessary to be provided with a motion blur and is liable to suffer from jerkiness, is
concentrated on moving-object image areas and edge-surrounding image areas in a screen in particular.
[0111] Thus, by the processing shown in Fig. 8, the motion-vector mask processing section 113 outputs only the
motion vector of the pixel block surrounding an edge, having a high space contrast, and which is liable to suffer from
jerkiness.
[0112] That is to say, in step S11, the motion-vector mask processing section 113 detects an edge of an image from
the input moving image data ID for each pixel block as processing for identifying an area having a high space contrast
in the processing target frame.
[0113] Also, in parallel with the processing of step S11, in step S12, the motion-vector mask processing section 113
performs processing for identifying a moving object area in the processing target frame. That is to say, the motion-vector
mask processing section 113 calculates the difference between frames for each pixel block so as to detect a moving-
object image area.
[0114] In step S13, the motion-vector mask processing section 113 determines whether the area has been detected
as an area liable to suffer from jerkiness for each pixel block by the processing either the above-described step S11 or
step S12, or both of the steps. The motion-vector mask processing section 113 sets the mask processing flag to "1" for
the pixel block determined to be an area liable to suffer from jerkiness. Also, the motion-vector mask processing section
113 sets the mask processing flag to "0" for the pixel block determined not to be an area liable to suffer from jerkiness.
[0115] In step S14, the motion-vector mask processing section 113 determines whether the motion vector VD supplied
from the motion-vector generation processing section 12 is the motion vector VD of the pixel block having the above-
described flag set as "1".
[0116] The motion-vector mask processing section 113 outputs the motion vector of the pixel block having the flag
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set as "1" to the optimum-shutter-speed calculation/determination section 114, and the motion-vector compensation
section 115 in the subsequent-stage without changing the value.
[0117] Also, the motion-vector mask processing section 113 performs mask processing, which changes the value of
the motion vector to 0 or invalidates the motion vector, on the motion vector of the pixel block having the flag set as "0"
in step S15, and outputs the motion vector to the optimum-shutter-speed calculation/determination section 114, and the
motion-vector compensation section 115 in the subsequent-stage.
[0118] Next, a description will be given of the processing according to the optimum-shutter-speed calculation/deter-
mination section 114 and the motion-vector compensation section 115 with reference to Fig. 9.
[0119] In step S31, the optimum-shutter-speed calculation/determination section 114 calculates an optimum shutter
speed in accordance with the motion vector of each pixel block of the processing target frame on the basis of an evaluation
index as shown in Fig. 10, for example.
[0120] Here, Fig. 10 is a graph showing a subject speed indicating the movement speed of a moving body detected
as a motion vector and an optimum shutter speed curve in accordance with the subject speed. Here, an optimum shutter
speed is a shutter speed at which jerkiness is difficult to be perceived in a visual characteristic in accordance with the
movement speed of a subject, and at which a blur, in which details of the subject is lost or blurred by a motion blur being
too much added, is difficult to be perceived. That is to say, if the subject is shot at a shutter speed higher than the
optimum shutter speed, a determination can be made that jerkiness occurs. On the other hand, if the subject is shot at
a shutter speed lower than the optimum shutter speed, a determination can be made that a blur occurs in the captured
image. Thus, the optimum-shutter-speed calculation/determination section 114 calculates an optimum speed in accord-
ance with the motion vector of each pixel by relating the motion vector of each pixel block to the subject speed in Fig. 10.
[0121] In this regard, the optimum shutter speed curve SSO shown by a solid line in Fig. 10 is an example showing
a relationship between any subject speed and an optimum shutter speed, and specifically is a curve connecting experiment
result values obtained on the basis of psychological experiments.
[0122] Here, a motion blur area A1 shown in Fig. 10 is an area determined to include a motion blur due to the movement
of a subject too much on the basis of the optimum shutter speed curve SSO. In the same manner, a jerkiness area A2
is an area determined not to include a motion blur due to the movement of a subject, and to include jerkiness in the
visual characteristic on the basis of the optimum shutter speed curve SSO.
[0123] In order to obtain an optimum shutter speed in accordance with the motion vector directly using the optimum
shutter speed curve SSO shown by the solid line, a table containing optimum shutter speeds in accordance with motion
vectors at any intervals ought to be stored in a recording medium in advance, and the recording medium ought to be
referenced.
[0124] Also, an optimum shutter speed in accordance with a motion vector may be calculated using a function ap-
proximating the optimum shutter speed curve shown by the solid line.
[0125] In this case, the optimum-shutter-speed calculation/determination section 114 calculates an optimum shutter
speed SSD’ by the approximation function of the optimum shutter speed curve shown by the following expression
(Expression 5) assuming that the motion vector of a certain pixel block is v. 

[0126] In this regard, individual parameters A, B, and γ in Expression 5 ought to be suitably set in accordance with
the curve form of the optimum shutter speed shown in Fig. 10. As a specific example of a shutter speed curve, Fig. 10
shows curve forms SS1 to SS3 when the values A and B are fixed, and γ is changed in three levels among the individual
parameters in Expression 5.
[0127] After the optimum shutter speed SSD’ in accordance with the motion vector is calculated, in step S32 in Fig.
9, the optimum-shutter-speed calculation/determination section 114 compares the optimum shutter speed SSD’ and the
shutter speed SSD at actually shot time, and a determination is made whether the shutter speed falls in the jerkiness
area A2 shown in Fig. 10 for each pixel block.
[0128] In this regard, the shutter speed SSD at actually shot time ought to be a value added to the moving image data
ID as meta data, for example. Also, in the case where the image processing apparatus 1 (100) is included in an imaging
apparatus, the shutter speed can be obtained as shutter speed information at shooting time by that apparatus.
[0129] From the determination result of step S32, in the pixel block of the current processing target, if the shutter



EP 2 160 015 B1

11

5

10

15

20

25

30

35

40

45

50

55

speed SSD is higher than the optimum shutter speed SSD’, and falls in the jerkiness area A2, in the motion-vector
compensation section 115, the processing proceeds to step S33.
[0130] Also, in the pixel block of the current processing target, if the shutter speed SSD is lower than the optimum
shutter speed SSD’, and does not fall in the jerkiness area A2, in the motion-vector compensation section 115, the
processing proceeds to step S34.
[0131] In step S33, jerkiness occurs in the pixel block of the processing target, the motion-vector compensation section
115 performs processing for multiplying the value of the motion vector and a function fs (SSD) which increases the value
and converges at 1 as the shutter speed SSD increases.
[0132] In this regard, the motion-vector compensation section 115 may perform multiplication processing using fs (VD)
having a variable, the motion vector VD, or using fs (SSD, VD) having two variables, the shutter speed SSD and the
motion vector VD.
[0133] In step S34, jerkiness does not occur in the pixel block of the processing target, and thus the motion-vector
compensation section 115 performs mask processing, for example, by multiplying the motion vector and 0 in order to
invalidate the motion vector.
[0134] In this manner, the optimum-shutter-speed calculation/determination section 114 determines whether jerkiness
occurs or not in consideration of the shutter speed SSD at the time of actually shooting the moving image being the
processing target. The motion-vector compensation section 115 performs compensation processing for adding an ad-
equate motion blur to the motion vector of the pixel block determined to have jerkiness. Thus, the motion-blur addition
processing performed by the motion-blur addition filter 112 contributes to the moving image becoming more natural in
the visual characteristic.
[0135] The filter-parameter calculation section 111 calculates the filter parameters as shown below for each pixel in
order to add a motion blur to each pixel included in the processing target frame.
[0136] First, the filter-parameter calculation section 111 determines the pixel having valid motion vector information
to be a pixel of interest, and identifies the pixel (hereinafter, referred to as a parameter-calculation target pixel) located
on the motion vector of each pixel of interest. Next, the filter-parameter calculation section 111 calculates the filter
parameter in accordance with the relative position of the parameter-calculation target pixel identified for the pixel of
interest as shown below.
[0137] That is to say, as shown in Fig. 11, the filter-parameter calculation section 111 identifies all the pixels located
on the vector having the position of the pixel of interest P0 at the middle point of a start point S and an end point E of
the motion vector as the parameter-calculation target pixel. In this regard, as shown in Fig. 11, an absolute value v is
the absolute value of the motion vector of the pixel of interest.
[0138] Next, the filter-parameter calculation section 111 calculates the intensity σ of the motion blur addition by the
following Expression 6 in accordance with the absolute value v of the motion vector and the distance d between the
position of the pixel of interest P0 and the pixel position of the parameter-calculation target pixel P1 identified by the
above-described processing. 

[0139] Here, Expression 6 is set such that the value of the intensity σ, in the expression, to the second power becomes
the variance of the Gaussian function of the motion-blur addition filter 112 in the subsequent stage.
[0140] Also, the filter-parameter calculation section 111 calculates an angle direction θ for adding the motion blur by
the following Expression 7 on the assumption that the pixel of interest P0 is the origin, and a coordinate point of each
parameter-calculation target pixel P1 on a rectangular coordinate plane x-y is (x1, y1). 
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[0141] In this manner, the filter-parameter calculation section 111 identifies the parameter-calculation target pixel from
the motion vector of the pixel of interest, and sets the parameter information (σ, θ), and supplies the parameter information
to the motion-blur addition filter 112 for each processing target frame.
[0142] In this regard, in the processing according to the filter-parameter calculation section 111, a parameter-calculation
target pixel is sometimes duplicately identified for a certain pixel. In this case, in order to simplify the processing, for
example, out of the duplicately identified parameter information, information having σ of greater value ought to be the
parameter information of the pixel. Also, the filter-parameter calculation section 111 performs smoothing processing,
such as the Gaussian filter processing, the median filter processing, etc., on the parameter information (σ, θ) of each
parameter-calculation target pixel so that the image quality of the moving image output from the motion-blur addition
filter 112 in the subsequent stage can be increased.
[0143] The motion-blur addition filter 112 performs spatial filter processing in the processing target frame, as described
below, on the pixel value of each pixel of the processing target frame of the input moving image data ID in accordance
with the parameter information supplied from the filter-parameter calculation section 111.
[0144] In the present example, the motion-blur addition filter 112 performs either one of or both of the first filter
processing and the second filter processing, described below to output the image to which a motion blur has been added.
[0145] First, a description will be given of the first filter. In the first filter processing, the motion-blur addition filter 112
inputs the pixel value of the motion-vector addition target pixel before the motion-vector addition filter processing and
the pixel value of the surrounding pixel located in the surroundings of the pixel, as input I (x + 1, y + 1), into a Gaussian
function as shown by the following Expression 8, and outputs the pixel value J (x, y) of the pixel of interest after the filter
processing. 

[0146] In this regard, the surrounding pixel to be the input I (x + 1, y + 1) is set in accordance with the angle direction
at which the motion vector is added. Also, r indicates the distance between the motion-vector addition target pixel and
the surrounding pixel.
[0147] The motion-blur addition filter 112 performs the above-described filter processing on each pixel to which the
parameter information (σ, θ) is set, out of the all the pixels included in the processing target frame, to update the pixel
value. In this manner, the motion-blur addition filter 112 can supply the moving image data BD with reduced jerkiness
to the coding processing section 2 in the subsequent stage.
[0148] In the surrounding pixels located in the surroundings of the pixel of interest include an area without motion
originally, that is to say, a background area. It is not necessary to consider the surrounding pixels located in such a
background area originally in order to add a motion blur to the pixel of interest. A method of processing in consideration
of these points is the second filter processing described below.
[0149] That is to say, in the second filter processing, when the value of the motion vector of the pixel of interest is 0
or invalid, the motion-blur addition filter 112 inputs the pixel value I (x + i0, y + j0) of the pixel whose motion vector value
is 0 or invalid out of the surrounding pixels located in the surroundings of the pixel of interest in place of the pixel value
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I (x, y) of the pixel of interest into the above-described Expression 8 to calculate the pixel value J (x, y) of the pixel of
interest. In this manner, the motion-blur addition filter 112 outputs the image in which jerkiness is more naturally reduced
in the visual characteristic than that of the first filter processing.
[0150] The motion-blur addition processing section 11 can output the moving image data BD having been subjected
to the motion-blur addition processing as the example described above.
[0151] In particular, in the case of this example, the optimum-shutter-speed calculation/determination section 114
compensates the motion vector in accordance with the shutter speed information at the time of shooting a moving image
so as to control the value of the motion-blur addition intensity σ calculated by the filter-parameter calculation section
111 in the subsequent stage. Accordingly, it is possible to add adequate motion blur in accordance with the shutter
speed information at shooting time by the motion-blur addition filter 112, and thus it is possible to output the moving
image data BD with more naturally reduced jerkiness in the human visual characteristic.
[0152] Next, a description will be given of an example of the configuration in Fig. 12 as an example of the configuration
of the motion-blur addition processing section 11. As shown in Fig. 12, the motion-blur addition processing section 11
may include the filter-parameter calculation section 111 and the motion-blur addition filter 112. That is to say, the
configuration may be a configuration in which processing blocks related to motion vector compensation are removed
from the configuration of Fig. 7.
[0153] As described above, in the present example, the moving image data ID is subjected to motion-blur addition
processing in the preceding stage of the coding processing section 2. One of the purposes thereof is to improve the
coding efficiency.
[0154] And it is possible to optimize the degree of addition of the motion blur in accordance with the perception
characteristic by having the configuration as that of the above-described Fig. 7. However, if a greater importance is given
to the coding efficiency, it is not necessary to have that configuration. In that case, the configuration in Fig. 12 may be used.
[0155] In the example of the configuration of Fig. 12, the motion vector VD supplied from the motion-vector generation
processing section 12 is directly input into the filter-parameter calculation section 111.
[0156] The filter-parameter calculation section 111 calculates the filter parameter by performing the same processing
as described above using the not-compensated motion vector VD. And the motion-blur addition filter 112 performs the
above-described motion-blur addition processing on the basis of the filter parameter.
[0157] With this configuration, a motion blur is added faithfully to the size of the motion vector detected by the motion-
vector generation processing section 12.
[0158] Regarding the second image processing apparatus 4 (400) described later, it is possible to perform faithful
motion-blur reduction processing more easily in this manner.
[0159] Descriptions have been given of the configurations and the operations of the motion-blur addition processing
section 11 with reference to Figs. 7 and 12. However, various configurations and operations can be considered in addition
to these.
[0160] In place of the spatial filter processing for adding a motion blur to each unit image using the motion vector, the
motion-blur addition processing section 11 may add a motion blur to the image data using the other motion information.
[0161] For example, the addition of a motion blur to the moving image data ID may be processed by performing the
filter processing in time, that is to say, a plurality of frames are overlapped for one frame so that a motion blur is added
to the moving image data ID. In this case, the motion-blur addition processing section 11 detects a moving body image
area by the difference between the frames as motion information instead of the motion vector. And the information
indicating the detected moving body image area is compensated on the basis of the shooting information, and then is
subjected to the filter processing in time using the motion information. Thereby, it is possible to add a motion blur
adequately in accordance with the shutter speed information, etc., at shooting time.

2. The second image processing apparatus

2.1 Example of the configuration of the image processing apparatus

[0162] Next, a description will be given of the second image processing apparatus as an embodiment of the present
invention. The second image processing apparatus is an image processing apparatus which performs decoding and
motion-blur reduction processing on the moving image data transmitted from the first image processing apparatus
described above, that is to say, the moving image data ED having been subjected to the motion-blur addition processing
and the coding processing (hereinafter referred to as "coded moving image data ED").
[0163] A description will be given of an example of the configuration of the second image processing apparatus with
reference to Figs. 13, 14, and 15.
[0164] In this regard, a processing block in each figure indicates a logical constituent element, and the individual
processing blocks may be contained in a same casing, or may also be contained in different casings. In each figure, an
image processing apparatus 4 surrounded by a broken line or an image processing apparatus 400 surrounded by a
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broken line can be thought as the configuration of the second image processing apparatus according to an embodiment
of the present invention.
[0165] Fig. 13 illustrates a configuration in which the image processing apparatus 4 includes a motion-blur reduction
processing section 41. Alternatively, Fig. 13 illustrates a configuration in which the image processing apparatus 400
includes the motion-blur reduction processing section 41 and a decoding processing section 3.
[0166] The coded moving image data ED is input into the decoding processing section 3. The decoding processing
section 3 performs decoding processing on the coded moving image data ED to output the decoded moving image data
DD. For example, the decoding processing section 3 performs decoding processing corresponding to the coding per-
formed by the coding processing section 2 in the above-described first image processing apparatus 100.
[0167] Accordingly, the output moving image data DD is considered to be the moving image data to which a motion
blur is added by the motion-blur addition processing section 11 of the first image processing apparatus 100.
[0168] The motion-blur reduction processing section 41 performs the motion-blur reduction processing on the moving
image data DD decoded by the decoding processing section 3 in the preceding stage, and outputs the processed moving
image data OD.
[0169] The motion-blur reduction processing section 41 adaptively performs the filter processing in accordance with
the motion information MI corresponding to each frame or each division area of the moving image data DD input in the
same manner as each frame or each division area of the moving image data after the decoding so as to reduce the
motion blur. The moving image data OD having been subjected to the motion-blur reduction processing is output to a
display unit not shown in the figure, etc. In this regard, as shown in the figure, the moving image data DD decoded by
the decoding processing section 3 may be output to a display unit, etc.
[0170] Here, the functions and the advantages of the second image processing apparatus 4 (400) according to the
present embodiment are considered to be the following three points: i, ii, and iii.

i. Improvement of the image quality by reducing blurs of the transmitted moving image

[0171] The moving image data OD, which has been subjected to the motion-blur reduction processing by the motion-
blur reduction processing section 41 and is output to a display unit, etc., has less blurs, which impair the details of the
image, and is displayed with higher image quality compared with the case of directly displaying the decoded moving
image data DD on the display unit.
[0172] That is to say, the blurs are reduced by the motion-blur reduction processing on the assumption that the
transmission source of the moving image data is not particularly identified.

ii. Improvement of the image quality by reducing jerkiness and blurs of the moving image transmitted from the first image 
processing apparatus 100

[0173] In consideration that the coded moving image data ED from which jerkiness is eliminated by the motion-blur
addition processing section 11 in the above-described first image processing apparatus 100 is input into the second
image processing apparatus 400, the moving image data OD having been subjected to the motion-blur reduction process-
ing becomes the high-quality moving image data from which both jerkiness and blurs have been reduced.
[0174] That is to say, in this sense, the moving image data DD is the moving image data from which jerkiness has
been reduced, and the moving image data OD is the moving image data from which jerkiness and blurs have been reduced.

iii. Restoration to the moving image data before processed by the first image processing apparatus 100

[0175] Further, in the present embodiment, it is possible to make the moving image data OD the same as the original
moving image data ID input into the first image processing apparatus 100. That is to say, the motion-blur reduction
processing section 41 faithfully reduces the motion blurs added by the motion-blur addition processing section 11. This
is suitable for the case where a motion blur is added in view of improving the coding efficiency of the coding processing
section 2 in the first image processing apparatus 100, and the original moving image data is restored by the second
image processing apparatus 400 to be the transmission destination.
[0176] For example, as described above, if it is assumed that the moving image data to which a motion blur is added
using the motion-blur addition processing section 11 whose configuration is shown in Fig. 12 is coded and decoded as
input moving image data, the motion blur is added to the moving image data DD faithfully to the size of the motion vector
VD without compensation.
[0177] Thus, if the motion-blur reduction processing section 41 performs motion-blur reduction processing using only
the motion vector VD as a parameter, the same moving image data as that before a motion blur has been added by the
first image processing apparatus 1 (100) can be obtained in principle.
[0178] Next, Fig. 14 illustrates a configuration in which the image processing apparatus 4 includes a motion-blur
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reduction processing section 41 and a motion-vector generation section 42. Alternatively, Fig. 14 illustrates a configuration
in which the image processing apparatus 400 includes a decoding processing section 3, the motion-blur reduction
processing section 41 and the motion-vector generation section 42.
[0179] Fig. 14 is an example of the configuration in which the motion vector VD is used as an example of the motion
information MI in Fig. 13.
[0180] The motion-vector generation section 42 generates the motion vector VD of each area of each frame of the
decoded moving image data DD (for each pixel or for each pixel block including a plurality of pixels).
[0181] The motion-blur reduction processing section 41 adaptively performs the filter processing on (each frame of
or each division area of) the decoded moving image data DD using the motion vector VD so as to perform the motion
blur reduction processing. The moving image data OD having been subjected to the motion-blur reduction processing
is output to a display unit, etc., not shown in the figure.
[0182] In this case, any one of the functions and the advantages of the above-described in i, ii, and iii is assumed.
[0183] Next, Fig. 15 is an example of the configuration in which the motion vector used in the decoding processing
section 3 is used for the motion-blur reduction processing.
[0184] Motion-blur estimation processing is performed in the prediction coding based on the motion information of the
image, such as MPEG in the coding processing thereof, and the motion blur estimation result is transmitted to the
decoding processing section 3 together with the coding data.
[0185] The decoding processing section 3 performs the decoding processing using the above-described transmitted
motion vector. In the configuration shown in Fig. 15, the motion-blur reduction processing is performed using the motion
vector.
[0186] In Fig. 15, a simple MPEG coding processing block is shown. The coded moving image data ED is input into
an entropy decoding section 301 in the decoding processing section 3. The entropy decoding section 301 performs
decoding processing on the input coded moving image data ED, obtains quantization data, and extracts the motion
vector VD. That is to say, this is the motion vector VD, for example, having been generated by the motion-vector generation
processing section 210 in Fig. 4 and overlaid on the coded moving image data by the coding of the entropy coding
section 204.
[0187] The entropy decoding section 301 outputs the quantization data to the inverse quantization section 302, and
also outputs the motion vector VD to the motion compensation section 306 and the motion-blur reduction processing
section 41.
[0188] The inverse quantization section 302 inversely quantizes the input quantization data to generate a DCT coef-
ficient, and outputs the DCT coefficient to the inverse DCT section 303.
[0189] The inverse DCT section 303 performs inverse DCT processing on the DCT coefficient input from the inverse
quantization section 302 to generate the image data, and outputs the image data to an addition section 304.
[0190] The addition section 304 adds the image data that is motion-compensated by a motion compensation section
306 and the image data input from the inverse DCT section 303, and outputs the image data as the decoded moving
image data DD, and also to a frame memory 305. The image data temporarily stored in the frame memory 305 is output
to the motion compensation section 306.
[0191] The motion compensation section 306 performs motion compensation processing on the image data input from
the addition section 304 through the frame memory 305 on the basis of the motion vector input from the entropy decoding
section 301, and outputs the image data to the addition section 304.
[0192] The moving image data DD decoded by the decoding section 3 is supplied to the motion-blur reduction process-
ing section 41. Also, the motion vector DD is supplied to the motion-blur reduction processing section 41. The motion-
blur reduction processing section 41 performs motion-blur reduction processing on the moving image data DD using the
motion vector VD. The moving image data OD having been subjected to the motion-blur reduction processing is output
to a display unit not shown in the figure.
[0193] Like this example, it is thought that the motion-blur reduction processing is performed using the motion vector
extracted in the process of the MPEG decoding.
[0194] In this case, any one of the functions and the advantages of the above-described in i, ii, and iii is assumed.
[0195] Also, in the image processing apparatus 4 (400) of each example described above, the motion information is
referenced, and adaptive filtering is carried out for each area. Thus, it is possible to reduce a motion blur for each area
in accordance with the size of the motion including the adjustment of the amount of motion blur as the subsequent
processing if necessary compared with the case of applying a spatially uniform low-pass filter at coding time (that is to
say, a spatially uniform high-pass filter at decoding time). Accordingly, it is possible to display a natural image quality
for the viewer of the moving image.
[0196] Also, in the case where the parameters of the motion-blur addition processing in the pre-processing of the
coding (or it is difficult to do so) are not transmitted, it is possible to perform the motion-blur reduction processing using
only the motion information. That is to say, it is possible to perform the processing by the motion vector transmitted for
use in coding and decoding or only by the motion information obtained after decoding. This is an advantage over the
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case of applying a spatially uniform low-pass filter at coding time (that is to say, a spatially uniform high-pass filter at
decoding time), because it is necessary to transmit some kind of filter information at the time of low-pass filtering in that
case.

2.2 Motion-blur reduction processing section

[0197] A description will be given of the motion-blur reduction processing section 41 in the examples of the configu-
rations in the above-described Figs. 13, 14, and 15. Here, descriptions will be given of examples of Fig. 16 and Fig. 18
individually as the configuration of the motion-blur reduction processing section 41.
[0198] First, a description will be given of an example of the configuration of the motion-blur reduction processing
section 41 in Fig. 16.
[0199] The motion-blur reduction processing section 41 in Fig. 16 includes a moving-average-filter characteristic
conversion section 411, a moving-average-filter section 412, a subtraction section 413, and an addition section 414,
and achieves the reduction of the amount of motion blur on the input moving image data DD.
[0200] In this regard, a moving average filter used as the moving-average-filter section 412 is a kind of easiest low-
pass filters, and is a filter which calculates the average value of the processing target pixel and the surrounding pixel
for each pixel move. For example, at a certain point in time, the average is calculated of n samples (four in the figure)
including the current sample value as shown in Fig. 17A. At the next point in time, the average is calculated of n samples
(four in the figure) including the current sample value as shown in Fig. 17B. The sample values mentioned here becomes
the pixel values, and the average of the n samples of the surrounding pixels including the process target pixel is output
for each one pixel move of the processing target pixel.
[0201] The motion vector VD is input into the moving-average-filter characteristic conversion section 411. The moving-
average-filter characteristic conversion section 411 extracts the motion vector corresponding to the position of the divided
area in the moving image data DD as a filter parameter from the input motion vector VD, and determines the filter
characteristic of the processing performed in the moving-average-filter section 412 on the basis of the motion vector.
For example, one moving-average-filter ought to be individually provided for a plurality of motion vectors VD, and a filter
to be used for a pixel of interest ought to be determined. Specifically, the determination is made as follows.
[0202] It is assumed that the characteristic of the moving average filter is translated into how may surrounding pixels
of the pixel of interest is used for the average processing, and the motion vector VD is used as an example of the filter
parameter. At this time, a table for determining a number of pixels to be used for the moving average filter for the motion
vector VD is provided, and the number of pixels to be used for the moving average filter is output each time the motion
vector VD of each area is input.
[0203] The determined number of pixels to be used for the moving average filter is output to the moving-average-filter
section 412.
[0204] The moving-average-filter section 412 (low-pass filter) applies a moving average filter whose characteristic is
determined by the moving-average-filter characteristic conversion section 411 on a predetermined block including the
pixel of interest in the processing target frame so as to convert the pixel value of the pixel of interest. The pixel value of
the pixel of interest converted by the moving-average-filter section 412 is output to the subtraction section 413.
[0205] That is to say, the pixel value of the pixel of interest converted by the moving-average-filter section 412 is
inverted and input into the subtraction section 413. Also, the pixel of interest is input into the subtraction section 413 out
of the processing target frames in the input motion vector DD.
[0206] The subtraction section 413 obtains the difference between the pixel value of the pixel in the moving image
data DD and the pixel value of the pixel of interest converted by the moving-average-filter section 412, and outputs the
difference value to the addition section 414.
[0207] In this manner, the difference between before and after the moving average filter is input to the addition section
414. Also, the pixel of interest out of the processing target frame in the moving image data DD is input to the addition
section 414. The addition section 414 adds the difference value between before and after the moving average filter to
the pixel value of the pixel of interest before compensation, and outputs the addition result as an output image (a part
thereof).
[0208] The above is the processing contents of the motion-blur reduction processing section 41. In order to understand
the meaning of this processing, it is easy to consider in a frequency domain.
[0209] If the difference between before and after the moving average filter, which is the output signal of the subtraction
section 413 is considered in the frequency domain, in the frequency of interest, the difference between the input image
signal gain and the image signal gain after the application of the moving average filter becomes the output signal gain
of the subtraction section 413. Further, the gain of the output image signal of the addition section 414 becomes the sum
of the gain of the input image signal and the difference gain before and after the moving average filter. That is to say,
at each frequency, the gain of the output image signal is raised by the difference gain before and after the moving
average filter compared with the input image gain.
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[0210] In consideration that the moving average filter is a low-pass filter, to put the above-described contents anther
way, the motion-blur reduction processing section 41 whose configuration is shown in Fig. 16 basically performs the
equivalent processing as the processing of applying a high-pass filter.
[0211] Next, a description will be given of an example of the configuration of Fig. 18 as the motion-blur reduction
processing section 41.
[0212] The different point of the configuration in Fig. 18 from the above-described configuration in Fig. 16 is that the
components of the motion-vector compensation processing, which are necessary for adjusting the amount of motion
blur addition to the amount of motion blur having the greatest reduction of jerkiness, is added.
[0213] Specifically, an optimum-shutter-speed calculation/determination section 415 and a motion-vector compensa-
tion section 416 are added. The scaling processing of the motion vector is performed in the same manner as the
processing performed by the optimum-shutter-speed calculation/determination section 114 and the motion-vector com-
pensation section 115 in the motion-blur addition processing section 11 shown in Fig. 7. The different point is that the
shooting shutter speed SSD is not input.
[0214] However, on the assumption that the moving image data having been subjected to the motion-blur addition
processing by the motion-blur addition processing section 11 is input, in Fig. 12, described before, it ought to be thought
that a motion blur is added without compensating faithfully to the size of the motion vector VD.
[0215] Then, the decoded moving image data DD may be regarded as a motion blur substantially corresponding to
an open shutter condition is uniformly added. For example, the processing ought to be performed on the assumption
that the moving image data shot at the longest shutter speed is constantly input in Fig. 10.
[0216] Specifically, the motion-vector compensation section 416 ought to compensate (contract) the input motion
vector in accordance with, for example, the optimum shutter speed curve SSO in Fig. 10, and output the motion vector
to the moving-average-filter characteristic conversion section 411 in the subsequent stage. The processing of the moving-
average-filter characteristic conversion section 411, the moving-average-filter section 412, the subtraction section 413,
and the addition section 414 are the same as described above.
[0217] It is possible to implement the motion-blur reduction processing using the configurations shown in Figs. 16 and
18. The configuration and the operation of the motion-blur reduction processing section 41 are not limited to the above-
described configurations and operations as a matter of course.

3. Information transmission between the first and the second apparatuses

[0218] Next, a description will be given of the sharing of the motion-blur addition information between the first image
processing apparatus 1 to be the coding preprocessor and the second image processing apparatus 4 to be the decoding
postprocessor. In the above, a description has been given of the image processing apparatus 4 performing the post-
processing of the decoding processing. Here, an illustration is given of the configuration in which the parameters, etc.,
used when the image processing apparatus 1 added the motion blur are transmitted to the decoding processing side,
and the image processing apparatus 4 determines whether to perform motion-blur reduction processing or determines
the degree of the amount of motion blur reduction using the received motion-blur addition information as the post-
processing of the decoding.
[0219] Fig. 19 illustrates the image processing apparatus 1 (100) in Fig. 3 and the image processing apparatus 4 (400)
in Fig. 13.
[0220] In particular, the motion-blur addition processing section 11 transmits the motion-blur addition parameter PM
used at the time of adding a motion blur to the coding processing section 2 in addition to the processed moving image
data BD.
[0221] The coding processing section 2 adds the motion-blur addition parameter PM as the meta data of the coded
moving image data ED, and transmits the meta data.
[0222] In the image processing apparatus 4 (400), the decoding processing section 3 performs decoding processing,
and outputs the moving image data DD to the motion-blur reduction processing section 41, extracts the motion-blur
addition parameter PM from the meta data, and supplies the motion-blur addition parameter PM to the motion-blur
reduction processing section 41.
[0223] The motion-blur reduction processing section 41 determines the contents of the motion-blur reduction process-
ing on the basis of the motion-blur addition parameter PM.
[0224] In this regard, as a transmission method of the motion-blur addition parameter PM, the method of using the
meta data of the coding signal is described. However, the transmission method is not limited to this. The motion-blur
addition parameter PM can be transmitted as another stream.
[0225] In the above-described motion-blur reduction processing section 41 in Fig. 13, etc., if it is assumed that a signal
to which a motion blur is added faithfully to the motion vector (for example, without performing vector compensation
processing as shown in Fig. 12) is input, it is not necessary to use the motion-blur addition parameter PM, and motion-
blur reduction processing is performed by the configuration in Fig. 16 or Fig. 18.
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[0226] However, as shown in Fig. 7, in the case of the signal to which a motion blur is added by selecting only areas
liable to have jerkiness, or the signal to which the amount of motion blur is adjusted and added in consideration of the
human perception of jerkiness, etc., it is effective to transmit the motion-blur addition parameter PM used at the time of
adding the motion blur to the subsequent stage.
[0227] As a specific example of the motion-blur addition parameter PM, first, the simplest example is considered to
be a flag signal of "0" or "1" indicating whether a motion blur is added or not to the pixel (or the area) in the image.
[0228] The motion-blur reduction processing section 41 refers to this flag to determine whether to perform the motion-
blur reduction processing or not.
[0229] Also, as a specific example of the motion-blur addition parameter PM, the vector compensated by the config-
uration of Fig. 7 itself is considered to be transmitted. That is to say, the output of the motion-vector compensation section
115 in Fig. 7 is transmitted.
[0230] The motion-blur reduction processing section 41 performs the motion-blur reduction processing using the
compensated vector.
[0231] Also, it is necessary to add a large amount of data for transmitting the vector itself, and thus it is thought that
only the compensation value applied to the vector is transmitted as the motion-blur addition parameter PM, or only the
vector conversion rule used at the time of compensation is transmitted, and the motion-blur reduction processing section
41 performs inverse vector conversion.
[0232] For example, the vector compensation value used at the time of the above-described motion-blur addition for
each pixel or for each block is added to each pixel or each block, respectively, and then transmission is performed. In
the simplest case, a real number α between 0 and 1 is transmitted, then the motion-blur reduction processing section
41 contracts the vector V using an expression V’ = α x V, and the motion-blur reduction processing is performed. If the
motion blur is not added, "0" is transmitted.
[0233] In the case of a real number, the amount of data increases, and for example, it is realistic to transmit the
compensation value having been quantized using a value between 0 to N.
[0234] Also, it is thought that as the motion-blur addition parameter PM, for example, the motion-blur addition filter
parameter, which is the output of the filter-parameter calculation section 111 in Fig. 7, that is to say, the values θ and σ
given to each pixel are transmitted.
[0235] Further, the following advantages are considered by transmitting the motion-blur addition parameter PM.
[0236] Even if the motion-blur addition processing section 11 adds the motion blur excessively (to the extent that a
blur occur if directly displayed) as the pre-processing of the coding, it is possible to reduce the blurs by the motion-blur
reduction processing section 41 reducing the motion blur.
[0237] That is to say, even if the image quality is deteriorated by adding the amount of motion blur effective for improving
the compression efficiency, it is possible to recover the image quality by performing the motion-blur reduction processing
in the subsequent stage using the parameter given at the time of adding the motion blur.

4. Program

[0238] The embodiments have been described on the image processing apparatuses 1 (100) and 4 (400). However,
the present approach can be applied to various apparatuses performing image processing. For example, it is assumed
that the apparatuses include an image playback apparatus, an imaging apparatus, a communication apparatus, an
image recording apparatus, a game machine, a video edit machine, etc. Further, it is naturally assumed that the image
processing apparatuses 1 (100) and 4 (400) are implemented by the other information processing apparatus, such as
a general purpose computer, etc.
[0239] For example, it is possible to achieve adequate image processing using a personal computer, etc., by providing
the program executing the calculation processing of the operations of individual processing blocks of Figs. 1, 3, 4, 13,
14, and 15 as image processing application software.
[0240] That is to say, the program achieving the image processing of the image processing apparatus 100 is a program
for causing the information processing apparatus to execute the motion-blur addition step performing the motion-blur
addition processing on the moving image data ID by applying a filter processing in accordance with the motion information
MI (for example, the motion vector VD) indicating the motion of the image between the unit images included in the moving
image data ID, and the coding step coding the moving image data BD having been subjected to the motion-blur addition
processing by the step of adding the motion blur and outputting the moving image data.
[0241] In this regard, if the program includes only the above-described step of adding the motion blur, the program
achieves the image processing of the image processing apparatus 1.
[0242] Also, the program achieving the image processing of the image processing apparatus 400 is a program for
causing the information processing apparatus to execute the decoding step decoding the coded moving image data ED
having been subjected to the motion-blur addition processing, and the motion-blur reduction step performing the motion-
blur reduction processing on the decoded moving image data DD obtained by the step of decoding by performing the



EP 2 160 015 B1

19

5

10

15

20

25

30

35

40

45

50

55

filter processing in accordance with the motion information MI (for example, the motion vector VD) indicating the motion
of the image between the unit images included in the moving image data.
[0243] In this regard, if the program includes only the above-described step of reducing a motion blur, the program
achieves the image processing of the image processing apparatus 4.
[0244] By such a program, the present approach can be applied to a personal computer, a cellular phone, a PDA
(Personal Digital Assistant), and the other various kinds of information processing apparatuses using image data in
order to execute the same image processing.
[0245] In this regard, such a program can be recorded, in advance, in an HDD as a recording medium built in an
apparatus, such as a personal computer, etc., or in a ROM, a flash memory, etc., in a microcomputer having a CPU.
[0246] Alternatively, the program can be temporarily or permanently stored (recorded) in a removable recording me-
dium, such as a flexible disk, a CD-ROM (Compact Disc Read Only Memory), an MO (Magneto optical) disc, a DVD, a
Blu-ray display, a magnetic disk, a semiconductor memory, a memory card, etc. Such a removable recording medium
can be provided as so-called packaged software.
[0247] Also, the program can be downloaded from a download site through a network, such as a LAN (Local Area
Network), the Internet, etc., in addition to the installation from a removable recording medium to a personal computer, etc.
[0248] In so far as the embodiments of the invention described above are implemented, at least in part, using software-
controlled data processing apparatus, it will be appreciated that a computer program providing such software control
and a transmission, storage or other medium by which such a computer program is provided are envisages as aspects
of the present invention.
[0249] It should be understood by those skilled in the art that various modifications, combinations, sub-combinations
and alterations may occur depending on design requirements and other factors insofar as they are within the scope of
the appended Claims or the equivalents thereof.

Claims

1. An image processing apparatus (400) comprising
a decoding means (3) for decoding moving image data that has been subjected to coding after motion-blur addition;
a motion-blur reducing means (41) for receiving the decoded moving image data from the decoding means and for
performing filter processing on the decoded moving image in accordance with motion information indicating motion
of an image between unit images included in the moving image data so that motion-blur reduction processing is
performed, wherein the filter processing is performed by a moving-average filter section (412);
a moving-average filter characteristic conversion section (411), which extracts a motion vector corresponding to the
position of an area in the moving image data as a filter parameter which is used to determine a filter characteristic
of the moving-average filter section; and
an optimum shutter-speed calculation/determination section (415) and a motion-vector compensation section (416),
wherein the said moving image data is regarded as if a motion blur substantially corresponding to an open shutter
condition were uniformly added, and wherein the motion-vector compensation section contracts an input motion
vector in accordance with the determination of the optimum shutter-speed calculation/determination section to
produce an output motion vector for use by the moving-average filter characteristic conversion section (16) in
determining the filter characteristic of the moving-average filter section;
wherein the motion-blur reducing means selects whether or not to perform the motion-blur reduction processing or
adjusts the degree of the motion-blur reduction processing on the basis of a motion- blur addition parameter used
at the time of performing the motion-blur addition processing.

2. The image processing apparatus according to Claim 1, further comprising a motion-vector generation means (42)
for generating a motion vector as the motion information from the decoded moving image data,
wherein the motion-blur reducing means performs the filter processing on the moving image data using the motion
vector generated by the motion-vector generation means so that the motion-blur reduction processing is performed.

3. The image processing apparatus according to Claim 1, wherein the motion- blur reducing means performs the filter
processing reducing the motion blur using motion information used for decoding the moving image data by the
decoding means.

4. The image processing apparatus according to Claim 1, wherein the motion- blur addition parameter is any one of
flag information indicating whether a motion blur is added or not for each area of each unit image of the moving
image data, the motion vector information used for the motion- blur addition processing, and compensation infor-
mation of the motion vector.
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5. The image processing apparatus according to claim 1, wherein the filter characteristic determines how many pixels
are used by the moving-average filter section for said filter processing.

6. A method of processing an image, comprising the steps of:

decoding moving image data having been subjected to motion-blur addition processing and coding, and
performing filter processing on the decoded moving image data in accordance with motion information indicating
motion of an image between unit images included in the moving image data so that motion-blur reduction
processing is performed, wherein the filter processing is performed by a moving-average filter section (412);
extracting, with a moving-average filter characteristic conversion section (411), a motion vector corresponding
to the position of an area in the moving image data as a filter parameter which is used to determine a filter
characteristic of the moving-average filter section;
wherein it is selected whether or not to perform the motion-blur reduction processing or the degree of the motion-
blur reduction processing is adjusted on the basis of a motion-blur addition parameter used at the time of
performing the motion- blur addition processing; and
wherein the said moving image data is regarded as if a motion blur substantially corresponding to an open
shutter condition were uniformly added and wherein, and wherein the motion-vector compensation section
contracts an input motion vector in accordance with the determination of the optimum shutter- speed calculation/
determination section to produce an output motion vector for use by the moving-average filter characteristic
conversion section (16) in determining the filter characteristic of the moving-average filter section.

Patentansprüche

1. Bildverarbeitungsvorrichtung (400), aufweisend
eine Decodierungseinrichtung (3) zur Decodierung von Bewegtbilddaten, die nach einer Bewegungsunschärfead-
dition einer Codierung unterworfen worden sind,
eine Bewegungsunschärfereduzierungseinrichtung (41) zum Empfang der decodierten Bewegtbilddaten von der
Decodierungseinrichtung und zur Ausführung einer Filterverarbeitung am decodierten Bewegtbild entsprechend
einer Bewegungsinformation, die eine Bewegung eines Bildes zwischen Einheitsbildern, die in den Bewegtbilddaten
enthalten sind, anzeigt, so dass eine Bewegungsunschärfereduktionsverarbeitung ausgeführt wird, wobei die Fil-
terverarbeitung durch einen Bewegungsmittelwertfilterabschnitt (412) ausgeführt wird,
einen Bewegungsmittelwertfiltercharakteristik-Umsetzungsabschnitt (411), der einen mit der Position eines Bereichs
in den Bewegtbilddaten korrespondierenden Bewegungsvektor als einen Filterparameter, der zum Bestimmen einer
Filtercharakteristik des Bewegungsmittelwertfilterabschnitts benutzt wird, extrahiert, und
einen Optimalverschlussgeschwindigkeits-BerechnungsBestimmungs-Abschnitt (415) und einen Bewegungsvek-
torkompensationsabschnitt (416), wobei die Bewegtbilddaten angesehen werden, wie wenn eine mit einem Offen-
verschlusszustand im Wesentlichen korrespondierende Bewegungsunschärfe gleichmäßig addiert wäre, und wobei
der Bewegungsvektorkompensationsabschnitt einen Eingabebewegungsvektor entsprechend der Bestimmung des
Optimalverschlussgeschwindigkeits-BerechnungsBestimmungs-Abschnitts kontrahiert, um einen Ausgabebewe-
gungsvektor zur Benutzung durch den Bewegungsmittelwertfiltercharakteristik-Umsetzungsabschnitt (16) bei Be-
stimmung der Filtercharakteristik des Bewegungsmittelwertfilterabschnitts zu erzeugen,
wobei die Bewegungsunschärfereduzierungseinrichtung auswählt, ob oder ob nicht eine Bewegungsunschärfere-
duktionsverarbeitung auszuführen ist, oder den Grad der Bewegungsunschärfereduktionsverarbeitung auf der Basis
eines zur Zeit der Ausführung der Bewegungsunschärfeadditionsverarbeitung benutzten Bewegungsunschärfead-
ditionsparameters einstellt.

2. Bildverarbeitungsvorrichtung nach Anspruch 1, weiter aufweisend eine Bewegungsvektorerzeugungseinrichtung
(42) zur Erzeugung eines Bewegungsvektors als die Bewegungsinformation von den decodierten Bewegtbilddaten,
wobei die Bewegungsunschärfereduzierungseinrichtung die Filterverarbeitung an den Bewegtbilddaten unter Be-
nutzung des von der Bewegungsvektorerzeugungseinrichtung erzeugten Bewegungsvektors ausführt, so dass die
Bewegungsunschärfereduktionsverarbeitung ausgeführt wird.

3. Bildverarbeitungsvorrichtung nach Anspruch 1, wobei die Bewegungsunschärfereduzierungseinrichtung die Filter-
verarbeitung, welche die Bewegungsunschärfe reduziert, unter Benutzung der zum Decodieren der Bewegtbilddaten
durch die Decodierungseinrichtung benutzten Bewegungsinformation ausführt.

4. Bildverarbeitungsvorrichtung nach Anspruch 1, wobei der Bewegungsunschärfeadditionsparameter irgendeine ist
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von einer Kennzeicheninformation, die anzeigt, ob für jeden Bereich jedes Einheitsbilds der Bewegtbilddaten eine
Bewegungsunschärfe addiert ist oder nicht, der zur Bewegungsunschärfeadditionsverarbeitung benutzten Bewe-
gungsvektorinformation und der Kompensationsinformation des Bewegungsvektors.

5. Bildverarbeitungsvorrichtung nach Anspruch 1, wobei die Filtercharakteristik bestimmt, wie viele Pixel vom Bewe-
gungsmittelwertfilterabschnitt für die Filterverarbeitung benutzt werden.

6. Verfahren zur Verarbeitung eines Bilds, aufweisend die Schritte:

Decodieren von Bewegtbilddaten, die einer Bewegungsunschärfeadditionsverarbeitung und einer Codierung
unterworfen worden sind, und
Ausführen einer Filterverarbeitung an den decodierten Bewegtbilddaten entsprechend einer Bewegungsinfor-
mation, die eine Bewegung eines Bilds zwischen Einheitsbildern, die in den Bewegtbilddaten enthalten sind,
anzeigt, so dass eine Bewegungsunschärfereduktionsverarbeitung ausgeführt wird, wobei die Filterverarbeitung
durch einen Bewegungsmittelwertfilterabschnitt (412) ausgeführt wird,
Extrahieren, mit einem Bewegungsmittelwertcharakteristik-Umsetzungsabschnitt (411), eines mit der Position
eines Bereichs in den Bewegtbilddaten korrespondierenden Bewegungsvektors als einen Filterparameter, der
zum Bestimmen einer Filtercharakteristik des Bewegungsmittelwertfilterabschnitts benutzt wird,
wobei ausgewählt wird, ob oder ob nicht die Bewegungsunschärfereduktionsverarbeitung auszuführen ist, oder
der Grad der Bewegungsunschärfereduktionsverarbeitung auf der Basis eines zur Zeit der Ausführung der
Bewegungsunschärfeadditionsverarbeitung zu benutzenden Bewegungsunschärfeadditionsparameters einge-
stellt wird, und
wobei die Bewegtbilddaten angesehen werden, wie wenn eine mit einem Offenverschlusszustand im Wesent-
lichen korrespondierende Bewegungsunschärfe gleichmäßig addiert wäre, und wobei der Bewegungsvektor-
kompensationsabschnitt einen Eingabebewegungsvektor entsprechend der Bestimmung des Optimalver-
schlußgeschwindigkeits-BerechnungsBestimmungs-Abschnitts kontrahiert, um einen Ausgabebewegungsvek-
tor zur Benutzung durch den Bewegungsmittelwertfiltercharakteristik-Umsetzungsabschnitt (16) bei Bestim-
mung der Filtercharakteristik des Bewegungsmittelwertsfilterabschnitts zu erzeugen.

Revendications

1. Appareil de traitement d’image (400) comprenant :

des moyens de décodage (3) pour décoder des données d’image animée qui ont été soumises à un codage
après un ajout de flou de mouvement ;
des moyens de réduction de flou de mouvement (41) pour recevoir les données d’image animée décodées des
moyens de décodage et pour appliquer un traitement de filtrage à l’image animée décodée conformément à
des informations de mouvement indiquant un mouvement d’une image entre des images unitaires incluses
dans les données d’image animée de sorte qu’un traitement de réduction de flou de mouvement soit effectué,
dans lequel le traitement de filtrage est effectué par une section de filtre à moyenne mobile (412) ;
une section de conversion de caractéristique de filtre à moyenne mobile (411), qui extrait un vecteur de mou-
vement correspondant à la position d’une zone dans les données d’image animée en tant que paramètre de
filtrage qui est utilisé pour déterminer une caractéristique de filtrage de la section de filtre à moyenne mobile ; et
une section de calcul/détermination de vitesse d’obturateur optimale (415) et une section de compensation de
vecteur de mouvement (416), dans lequel lesdites données d’image animée sont considérées comme si un
flou de mouvement correspondant sensiblement à une condition d’obturateur ouvert était uniformément ajouté,
et dans lequel la section de compensation de vecteur de mouvement contracte un vecteur de mouvement
d’entrée en fonction de la détermination de la section de calcul/détermination de vitesse d’obturateur optimale
pour produire un vecteur de mouvement de sortie pour une utilisation par la section de conversion de caracté-
ristique de filtre à moyenne mobile (16) en déterminant la caractéristique de filtrage de la section de filtre à
moyenne mobile ;
dans lequel les moyens de réduction de flou de mouvement choisissent d’effectuer ou non le traitement de
réduction de flou de mouvement ou ajustent le degré du traitement de réduction de flou de mouvement sur la
base d’un paramètre d’ajout de flou de mouvement utilisé à l’instant d’exécution du traitement d’ajout de flou
de mouvement.

2. Appareil de traitement d’image selon la revendication 1, comprenant en outre des moyens de génération de vecteur
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de mouvement (42) pour générer un vecteur de mouvement en tant qu’informations de mouvement à partir des
données d’image animée décodées,
dans lequel les moyens de réduction de flou de mouvement appliquent le traitement de filtrage aux données d’image
animée en utilisant le vecteur de mouvement généré par les moyens de génération de vecteur de mouvement de
sorte que le traitement de réduction de flou de mouvement soit effectué.

3. Appareil de traitement d’image selon la revendication 1, dans lequel les moyens de réduction de flou de mouvement
effectuent le traitement de filtrage réduisant le flou de mouvement en utilisant des informations de mouvement
utilisées pour décoder les données d’image animée par les moyens de décodage.

4. Appareil de traitement d’ image selon la revendication 1, dans lequel le paramètre d’ajout de flou de mouvement
est l’une quelconque des informations d’indicateurs indiquant si un flou de mouvement est ajouté ou non pour
chaque zone de chaque image unitaire des données d’image animée, des informations de vecteur de mouvement
utilisées pour le traitement d’ajout de flou de mouvement, et des informations de compensation du vecteur de
mouvement.

5. Appareil de traitement d’image selon la revendication 1, dans lequel la caractéristique de filtrage détermine combien
de pixels sont utilisés par la section de filtre à moyenne mobile pour ledit traitement de filtrage.

6. Procédé de traitement d’une image, comprenant les étapes consistant à :

décoder des données d’image animée qui ont été soumises à un traitement d’ajout de flou de mouvement et
à un codage, et
appliquer un traitement de filtrage aux données d’image animée décodées conformément à des informations
de mouvement indiquant un mouvement d’une image entre des images unitaires incluses dans les données
d’image animée de sorte qu’un traitement de réduction de flou de mouvement soit effectué, dans lequel le
traitement de filtrage est effectué par une section de filtre à moyenne mobile (412) ;
extraire, par une section de conversion de caractéristique de filtre à moyenne mobile (411), un vecteur de
mouvement correspondant à la position d’une zone dans les données d’image animée en tant que paramètre
de filtrage qui est utilisé pour déterminer une caractéristique de filtrage de la section de filtre à moyenne mobile ;
dans lequel il est choisi d’effectuer ou non le traitement de réduction de flou de mouvement ou le degré du
traitement de réduction de flou de mouvement est ajusté sur la base d’un paramètre d’ajout de flou de mouvement
utilisé à l’instant d’exécution du traitement d’ajout de flou de mouvement ; et
dans lequel lesdites données d’image animée sont considérées comme si un flou de mouvement correspondant
sensiblement à une condition d’obturateur ouvert était uniformément ajouté, et dans lequel la section de com-
pensation de vecteur de mouvement contracte un vecteur de mouvement d’entrée en fonction de la détermination
de la section de calcul/détermination de vitesse d’obturateur optimale pour produire un vecteur de mouvement
de sortie pour une utilisation par la section de conversion de caractéristique de filtre à moyenne mobile (16) en
déterminant la caractéristique de filtrage de la section de filtre à moyenne mobile.
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