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Description

Related Applications

[0001] This application claims the benefit of U.S. Pro-
visional Patent Application No. 62/543,025, filed August
9, 2017, and U.S. Provisional Patent Application No.
62/545,202, filed August 14, 2017.

Technical Field

[0002] This disclosure relates generally to wireless
communication systems, and more particularly, to han-
dling time advancement adjustment commands.

Background

[0003] Wireless mobile communication technology us-
es various standards and protocols to transmit data be-
tween a base station and a wireless mobile device. Wire-
less communication system standards and protocols can
include the third Generation Partnership Project (3GPP)
long term evolution (LTE); the Institute of Electrical and
Electronics Engineers (IEEE) 802.16 standard, which is
commonly known to industry groups as worldwide inter-
operability for microwave access (WiMAX); and the IEEE
802.11 standard for wireless local area networks
(WLAN), which is commonly known to industry groups
as Wi-Fi; and the MulteFire standard developed by Mul-
teFire Alliance. In 3GPP radio access networks (RANs)
in LTE systems, the base station can include a RAN node
such as a Evolved Universal Terrestrial Radio Access
Network (E-UTRAN) Node B (also commonly denoted
as evolved Node B, enhanced Node B, eNodeB, or eNB)
and/or Radio Network Controller (RNC) in an E-UTRAN,
which communicate with a wireless communication de-
vice, known as user equipment (UE) and in MulteFire
systems can include a MF-AP. In next generation (Next-
Gen) or fifth generation (5G) wireless RANs, RAN Nodes
can include a 5G node, new radio (NR) node or g Node
B (gNB).
command without a random access configuration. In one
instance, the user equipment modifies a current timing
advance of a source eNodeB based on a difference be-
tween an uplink timing of the source eNodeB and a down-
link timing of the source eNodeB and a difference be-
tween an uplink timing of the target NodeB and a downlink
timing of the target NodeB. In another instance, the user
equipment determines the uplink timing advance of the
target NodeB based on the modified current uplink timing
advance of the source eNodeB.

Brief Description of the Drawings

[0004]

FIG. 1 is a diagram illustrating a timing advance sce-
nario according to one embodiment.

FIG. 2 is a flowchart of a method for timing advance
adjustment delay for according to one embodiment.

[0005] US 2015/271723 A1 discloses that a user
equipment determines an uplink timing advance of a tar-
get NodeB, such as an uplink dedicated physical channel
transmit timing, during handover transition when the user
equipment receives a handover command without a ran-
dom access configuration. In one instance, the user
equipment modifies a current timing advance of a source
eNodeB based on a difference between an uplink timing
of the source eNodeB and a downlink timing of the source
eNodeB and a difference between an uplink timing of the
target NodeB and a downlink timing of the target NodeB.
In another instance, the user equipment determines the
uplink timing advance of the target NodeB based on the
modified current uplink timing advance of the source eN-
odeB.
[0006] 3GPP document: "Discussion on the TA adjust-
ment delay for shortened TTI and reduced processing",
3GPP DRAFT; R4-1705055, discloses aspects of timing
advance adjustment delays for shortened TTIs i.e., com-
pared to normal TTI.

Brief Description of the Drawings

[0007]

FIG. 1 is a diagram illustrating a timing advance sce-
nario according to one embodiment.
FIG. 2 is a flowchart of a method for timing advance
adjustment delay for according to one embodiment.
FIG. 3 is a diagram illustrating an example timing
advance scenario according to one embodiment.
FIG. 4 is a flowchart of a method for timing advance
adjustment delay according to one embodiment.
FIG. 5 is a diagram illustrating an example timing
advance scenario according to one embodiment.
FIG. 6 is a flowchart of a method to determine a timing
advance adjustment amount according to one em-
bodiment.
FIG. 7 illustrates an architecture of a system of a
network in accordance with some embodiments.
FIG. 8 illustrates an architecture of a system of a
network in accordance with some embodiments.
FIG. 9 illustrates example components of a device
in accordance with some embodiments.
FIG. 10 illustrates example interfaces of baseband
circuitry in accordance with some embodiments.
FIG. 11 is a block diagram illustrating components,
according to some example embodiments, able to
read instructions from a machine-readable or com-
puter-readable medium and perform any one or
more of the methodologies discussed herein.
FIG. 12 is a flowchart of a method for a UE according
to an example embodiment.
FIG. 13, which is a flowchart of a process for a RAN
node according to an example embodiment.
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Detailed Description of Preferred Embodiments

[0008] The present invention is defined by the features
of the independent claims. Preferred advantageous em-
bodiments thereof are defined by the sub-features of the
dependent claims. The following detailed description re-
fers to the accompanying drawings. The same reference
numbers may be used in different drawings to identify
the same or similar elements. In the following description,
for purposes of explanation and not limitation, specific
details are set forth such as particular structures, archi-
tectures, interfaces, techniques, etc. in order to provide
a thorough understanding of the various aspects of var-
ious embodiments. However, it will be apparent to those
skilled in the art having the benefit of the present disclo-
sure that the various aspects of the various embodiments
may be practiced in other examples that depart from
these specific details. In certain instances, descriptions
of well-known devices, circuits, and methods are omitted
so as not to obscure the description of the various em-
bodiments with unnecessary detail. For the purposes of
the present document, the phrase "A or B" means (A),
(B), or (A and B).
[0009] As discussed in detail below, for a UE config-
ured for carrier aggregation (CA) or dual connectivity
(DC), different timing advance (TA) adjustment delays
corresponding to different transmission time intervals
(TTIs) from different serving cells may result in multiple
simultaneous timing adjustments to be made by the UE.
In various situations, however, the UE cannot make mul-
tiple timing adjustments at the same time. For example,
while a CA capable UE may support multiple TAs, a TA
command may be associated with a TA group (TAG),
wherein the cells in the TAG use the same TA. Thus, in
certain CA and/or DC embodiments disclosed herein, the
UE selects and implements one unique TA adjustment
delay even if two or more serving cells transmit with dif-
ferent TTIs. In one embodiment, the UE uses a prede-
termined TA adjustment delay for each of a plurality of
TA commands received from serving cells with different
TTI lengths. For example, under CA, the UE may use a
TA adjustment delay of n+5 milliseconds (ms) for both 1
ms TTI and 0.5 ms TTI (or other shortened TTI), where
n is a subframe in which a TA command is received. In
another embodiment, the UE uses a TA adjustment delay
that is a maximum value of the TA adjustment delays for
the TTIs from the different serving cells.
[0010] Wireless mobile communication technologies
may provide for uplink timing. To preserve the orthogo-
nality in uplink, the uplink transmissions from multiple
UEs are time aligned at the eNodeB. Because UEs may
be located at different distances from the eNodeB, each
of the UEs initiates its uplink transmission at different
times. A UE far from the eNodeB starts transmission ear-
lier than a UE close to the eNodeB. This may be achieved
by TA of the uplink transmissions. Using TA, a UE starts
its uplink transmission before a reference time given by
the timing of the downlink signal received by the UE. The

UE transmission timing may be adjusted, for example,
based on TA commands received from the network. A
TA adjustment delay specifies how long (or how many
subframes or transmission time intervals) the UE waits
after receiving a TA command to adjust its timing based
on a value received in the TA command. For example,
an LTE system may specify that the UE adjusts the timing
of its uplink transmission timing at subframe n+6 for a TA
command received in subframe n.
[0011] To reduce latency, certain wireless networks or
cells within a wireless network may use a shortened
transmission time interval (TTI). For example, whereas
an LTE network uses a 1 ms TTI corresponding to a sub-
frame comprising two 0.5 ms slots that each include sev-
en orthogonal frequency-division multiplexing symbols
(OS) (e.g., for normal cyclic prefix), newer systems may
include cells configured for 7OS (1-slot) TTI and/or 2OS
TTI. Persons skilled in the art will recognize from the dis-
closure herein that other TTI lengths may also be used,
including those based on other subframe, slot, and OS
configurations.
[0012] For improved performance and processing
times, it is useful to reduce the TA adjustment delay for
shortened TTI. The TA adjustment delay applied to UEs
with legacy (e.g., 1 ms) TTI is defined as n+6 subframes
for both single carrier and CA/DC cases, where a TA
command is received at subframe n. A number of
schemes have been proposed for reducing the TA ad-
justment delay under shortened TTI for the single carrier
case. However, there is also a need to modify the TA
adjustment delay under shortened TTI for the CA and/or
DC cases. Embodiments herein provide for TA adjust-
ment delay for shortened TTI under CA or DC scenarios.
[0013] The TA command may be unicasted through a
physical downlink shared channel (PDSCH). In a CA or
DC case, it may be impossible for the UE to receive mul-
tiple TA commands at the same time or in one subframe.
For 1ms TTI, there may be one unique TA adjustment
delay of n+6 TTI. Under the CA case, different TA com-
mands from a primary cell (PCell) and secondary cell
(SCell) may not apply simultaneously. One observation
under shortened TTI (sTTI) is that if different TA adjust-
ment delays are allowed for CA/DC cases, there may be
a situation that the UE is instructed to implement different
TA commands from either PCell or SCell simultaneously.
[0014] For example, FIG. 1 is a diagram illustrating a
timing scenario wherein a UE has been instructed to ap-
ply two TA commands simultaneously due to differing TA
adjustment delay timing schemes on separate serving
cells. In FIG. 1, a UE (not shown) utilizes carrier aggre-
gation and/or dual connectivity methods and is in com-
munication with a PCell (not shown) and an SCell (not
shown). The UE receives signals from the PCell on a
PCell component carrier (CC) 102 and from the SCell on
an SCell component carrier 112. In this example, the
PCell component carrier 102 is configured for 1 ms TTI,
each TTI corresponding to a subframe (six shown). The
SCell component carrier 112 is configured for slot TTI
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(also referred to herein as 7OS TTI or 0.5 ms TTI), each
TTI corresponding to a slot (twelve shown) of a subframe.
The UE receives a TA command (TAPCell) with 1ms TTI
from the PCell at time T1 and a TA command (TASCell)
with 7OS TTI from the SCell at time T2 (T2 = T1+1ms).
In this example, the TA adjustment delay for the 1ms TTI
is n+4 TTI and the TA adjustment delay for the 7OS TTI
is n+6 x slot (where TTI = 1 slot). Thus, the UE is to
implement the TA command (TAPCell) from the PCell at
time 106 (T1 + 4 TTI) and the TA command (TASCell)
from the SCell at time 116 (T2 + 6 x slot), where the time
106 is the same as the time 116. This may be problematic
because the two TA commands (TAPCell and TASCell)
may include different TA values for the UE to apply. The
UE response in this situation is undefined.
[0015] Certain embodiments herein avoid the scenario
shown in FIG. 1 using a single TA adjustment delay for
different TTI lengths. Instead of using different TA ad-
justment delays corresponding to different TTI lengths or
durations from one or more of a plurality of serving cells,
a UE is instead configured to use a single TA adjustment
delay on each of the TA commands received on one or
more component carriers. Using a single TA adjustment
delay value for shortened TTI under carrier aggregation
can successfully address the issue that one UE might
implement multiple timing adjustments at the same time
if different TA adjustment delays are applied for different
TTIs in the carrier aggregation/dual connectivity case.
[0016] FIG. 2 is a flowchart of a method 200 for TA
adjustment delay for CA or DC with multiple TTIs accord-
ing to one embodiment. The method 200 includes receiv-
ing 202 a first TA command from a first serving cell at
time T1. The method 200 further includes receiving 204
a second TA command from a second serving cell at time
T2 (where T2 ≠ T1). The method 200 further includes
applying 206 the first TA command at time T1 + K, where
K is a constant TA adjustment delay that is imposed on
TA commands from each of the first and second serving
cells. The method further includes applying 208 the sec-
ond TA adjustment at time T2 + K (again, where K is a
constant TA adjustment delay period that is imposed on
TA commands from each of the first and second serving
cells).
[0017] Supposing that multiple TA commands are not
received from multiple serving cells at the same time, the
method 200 recognizes that the use of a constant TA
adjustment delay K with TA commands received on both
component carriers (rather than a TA adjustment delay
based on the TTI length used on the serving cell providing
the TA command, which may vary between serving cells)
helps avoid simultaneous application of multiple TA com-
mands received between those two component carriers.
[0018] The constant TA adjustment delay K may be an
amount of time unrelated to the type of TTI from either
PCell or SCell. In certain embodiments, however, the UE
adjusts the uplink timing at the first subframe boundary
following the selected TA adjustment delay. Further, it is
contemplated that the constant TA adjustment delay K

may be measured in terms of time (e.g., milliseconds),
TTIs, subframes, slots, sub-slots, or any other unit of
measure which may be used to provide a constant TA
adjustment delay.
[0019] Multiple systems using CA/DC and capable of
using the method described in FIG. 2 are possible. For
example, one system may be configured to apply a con-
stant delay K to a TA command received from a first serv-
ing cell on a first component carrier even in cases where
there is no intervening TA command is received from a
second serving cell on a second component carrier. An-
other system may only apply constant delay K to a TA
command received on a first component carrier in the
case that an intervening TA command is received on a
second component carrier prior to the TA event corre-
sponding to the first TA command. Otherwise, it may sim-
ply use the TA adjustment delay associated with the type
of TTI or TTI length used by the serving cell correspond-
ing to the first component carrier, because with only one
TA command received prior to that TA command’s ap-
plication, there is no chance for a conflict.
[0020] FIG. 3 is a diagram illustrating a timing scenario
wherein an example constant TA adjustment delay of
5ms is used for multiple serving cells, according to the
method shown in FIG. 2. In FIG. 3, a UE (not shown)
utilizes carrier aggregation and/or dual connectivity
methods and is in communication with a PCell (not
shown) and an SCell (not shown). The UE receives sig-
nals from the PCell on a PCell component carrier 302
and from the SCell on an SCell component carrier 312.
In this example, the PCell component carrier 302 is con-
figured for 1 ms TTI, each TTI corresponding to a sub-
frame (seven shown). The SCell component carrier 312
is configured for slot TTI, each TTI corresponding to a
0.5 ms slot (fourteen shown). Following the method dis-
cussed in relation to FIG. 2, the PCell component carrier
302 is configured for an n+5ms TA adjustment delay
scheme and the SCell component carrier 312 is config-
ured for an n+5ms TA adjustment delay scheme. The
choice of 5ms is less than the LTE TA adjustment delay
of n+6, and is provided by way of example. Skilled per-
sons will recognize from the disclosure herein that other
predetermined TA adjustment delays may also be used
for both the PCell and the SCell.
[0021] In the example of FIG. 3, the UE receives a
PCell TA command (TAPCell) from the PCell at time T1.
The UE applies the PCell TA command (TAPCell) at time
306 (T1 + 5ms). The UE also receives an SCell TA com-
mand (TASCell) from the SCell at time T2. The UE ap-
plies the SCell TA command (TASCell) at time 316 (T2
+ 5ms). As shown, the time 306 is different than the time
316. Thus, there is no issue with simultaneous TA com-
mand application at the UE.
[0022] FIG. 4 is a flowchart of a method 400 for TA
adjustment delay for CA or DC with multiple TTIs accord-
ing to one embodiment. The method 400 includes receiv-
ing 402 a first TA command from a first serving cell at
time T1. The method 400 further includes receiving 404
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a second TA command from a second serving cell at time
T2 (where T2 ≠ T1). The method 400 further includes
selecting 406 a maximum TA adjustment delay from (i.e.,
the larger of) the TA adjustment delays for the types of
TTI from the first and second serving cells. The method
400 further includes applying 408 the first TA command
at time T1 + M. The method 400 further includes applying
410 the second TA command at time T2 + M.
[0023] Modifications of the method 400 are contem-
plated. For example, it may be that selecting 406 a max-
imum adjustment delay M occurs at a time prior to the
actual receipt and/or receipt of a first and/or second TA
command from one or both of the serving cells. This may
occur because the UE is capable of determining the TA
adjustment delays associated with the types of TTI from
the first and second serving cells prior to the actual receipt
of one or more TA commands from the first and second
serving cells.
[0024] Supposing that multiple TA commands are not
received from multiple serving cells at the same time, the
method 400 recognizes that the use of a single TA ad-
justment delay M on TA commands received on both
component carriers (rather than a TA adjustment delay
based on the TTI length used on the serving cell providing
the TA command, which may vary between serving cells)
helps avoid simultaneous application of multiple TA com-
mands received between those two component carriers.
The single TA adjustment delay M may be measured in
terms of time (e.g., milliseconds), TTIs, subframes, slots,
sub-slots, or any other unit of measure which may be
used to provide a constant TA adjustment delay.
[0025] Multiple systems using CA/DC and capable of
using the method described in FIG. 4 are possible. For
example, one system may be configured to apply a single
delay M to a TA command received on a first component
carrier even in cases where there is no intervening TA
command from a second serving cell is received on a
second component carrier. Another system may only ap-
ply a single delay M to a TA command from a first serving
cell on a first component carrier in the case that an inter-
vening TA command is received from a second serving
cell on a second component carrier. Otherwise, it may
simply use the TA adjustment delay associated with the
type of TTI or TTI length used by the serving cell corre-
sponding to the first component carrier, because with on-
ly one TA command received prior to that TA command’s
application, there is no chance for a conflict.
[0026] In certain embodiments, systems capable of us-
ing the method shown in FIG. 4 may compare the TA
adjustment delays associated with the various types of
TTI used by separate serving cells (no matter how those
delays are measured) by reducing those different
amounts to one or more raw time amounts. These raw
time amounts may then be how the TA adjustment delay
that is applied to TA commands from any serving cell is
measured. Alternatively, it is also possible that some
measurements of TA adjustment delay corresponding to
the types of TTI used by different serving cells are ame-

nable to being compared without being reduced to raw
time amounts (e.g., two serving cells using TTI schemes
corresponding to a 5 slot and 6 slot delay, respectively).
In this case, the longer delay that is applied to the TA
commands from the serving cells serving the UE may
instead, but is not required to, be measured in those
terms (e.g., 6 slots). Further, it is contemplated that com-
parisons between delay schemes with other common
factors may be compared and delays calculated and ap-
plied, by leveraging those common factors and without
calculating raw time amounts (e.g., modifying subslots
by a factor of 2 to compare them to slots, which are twice
the length of a subslot, and applying the TA adjustment
delay to TA commands from any serving cell in terms of
slots).
[0027] FIG. 5 is a diagram illustrating a timing scenario
wherein a maximum value of a TA adjustment delay is
used across multiple component carriers, according to
the method shown in FIG. 4. In FIG. 5, a UE (not shown)
utilizes carrier aggregation and/or dual connectivity
methods and is in communication with a PCell (not
shown) and an SCell (not shown). The UE receives sig-
nals from the PCell on a PCell component carrier 502
and from the SCell on an SCell component carrier 512.
In this example, the PCell component carrier 502 is con-
figured for slot TTI (14 slots shown) and the SCell com-
ponent carrier 312 is configured for subframe TTI (7 sub-
frames shown). Also in this example, slot TTI is config-
ured for a T+12 slot TA adjustment delay scheme and
subframe TTI is configured for a T+5 subframe TA ad-
justment delay scheme, where T corresponds to a time
(e.g., a slot or subframe) where a corresponding TA com-
mand is received. During CA or DC operation, according
to the method discussed in relation to FIG. 4, the UE
selects the T+12 slot TA adjustment delay for both the
PCell component carrier 502 and the SCell component
carrier 512, wherein the T+12 slot TA adjustment is larger
than the T+5 subframe TA adjustment.
[0028] Thus, after the UE receives a PCell TA com-
mand (TAPCell) from the PCell at T1, the UE applies the
PCell TA command (TAPCell) at time 506 (T1 + 12 slot).
Further, after the UE receives an SCell TA command
(TASCell) from the SCell at time T2, the UE applies the
SCell TA command (TASCell) at time 516 (T2 + 12 slot).
As shown, the time 506 is different than the time 516.
Thus, there is no issue with simultaneous TA command
application by the UE.
[0029] FIG. 6 is a flowchart 600 of a method that may
be used to determine a single TA adjustment amount to
be applied by the UE at an indicated time when separate
TA commands would otherwise require multiple TA ad-
justment amounts to apply simultaneously at the indicat-
ed time. As opposed to modifying the TA adjustment de-
lay for one or more TA commands received on separate
component carriers associated with separate serving
cells (as described above in relation to FIGS. 2-5), the
method 600 instead determines a single TA adjustment
amount to use at the time indicated to apply after the
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associated TA adjustment delays.
[0030] The method 600 includes determining 602 a first
time indicated for the application of a first TA correspond-
ing to a first TA command. The method 600 further in-
cludes determining 604 a second time indicated for the
application of a second TA event corresponding to a sec-
ond TA command. The TA commands may be received
on separate component carriers (as described above).
[0031] The method 600 further includes determining
606 whether the first time equals the second time. If the
first time does not equal the second time, the method
600 includes selecting 608 and applying the first TA at
the first time and the second TA at the second time. If,
however, the first time equals the second time, the meth-
od 600 includes selecting 610 and applying only one TA
adjustment amount indicated by the TA commands. The
TA adjustment amount selected may be the largest of
the instructed TA adjustment amounts, or it may be the
smallest of the instructed TA adjustment amounts. For
example, it may be advantageous to select the largest
of the instructed TA adjustment amounts because that
larger delay amount represents a delay that is known to
be sufficiently long for each of the multiple carriers cor-
responding to the serving nodes that sent the conflicting
TA commands to continue communicating with a UE
without error. It is contemplated that a TA adjustment
amount selected may instead be the smallest of the in-
structed TA adjustment amounts, or perhaps some other
instructed TA adjustment amount. For example, in some
embodiments, the UE selects the TA adjustment amount
received in the TA command from the PCell. In other
embodiments, the UE may select the TA adjustment
amount received in the TA command from an SCell.
[0032] While the method 600 has been described in
terms of a two TA commands, persons skilled in the art
will recognize that the method 600 can be extended. It
is anticipated that a given CA/DC case may use more
than two component carriers at once, thus making it pos-
sible that three, four, seven, or any other number of TA
commands might indicate that multiple (and differing) TA
adjustment amounts be applied simultaneously. Any
number and any combination of any plurality of TA com-
mands can be compared, and a single TA adjustment
amount picked from those TA commands, using the prin-
ciples disclosed in the method 600.
[0033] As discussed above, a TA command may be
associated with a TA group (TAG), wherein the cells in
the TAG use the same TA. In certain embodiments, upon
reception of a TA command or a timing adjustment indi-
cation for a TAG including the primary cell or PSCell, the
UE adjusts uplink transmission timing (e.g., for physical
uplink control channel (PUCCH), physical uplink shared
channel (PUSCH), and/or sounding reference signal
(SRS)) of the primary cell or PSCell based on the re-
ceived TA command or the timing adjustment indication.
The uplink transmission timing for PUSCH and/or SRS
of a secondary cell may be the same as the primary cell,
if the secondary cell and the primary cell belong to the

same TAG. In certain embodiments, if the UE is config-
ured with a secondary cell group (SCG), the uplink trans-
mission timing for PUSCH and/or SRS of a second cell
other than the PSCell may be the same as the PSCell,
if the secondary cell and the PSCell belong to the same
TAG.
[0034] In addition, or in other embodiments, upon re-
ception of a TA command or a timing adjustment indica-
tion for a TAG not including the primary cell or PSCell, if
all serving cells in the TAG have the same frame structure
type, the UE adjusts uplink transmission timing for
PUSCH and/or SRS of all the secondary cells in the TAG
based on the received TA command or the timing adjust-
ment indication, where the uplink transmission timing for
PUSCH and/or SRS is the same for all the secondary
cells in the TAG. In certain embodiments, upon reception
of a TA command or a timing adjustment indication for a
TAG not including the primary cell or PSCell, if a serving
cell in the TAG has a different frame structure type com-
pared to the frame structure type of another serving cell
in the same TAG, the UE adjusts the uplink transmission
timing for PUSCH and/or SRS of all the secondary cells
in the TAG using a predetermined offset value regardless
of the frame structure type of the serving cells and based
on the received TA command or the timing adjustment
indication, where the uplink transmission timing for
PUSCH and/or SRS is the same for all the secondary
cells in the TAG.
[0035] The embodiments herein apply to various
processing time reduction schemes. For example, in cer-
tain embodiments, when 1 ms TTI and 4 subframe hybrid
automatic repeat request (HARQ) processing is used,
the UE adjusts the timing of its uplink transmission timing
at subframe n+6 for a TA command received in subframe
n. However, when 1 ms TTI and 3 subframe HARQ
processing is used and the TA command is received in
subframe n, the UE adjusts the timing of its uplink trans-
mission timing at subframe n+5. Further, when slot TTI
is used, the UE adjusts the timing of its uplink transmis-
sion timing at slot p+8, where the TA command is re-
ceived in slot p. For subslot TTI with 4 subslot HARQ
processing, the UE adjusts the timing of its uplink trans-
mission timing at q+16, where the TA command is re-
ceived in subslot q. Similarly, for subslot TTI with 6 sub-
slot HARQ processing, the UE adjusts the timing of its
uplink transmission timing at q+18, where the TA com-
mand is received in subslot q. For subslot TTI with 8
subslot HARQ processing, the UE adjusts the timing of
its uplink transmission timing at q+20, where the TA com-
mand is received in subslot q. Many other examples are
possible. In certain embodiments of these examples, the
UE adjusts the uplink timing at the first subframe bound-
ary following the indicated TA adjustment delays.
[0036] The following are additional examples, accord-
ing to certain embodiments.
[0037] In example 1A, under the carrier aggregation
case, the timing advance (TA) adjustment delay may be
n+5ms for both 1ms transmission time interval (TTI), 7OS
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(1-slot) TTI, and 2OS TTI.
[0038] In example 2A, under the dual connectivity
case, the TA adjustment delay may be n+5ms for both
1ms TTI, 7OS (1-slot) TTI, and 2OS TTI.
[0039] In example 3A, one uniform TA adjustment de-
lay may be used for different (shortened) TTIs under car-
rier aggregation/dual connectivity.
[0040] In example 4A, under the carrier aggregation
case, different TA adjustment delays for different TTIs
may result in multiple timing adjustments simultaneously
being implemented at one user equipment (UE).
[0041] In example 5A, under the dual connectivity
case, different TA adjustment delays for different TTIs
may result in multiple timing adjustments simultaneously
being implemented at one UE.
[0042] Example 6A may include an apparatus compris-
ing means to perform one or more elements of a method
described in or related to any of examples 1A-5A, or any
other method or process described herein.
[0043] Example 7A may include one or more non-tran-
sitory computer-readable media comprising instructions
to cause an electronic device, upon execution of the in-
structions by one or more processors of the electronic
device, to perform one or more elements of a method
described in or related to any of examples 1A-5A, or any
other method or process described herein.
[0044] Example 8A may include an apparatus compris-
ing logic, modules, or circuitry to perform one or more
elements of a method described in or related to any of
examples 1A-5A, or any other method or process de-
scribed herein.
[0045] Example 9A may include a method, technique,
or process as described in or related to any of examples
1A-5A, or portions or parts thereof.
[0046] Example 10A may include an apparatus com-
prising: one or more processors and one or more com-
puter readable media comprising instructions that, when
executed by the one or more processors, cause the one
or more processors to perform the method, techniques,
or process as described in or related to any of examples
1A-5A, or portions thereof.
[0047] Example 11A may include a signal as described
in or related to any of examples 1A-5A, or portions or
parts thereof.
[0048] Example 1B may include a user equipment (UE)
comprising: means for identifying or causing to identify
a plurality of signals respectively from different serving
cells; means for processing or causing to process the
plurality of received signals; means for identifying or
causing to identify, based on the processed plurality of
received signals, time advance (TA) adjustment delays
respectively for a plurality of transmission time intervals
from the different serving cells; and means for determin-
ing or causing to determine a TA adjustment delay for
the UE.
[0049] Example 2B may include the subject matter of
example 1B, or of any other example herein, wherein the
TA adjustment delay for the UE is a maximum value of

the respective TA adjustment delays from the different
serving cells.
[0050] Example 3B may include the subject matter of
example 1B, or of any other example herein, wherein one
or more serving cells may respectively have different
TTIs.
[0051] Example 4B may include the subject matter of
example 1B, or of any other example herein, wherein the
plurality of signals are received using carrier aggregation
(CA).
[0052] Example 5B may include the subject matter of
example 1B, or of any other example herein, wherein the
plurality of signals are received using dual connectivity
(DC).
[0053] Example 6B may include an evolved NodeB
(eNB) comprising: means for determining or causing to
determine a transmission time interval (TTI) to transmit
to a user equipment (UE); and means for transmitting or
causing to transmit the determined TTI to the UE.
[0054] Example 7B may include the subject matter of
example 6B, or of any other example herein, wherein
means for transmitting or causing to transmit the deter-
mined TTI further includes means for transmitting or
causing to transmit the determined TTI using carrier ag-
gregation (CA) or dual connectivity (DC).
[0055] Example 8B may include under the CA/DC
case, the TA adjustment delay could be maximum value
of the TA adjustment delays for the TTIs from different
serving cells.
[0056] Example 9B may include under the CA/DC
case, one unique TA adjustment delay should be applied
at UE even if serving cells transmit with different TTIs.
[0057] Example 10B may include it has observed that
under the CA/DC case, different TA adjustment delays
for the TTIs from different serving cells may result in mul-
tiple timing adjustments simultaneously be implemented
at UE.
[0058] Example 11B may include user equipment (UE)
to: identify or cause to identify a plurality of signals re-
spectively from different serving cells; process or cause
to process the plurality of received signals; identify or
cause to identify, based on the processed plurality of re-
ceived signals, time advance (TA) adjustment delays re-
spectively for a plurality of transmission time intervals
from the different serving cells; and determine or cause
to determine a TA adjustment delay for the UE.
[0059] Example 12B may include the subject matter of
example 11B, or of any other example herein, wherein
the TA adjustment delay for the UE is a maximum value
of the respective TA adjustment delays from the different
serving cells.
[0060] Example 13B may include the subject matter of
example 11B, or of any other example herein, wherein
one or more serving cells may respectively have different
TTIs.
[0061] Example 14B may include the subject matter of
example 11B, or of any other example herein, wherein
the plurality of signals are received using carrier aggre-

11 12 



EP 3 665 975 B1

8

5

10

15

20

25

30

35

40

45

50

55

gation (CA).
[0062] Example 15B may include the subject matter of
example 11B, or of any other example herein, wherein
the plurality of signals are received using dual connec-
tivity (DC).
[0063] Example 16B may include an evolved NodeB
(eNB) to: determine or cause to determine a transmission
time interval (TTI) to transmit to a user equipment (UE);
and transmit or cause to transmit the determined TTI to
the UE.
[0064] Example 17B may include the subject matter of
example 16B, or of any other example herein, wherein
transmit or cause to transmit the determined TTI further
includes transmit or cause to transmit the determined TTI
using carrier aggregation (CA) or dual connectivity (DC).
[0065] Example 18B may include a method for imple-
menting a user equipment (UE) comprising: identifying
or causing to identify a plurality of signals respectively
from different serving cells; processing or causing to
process the plurality of received signals; identifying or
causing to identify, based on the processed plurality of
received signals, time advance (TA) adjustment delays
respectively for a plurality of transmission time intervals
from the different serving cells; and determining or caus-
ing to determine a TA adjustment delay for the UE.
[0066] Example 19B may include the subject matter of
example 18B, or of any other example herein, wherein
the TA adjustment delay for the UE is a maximum value
of the respective TA adjustment delays from the different
serving cells.
[0067] Example 20B may include the subject matter of
example 18B, or of any other example herein, wherein
one or more serving cells may respectively have different
TTIs.
[0068] Example 21B may include the subject matter of
example 18B, or of any other example herein, wherein
the plurality of signals are received using carrier aggre-
gation (CA).
[0069] Example 22B may include the subject matter of
example 18B, or of any other example herein, wherein
the plurality of signals are received using dual connec-
tivity (DC).
[0070] Example 23B may include a method for imple-
menting an evolved NodeB (eNB) comprising: determin-
ing or causing to determine a transmission time interval
(TTI) to transmit to a user equipment (UE); and transmit-
ting or causing to transmit the determined TTI to the UE.
[0071] Example 24B may include the subject matter of
example 23B, or of any other example herein, wherein
transmitting or causing to transmit the determined TTI
further includes transmitting or causing to transmit the
determined TTI using carrier aggregation (CA) or dual
connectivity (DC).
[0072] Example 25B may include an apparatus com-
prising means to perform one or more elements of a
method described in or related to any of examples 1B-
24B, or any other method or process described herein.
[0073] Example 26B may include one or more non-

transitory computer-readable media comprising instruc-
tions to cause an electronic device, upon execution of
the instructions by one or more processors of the elec-
tronic device, to perform one or more elements of a meth-
od described in or related to any of examples 1B-24B, or
any other method or process described herein.
[0074] Example 27B may include an apparatus com-
prising logic, modules, or circuitry to perform one or more
elements of a method described in or related to any of
examples 1B-24B, or any other method or process de-
scribed herein.
[0075] Example 28B may include a method, technique,
or process as described in or related to any of examples
1B-24B, or portions or parts thereof.
[0076] Example 29B may include an apparatus com-
prising: one or more processors and one or more com-
puter readable media comprising instructions that, when
executed by the one or more processors, cause the one
or more processors to perform the method, techniques,
or process as described in or related to any of examples
1B-24B, or portions thereof.
[0077] Example 30B may include a signal as described
in or related to any of examples 1B-24B, or portions or
parts thereof.
[0078] Example 31B may include a signal in a wireless
network as shown and described herein.
[0079] Example 32B may include a method of commu-
nicating in a wireless network as shown and described
herein.
[0080] Example 33B may include a system for provid-
ing wireless communication as shown and described
herein.
[0081] Example 34B may include a device for providing
wireless communication as shown and described herein.
[0082] FIG. 7 illustrates an architecture of a system
700 of a network in accordance with some embodiments.
The system 700 is shown to include a user equipment
(UE) 701 and a UE 702. The UEs 701 and 702 are illus-
trated as smartphones (e.g., handheld touchscreen mo-
bile computing devices connectable to one or more cel-
lular networks), but may also comprise any mobile or
non-mobile computing device, such as Personal Data
Assistants (PDAs), pagers, laptop computers, desktop
computers, wireless handsets, or any computing device
including a wireless communications interface.
[0083] In some embodiments, any of the UEs 701 and
702 can comprise an Internet of Things (IoT) UE, which
can comprise a network access layer designed for low-
power IoT applications utilizing short-lived UE connec-
tions. An IoT UE can utilize technologies such as ma-
chine-to-machine (M2M) or machine-type communica-
tions (MTC) for exchanging data with an MTC server or
device via a public land mobile network (PLMN), Prox-
imity-Based Service (ProSe) or device-to-device (D2D)
communication, sensor networks, or IoT networks. The
M2M or MTC exchange of data may be a machine-initi-
ated exchange of data. An IoT network describes inter-
connecting IoT UEs, which may include uniquely identi-
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fiable embedded computing devices (within the Internet
infrastructure), with short-lived connections. The IoT UEs
may execute background applications (e.g., keep-alive
messages, status updates, etc.) to facilitate the connec-
tions of the IoT network.
[0084] The UEs 701 and 702 may be configured to
connect, e.g., communicatively couple, with a radio ac-
cess network (RAN) 710. The RAN 710 may be, for ex-
ample, an Evolved Universal Mobile Telecommunica-
tions System (UMTS) Terrestrial Radio Access Network
(E-UTRAN), a NextGen RAN (NG RAN), or some other
type of RAN. The UEs 701 and 702 utilize connections
703 and 704, respectively, each of which comprises a
physical communications interface or layer (discussed in
further detail below); in this example, the connections
703 and 704 are illustrated as an air interface to enable
communicative coupling, and can be consistent with cel-
lular communications protocols, such as a Global System
for Mobile Communications (GSM) protocol, a code-di-
vision multiple access (CDMA) network protocol, a Push-
to-Talk (PTT) protocol, a PTT over Cellular (POC) pro-
tocol, a Universal Mobile Telecommunications System
(UMTS) protocol, a 3GPP Long Term Evolution (LTE)
protocol, a fifth generation (5G) protocol, a New Radio
(NR) protocol, and the like.
[0085] In this embodiment, the UEs 701 and 702 may
further directly exchange communication data via a
ProSe interface 705. The ProSe interface 705 may alter-
natively be referred to as a sidelink interface comprising
one or more logical channels, including but not limited to
a Physical Sidelink Control Channel (PSCCH), a Physical
Sidelink Shared Channel (PSSCH), a Physical Sidelink
Discovery Channel (PSDCH), and a Physical Sidelink
Broadcast Channel (PSBCH).
[0086] The UE 702 is shown to be configured to access
an access point (AP) 706 via connection 707. The con-
nection 707 can comprise a local wireless connection,
such as a connection consistent with any IEEE 802.11
protocol, wherein the AP 706 would comprise a wireless
fidelity (WiFi®) router. In this example, the AP 706 may
be connected to the Internet without connecting to the
core network of the wireless system (described in further
detail below).
[0087] The RAN 710 can include one or more access
nodes that enable the connections 703 and 704. These
access nodes (ANs) can be referred to as base stations
(BSs), NodeBs, evolved NodeBs (eNBs), next Genera-
tion NodeBs (gNB), RAN nodes, and so forth, and can
comprise ground stations (e.g., terrestrial access points)
or satellite stations providing coverage within a geo-
graphic area (e.g., a cell). The RAN 710 may include one
or more RAN nodes for providing macrocells, e.g., macro
RAN node 711, and one or more RAN nodes for providing
femtocells or picocells (e.g., cells having smaller cover-
age areas, smaller user capacity, or higher bandwidth
compared to macrocells), e.g., low power (LP) RAN node
712.
[0088] Any of the RAN nodes 711 and 712 can termi-

nate the air interface protocol and can be the first point
of contact for the UEs 701 and 702. In some embodi-
ments, any of the RAN nodes 711 and 712 can fulfill
various logical functions for the RAN 710 including, but
not limited to, radio network controller (RNC) functions
such as radio bearer management, uplink and downlink
dynamic radio resource management and data packet
scheduling, and mobility management.
[0089] In accordance with some embodiments, the
UEs 701 and 702 can be configured to communicate us-
ing Orthogonal Frequency-Division Multiplexing (OFDM)
communication signals with each other or with any of the
RAN nodes 711 and 712 over a multicarrier communica-
tion channel in accordance various communication tech-
niques, such as, but not limited to, an Orthogonal Fre-
quency-Division Multiple Access (OFDMA) communica-
tion technique (e.g., for downlink communications) or a
Single Carrier Frequency Division Multiple Access (SC-
FDMA) communication technique (e.g., for uplink and
ProSe or sidelink communications), although the scope
of the embodiments is not limited in this respect. The
OFDM signals can comprise a plurality of orthogonal sub-
carriers.
[0090] In some embodiments, a downlink resource grid
can be used for downlink transmissions from any of the
RAN nodes 711 and 712 to the UEs 701 and 702, while
uplink transmissions can utilize similar techniques. The
grid can be a time-frequency grid, called a resource grid
or time-frequency resource grid, which is the physical
resource in the downlink in each slot. Such a time-fre-
quency plane representation is a common practice for
OFDM systems, which makes it intuitive for radio re-
source allocation. Each column and each row of the re-
source grid corresponds to one OFDM symbol and one
OFDM subcarrier, respectively. The duration of the re-
source grid in the time domain corresponds to one slot
in a radio frame. The smallest time-frequency unit in a
resource grid is denoted as a resource element. Each
resource grid comprises a number of resource blocks,
which describe the mapping of certain physical channels
to resource elements. Each resource block comprises a
collection of resource elements; in the frequency domain,
this may represent the smallest quantity of resources that
currently can be allocated. There are several different
physical downlink channels that are conveyed using such
resource blocks.
[0091] The physical downlink shared channel (PD-
SCH) may carry user data and higher-layer signaling to
the UEs 701 and 702. The physical downlink control
channel (PDCCH) may carry information about the trans-
port format and resource allocations related to the PD-
SCH channel, among other things. It may also inform the
UEs 701 and 702 about the transport format, resource
allocation, and H-ARQ (Hybrid Automatic Repeat Re-
quest) information related to the uplink shared channel.
Typically, downlink scheduling (assigning control and
shared channel resource blocks to the UE 702 within a
cell) may be performed at any of the RAN nodes 711 and
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712 based on channel quality information fed back from
any of the UEs 701 and 702. The downlink resource as-
signment information may be sent on the PDCCH used
for (e.g., assigned to) each of the UEs 701 and 702.
[0092] The PDCCH may use control channel elements
(CCEs) to convey the control information. Before being
mapped to resource elements, the PDCCH complex-val-
ued symbols may first be organized into quadruplets,
which may then be permuted using a sub-block interleav-
er for rate matching. Each PDCCH may be transmitted
using one or more of these CCEs, where each CCE may
correspond to nine sets of four physical resource ele-
ments known as resource element groups (REGs). Four
Quadrature Phase Shift Keying (QPSK) symbols may be
mapped to each REG. The PDCCH can be transmitted
using one or more CCEs, depending on the size of the
downlink control information (DCI) and the channel con-
dition. There can be four or more different PDCCH for-
mats defined in LTE with different numbers of CCEs (e.g.,
aggregation level, L=1, 2, 4, or 8).
[0093] Some embodiments may use concepts for re-
source allocation for control channel information that are
an extension of the above-described concepts. For ex-
ample, some embodiments may utilize an enhanced
physical downlink control channel (EPDCCH) that uses
PDSCH resources for control information transmission.
The EPDCCH may be transmitted using one or more
enhanced the control channel elements (ECCEs). Simi-
lar to above, each ECCE may correspond to nine sets of
four physical resource elements known as enhanced re-
source element groups (EREGs). An ECCE may have
other numbers of EREGs in some situations.
[0094] The RAN 710 is shown to be communicatively
coupled to a core network (CN) 720 -via an S1 interface
713. In embodiments, the CN 720 may be an evolved
packet core (EPC) network, a NextGen Packet Core
(NPC) network, or some other type of CN. In this embod-
iment the S1 interface 713 is split into two parts: the S1-
U interface 714, which carries traffic data between the
RAN nodes 711 and 712 and a serving gateway (S-GW)
722, and an S1-mobility management entity (MME) in-
terface 715, which is a signaling interface between the
RAN nodes 711 and 712 and MMEs 721.
[0095] In this embodiment, the CN 720 comprises the
MMEs 721, the S-GW 722, a Packet Data Network (PDN)
Gateway (P-GW) 723, and a home subscriber server
(HSS) 724. The MMEs 721 may be similar in function to
the control plane of legacy Serving General Packet Radio
Service (GPRS) Support Nodes (SGSN). The MMEs 721
may manage mobility aspects in access such as gateway
selection and tracking area list management. The HSS
724 may comprise a database for network users, includ-
ing subscription-related information to support the net-
work entities’ handling of communication sessions. The
CN 720 may comprise one or several HSSs 724, depend-
ing on the number of mobile subscribers, on the capacity
of the equipment, on the organization of the network, etc.
For example, the HSS 724 can provide support for rout-

ing/roaming, authentication, authorization, naming/ad-
dressing resolution, location dependencies, etc.
[0096] The S-GW 722 may terminate the S1 interface
713 towards the RAN 710, and routes data packets be-
tween the RAN 710 and the CN 720. In addition, the S-
GW 722 may be a local mobility anchor point for inter-
RAN node handovers and also may provide an anchor
for inter-3GPP mobility. Other responsibilities may in-
clude lawful intercept, charging, and some policy en-
forcement.
[0097] The P-GW 723 may terminate an SGi interface
toward a PDN. The P-GW 723 may route data packets
between the CN 720 (e.g., an EPC network) and external
networks such as a network including the application
server 730 (alternatively referred to as application func-
tion (AF)) via an Internet Protocol (IP) interface 725. Gen-
erally, an application server 730 may be an element of-
fering applications that use IP bearer resources with the
core network (e.g., UMTS Packet Services (PS) domain,
LTE PS data services, etc.). In this embodiment, the P-
GW 723 is shown to be communicatively coupled to an
application server 730 via an IP communications inter-
face 725. The application server 730 can also be config-
ured to support one or more communication services
(e.g., Voice-over-Internet Protocol (VoIP) sessions, PTT
sessions, group communication sessions, social net-
working services, etc.) for the UEs 701 and 702 via the
CN 720.
[0098] The P-GW 723 may further be a node for policy
enforcement and charging data collection. A Policy and
Charging Enforcement Function (PCRF) 726 is the policy
and charging control element of the CN 720. In a non-
roaming scenario, there may be a single PCRF in the
Home Public Land Mobile Network (HPLMN) associated
with a UE’s Internet Protocol Connectivity Access Net-
work (IP-CAN) session. In a roaming scenario with local
breakout of traffic, there may be two PCRFs associated
with a UE’s IP-CAN session: a Home PCRF (H-PCRF)
within a HPLMN and a Visited PCRF (V-PCRF) within a
Visited Public Land Mobile Network (VPLMN). The PCRF
726 may be communicatively coupled to the application
server 730 via the P-GW 723. The application server 730
may signal the PCRF 726 to indicate a new service flow
and select the appropriate Quality of Service (QoS) and
charging parameters. The PCRF 726 may provision this
rule into a Policy and Charging Enforcement Function
(PCEF) (not shown) with the appropriate traffic flow tem-
plate (TFT) and QoS class of identifier (QCI), which com-
mences the QoS and charging as specified by the appli-
cation server 730.
[0099] FIG. 8 illustrates an architecture of a system
800 of a network in accordance with some embodiments.
The system 800 is shown to include a UE 801, which
may be the same or similar to UEs 701 and 702 discussed
previously; a RAN node 811, which may be the same or
similar to RAN nodes 711 and 712 discussed previously;
a User Plane Function (UPF) 802; a Data network (DN)
803, which may be, for example, operator services, In-
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ternet access or 3rd party services; and a 5G Core Net-
work (5GC or CN) 820.
[0100] The CN 820 may include an Authentication
Server Function (AUSF) 822; a Core Access and Mobility
Management Function (AMF) 821; a Session Manage-
ment Function (SMF) 824; a Network Exposure Function
(NEF) 823; a Policy Control function (PCF) 826; a Net-
work Function (NF) Repository Function (NRF) 825; a
Unified Data Management (UDM) 827; and an Applica-
tion Function (AF) 828. The CN 820 may also include
other elements that are not shown, such as a Structured
Data Storage network function (SDSF), an Unstructured
Data Storage network function (UDSF), and the like.
[0101] The UPF 802 may act as an anchor point for
intra-RAT and inter-RAT mobility, an external PDU ses-
sion point of interconnect to DN 803, and a branching
point to support multi-homed PDU session. The UPF 802
may also perform packet routing and forwarding, packet
inspection, enforce user plane part of policy rules, law-
fully intercept packets (UP collection); traffic usage re-
porting, perform QoS handling for user plane (e.g. packet
filtering, gating, UL/DL rate enforcement), perform Uplink
Traffic verification (e.g., SDF to QoS flow mapping),
transport level packet marking in the uplink and downlink,
and downlink packet buffering and downlink data notifi-
cation triggering. UPF 802 may include an uplink classi-
fier to support routing traffic flows to a data network. The
DN 803 may represent various network operator servic-
es, Internet access, or third party services. NY 803 may
include, or be similar to application server 730 discussed
previously.
[0102] The AUSF 822 may store data for authentica-
tion of UE 801 and handle authentication related func-
tionality. Facilitates a common authentication framework
for various access types.
[0103] The AMF 821 may be responsible for registra-
tion management (e.g., for registering UE 801, etc.), con-
nection management, reachability management, mobil-
ity management, and lawful interception of AMF-related
events, and access authentication and authorization.
AMF 821 may provide transport for SM messages be-
tween and SMF 824, and act as a transparent proxy for
routing SM messages. AMF 821 may also provide trans-
port for short message service (SMS) messages be-
tween UE 801 and an SMS function (SMSF) (not shown
by FIG. 8). AMF 821 may act as Security Anchor Function
(SEA), which may include interaction with the AUSF 822
and the UE 801, receipt of an intermediate key that was
established as a result of the UE 801 authentication proc-
ess. Where USIM based authentication is used, the AMF
821 may retrieve the security material from the AUSF
822. AMF 821 may also include a Security Context Man-
agement (SCM) function, which receives a key from the
SEA that it uses to derive access-network specific keys.
Furthermore, AMF 821 may be a termination point of RAN
CP interface (N2 reference point), a termination point of
NAS (N1) signaling, and perform NAS ciphering and in-
tegrity protection.

[0104] AMF 821 may also support NAS signaling with
a UE 801 over an N3 interworking-function (IWF) inter-
face. The N3IWF may be used to provide access to un-
trusted entities. N33IWF may be a termination point for
the N2 and N3 interfaces for control plane and user plane,
respectively, and as such, may handle N2 signaling from
SMF and AMF for PDU sessions and QoS, encapsu-
late/de-encapsulate packets for IPSec and N3 tunneling,
mark N3 user-plane packets in the uplink, and enforce
QoS corresponding to N3 packet marking taking into ac-
count QoS requirements associated to such marking re-
ceived over N2. N3IWF may also relay uplink and down-
link control-plane NAS (N1) signaling between the UE
801 and AMF 821, and relay uplink and downlink user-
plane packets between the UE 801 and UPF 802. The
N3IWF also provides mechanisms for IPsec tunnel es-
tablishment with the UE 801.
[0105] The SMF 824 may be responsible for session
management (e.g., session establishment, modify and
release, including tunnel maintain between UPF and AN
node); UE IP address allocation & management (includ-
ing optional Authorization); Selection and control of UP
function; Configures traffic steering at UPF to route traffic
to proper destination; termination of interfaces towards
Policy control functions; control part of policy enforce-
ment and QoS; lawful intercept (for SM events and inter-
face to LI System); termination of SM parts of NAS mes-
sages; downlink Data Notification; initiator of AN specific
SM information, sent via AMF over N2 to AN; determine
SSC mode of a session. The SMF 824 may include the
following roaming functionality: handle local enforcement
to apply QoS SLAs (VPLMN); charging data collection
and charging interface (VPLMN); lawful intercept (in
VPLMN for SM events and interface to LI System); sup-
port for interaction with external DN for transport of sig-
naling for PDU session authorization/authentication by
external DN.
[0106] The NEF 823 may provide means for securely
exposing the services and capabilities provided by 3GPP
network functions for third party, internal exposure/re-
exposure, Application Functions (e.g., AF 828), edge
computing or fog computing systems, etc. In such em-
bodiments, the NEF 823 may authenticate, authorize,
and/or throttle the AFs. NEF 823 may also translate in-
formation exchanged with the AF 828 and information
exchanged with internal network functions. For example,
the NEF 823 may translate between an AF-Service-Iden-
tifier and an internal 5GC information. NEF 823 may also
receive information from other network functions (NFs)
based on exposed capabilities of other network functions.
This information may be stored at the NEF 823 as struc-
tured data, or at a data storage NF using a standardized
interfaces. The stored information can then be re-ex-
posed by the NEF 823 to other NFs and AFs, and/or used
for other purposes such as analytics.
[0107] The NRF 825 may support service discovery
functions, receive NF Discovery Requests from NF in-
stances, and provide the information of the discovered

19 20 



EP 3 665 975 B1

12

5

10

15

20

25

30

35

40

45

50

55

NF instances to the NF instances. NRF 825 also main-
tains information of available NF instances and their sup-
ported services.
[0108] The PCF 826 may provide policy rules to control
plane function(s) to enforce them, and may also support
unified policy framework to govern network behavior. The
PCF 826 may also implement a front end (FE) to access
subscription information relevant for policy decisions in
a UDR of UDM 827.
[0109] The UDM 827 may handle subscription-related
information to support the network entities’ handling of
communication sessions, and may store subscription da-
ta of UE 801. The UDM 827 may include two parts, an
application FE and a User Data Repository (UDR). The
UDM may include a UDM FE, which is in charge of
processing of credentials, location management, sub-
scription management and so on. Several different front
ends may serve the same user in different transactions.
The UDM-FE accesses subscription information stored
in the UDR and performs authentication credential
processing; user identification handling; access author-
ization; registration/mobility management; and subscrip-
tion management. The UDR may interact with PCF 826.
UDM 827 may also support SMS management, wherein
an SMS-FE implements the similar application logic as
discussed previously.
[0110] The AF 828 may provide application influence
on traffic routing, access to the Network Capability Ex-
posure (NCE), and interact with the policy framework for
policy control. The NCE may be a mechanism that allows
the 5GC and AF 828 to provide information to each other
via NEF 823, which may be used for edge computing
implementations. In such implementations, the network
operator and third party services may be hosted close to
the UE 801 access point of attachment to achieve an
efficient service delivery through the reduced end-to-end
latency and load on the transport network. For edge com-
puting implementations, the 5GC may select a UPF 802
close to the UE 801 and execute traffic steering from the
UPF 802 to DN 803 via the N6 interface. This may be
based on the UE subscription data, UE location, and in-
formation provided by the AF 828. In this way, the AF
828 may influence UPF (re)selection and traffic routing.
Based on operator deployment, when AF 828 is consid-
ered to be a trusted entity, the network operator may
permit AF 828 to interact directly with relevant NFs.
[0111] As discussed previously, the CN 820 may in-
clude an SMSF, which may be responsible for SMS sub-
scription checking and verification, and relaying SM mes-
sages to/from the UE 801 to/from other entities, such as
an SMS-GMSC/IWMSC/SMS-router. The SMS may also
interact with AMF 821 and UDM 827 for notification pro-
cedure that the UE 801 is available for SMS transfer (e.g.,
set a UE not reachable flag, and notifying UDM 827 when
UE 801 is available for SMS).
[0112] The system 800 may include the following serv-
ice-based interfaces: Namf: Service-based interface ex-
hibited by AMF; Nsmf: Service-based interface exhibited

by SMF; Nnef: Service-based interface exhibited by NEF;
Npcf: Service-based interface exhibited by PCF; Nudm:
Service-based interface exhibited by UDM; Naf: Service-
based interface exhibited by AF; Nnrf: Service-based in-
terface exhibited by NRF; and Nausf: Service-based in-
terface exhibited by AUSF.
[0113] The system 800 may include the following ref-
erence points: N1: Reference point between the UE and
the AMF; N2: Reference point between the (R)AN and
the AMF; N3: Reference point between the (R)AN and
the UPF; N4: Reference point between the SMF and the
UPF; and N6: Reference point between the UPF and a
Data Network. There may be many more reference points
and/or service-based interfaces between the NF services
in the NFs, however, these interfaces and reference
points have been omitted for clarity. For example, an N5
reference point may be between the PCF and the AF; an
N7 reference point may be between the PCF and the
SMF; an N11 reference point between the AMF and SMF;
etc. In some embodiments, the CN 820 may include an
Nx interface, which is an inter-CN interface between the
MME (e.g., MME 721) and the AMF 821 in order to enable
interworking between CN 820 and CN 720.
[0114] Although not shown by FIG. 8, system 800 may
include multiple RAN nodes 811 wherein an Xn interface
is defined between two or more RAN nodes 811 (e.g.,
gNBs and the like) that connecting to 5GC 820, between
a RAN node 811 (e.g., gNB) connecting to 5GC 820 and
an eNB (e.g., a RAN node 711 of FIG. 7), and/or between
two eNBs connecting to 5GC 820.
[0115] In some implementations, the Xn interface may
include an Xn user plane (Xn-U) interface and an Xn con-
trol plane (Xn-C) interface. The Xn-U may provide non-
guaranteed delivery of user plane PDUs and support/pro-
vide data forwarding and flow control functionality. The
Xn-C may provide management and error handling func-
tionality, functionality to manage the Xn-C interface; mo-
bility support for UE 801 in a connected mode (e.g., CM-
CONNECTED) including functionality to manage the UE
mobility for connected mode between one or more RAN
nodes 811. The mobility support may include context
transfer from an old (source) serving RAN node 811 to
new (target) serving RAN node 811; and control of user
plane tunnels between old (source) serving RAN node
811 to new (target) serving RAN node 811.
[0116] A protocol stack of the Xn-U may include a
transport network layer built on Internet Protocol (IP)
transport layer, and a GTP-U layer on top of a UDP and/or
IP layer(s) to carry user plane PDUs. The Xn-C protocol
stack may include an application layer signaling protocol
(referred to as Xn Application Protocol (Xn-AP)) and a
transport network layer that is built on an SCTP layer.
The SCTP layer may be on top of an IP layer. The SCTP
layer provides the guaranteed delivery of application lay-
er messages. In the transport IP layer point-to-point
transmission is used to deliver the signaling PDUs. In
other implementations, the Xn-U protocol stack and/or
the Xn-C protocol stack may be same or similar to the
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user plane and/or control plane protocol stack(s) shown
and described herein.
[0117] FIG. 9 illustrates example components of a de-
vice 900 in accordance with some embodiments. In some
embodiments, the device 900 may include application
circuitry 902, baseband circuitry 904, Radio Frequency
(RF) circuitry 906, front-end module (FEM) circuitry 908,
one or more antennas 910, and power management cir-
cuitry (PMC) 912 coupled together at least as shown.
The components of the illustrated device 900 may be
included in a UE or a RAN node. In some embodiments,
the device 900 may include fewer elements (e.g., a RAN
node may not utilize application circuitry 902, and instead
include a processor/controller to process IP data re-
ceived from an EPC). In some embodiments, the device
900 may include additional elements such as, for exam-
ple, memory/storage, display, camera, sensor, or in-
put/output (I/O) interface. In other embodiments, the
components described below may be included in more
than one device (e.g., said circuitries may be separately
included in more than one device for Cloud-RAN (C-
RAN) implementations).
[0118] The application circuitry 902 may include one
or more application processors. For example, the appli-
cation circuitry 902 may include circuitry such as, but not
limited to, one or more single-core or multi-core proces-
sors. The processor(s) may include any combination of
general-purpose processors and dedicated processors
(e.g., graphics processors, application processors, etc.).
The processors may be coupled with or may include
memory/storage and may be configured to execute in-
structions stored in the memory/storage to enable vari-
ous applications or operating systems to run on the de-
vice 900. In some embodiments, processors of applica-
tion circuitry 902 may process IP data packets received
from an EPC.
[0119] The baseband circuitry 904 may include circuit-
ry such as, but not limited to, one or more single-core or
multi-core processors. The baseband circuitry 904 may
include one or more baseband processors or control logic
to process baseband signals received from a receive sig-
nal path of the RF circuitry 906 and to generate baseband
signals for a transmit signal path of the RF circuitry 906.
Baseband processing circuity 904 may interface with the
application circuitry 902 for generation and processing
of the baseband signals and for controlling operations of
the RF circuitry 906. For example, in some embodiments,
the baseband circuitry 904 may include a third generation
(3G) baseband processor 904A, a fourth generation (4G)
baseband processor 904B, a fifth generation (5G) base-
band processor 904C, or other baseband processor(s)
904D for other existing generations, generations in de-
velopment or to be developed in the future (e.g., second
generation (2G), sixth generation (6G), etc.). The base-
band circuitry 904 (e.g., one or more of baseband proc-
essors 904A-D) may handle various radio control func-
tions that enable communication with one or more radio
networks via the RF circuitry 906. In other embodiments,

some or all of the functionality of baseband processors
904A-D may be included in modules stored in the mem-
ory 904G and executed via a Central Processing Unit
(CPU) 904E. The radio control functions may include,
but are not limited to, signal modulation/demodulation,
encoding/decoding, radio frequency shifting, etc. In
some embodiments, modulation/demodulation circuitry
of the baseband circuitry 904 may include Fast-Fourier
Transform (FFT), precoding, or constellation map-
ping/demapping functionality. In some embodiments, en-
coding/decoding circuitry of the baseband circuitry 904
may include convolution, tail-biting convolution, turbo, Vi-
terbi, or Low Density Parity Check (LDPC) encoder/de-
coder functionality. Embodiments of modulation/demod-
ulation and encoder/decoder functionality are not limited
to these examples and may include other suitable func-
tionality in other embodiments.
[0120] In some embodiments, the baseband circuitry
904 may include one or more audio digital signal proc-
essor(s) (DSP) 904F. The audio DSP(s) 904F may be
include elements for compression/decompression and
echo cancellation and may include other suitable
processing elements in other embodiments. Compo-
nents of the baseband circuitry may be suitably combined
in a single chip, a single chipset, or disposed on a same
circuit board in some embodiments. In some embodi-
ments, some or all of the constituent components of the
baseband circuitry 904 and the application circuitry 902
may be implemented together such as, for example, on
a system on a chip (SOC).
[0121] In some embodiments, the baseband circuitry
904 may provide for communication compatible with one
or more radio technologies. For example, in some em-
bodiments, the baseband circuitry 904 may support com-
munication with an evolved universal terrestrial radio ac-
cess network (EUTRAN) or other wireless metropolitan
area networks (WMAN), a wireless local area network
(WLAN), or a wireless personal area network (WPAN).
Embodiments in which the baseband circuitry 904 is con-
figured to support radio communications of more than
one wireless protocol may be referred to as multi-mode
baseband circuitry.
[0122] RF circuitry 906 may enable communication
with wireless networks using modulated electromagnetic
radiation through a non-solid medium. In various embod-
iments, the RF circuitry 906 may include switches, filters,
amplifiers, etc. to facilitate the communication with the
wireless network. The RF circuitry 906 may include a
receive signal path which may include circuitry to down-
convert RF signals received from the FEM circuitry 908
and provide baseband signals to the baseband circuitry
904. RF circuitry 906 may also include a transmit signal
path which may include circuitry to up-convert baseband
signals provided by the baseband circuitry 904 and pro-
vide RF output signals to the FEM circuitry 908 for trans-
mission.
[0123] In some embodiments, the receive signal path
of the RF circuitry 906 may include mixer circuitry 906A,
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amplifier circuitry 906B and filter circuitry 906C. In some
embodiments, the transmit signal path of the RF circuitry
906 may include filter circuitry 906C and mixer circuitry
906A. RF circuitry 906 may also include synthesizer cir-
cuitry 906D for synthesizing a frequency for use by the
mixer circuitry 906A of the receive signal path and the
transmit signal path. In some embodiments, the mixer
circuitry 906A of the receive signal path may be config-
ured to down-convert RF signals received from the FEM
circuitry 908 based on the synthesized frequency provid-
ed by synthesizer circuitry 906D. The amplifier circuitry
906B may be configured to amplify the down-converted
signals and the filter circuitry 906C may be a low-pass
filter (LPF) or band-pass filter (BPF) configured to remove
unwanted signals from the down-converted signals to
generate output baseband signals. Output baseband sig-
nals may be provided to the baseband circuitry 904 for
further processing. In some embodiments, the output
baseband signals may be zero-frequency baseband sig-
nals, although this is not a requirement. In some embod-
iments, the mixer circuitry 906A of the receive signal path
may comprise passive mixers, although the scope of the
embodiments is not limited in this respect.
[0124] In some embodiments, the mixer circuitry 906A
of the transmit signal path may be configured to up-con-
vert input baseband signals based on the synthesized
frequency provided by the synthesizer circuitry 906D to
generate RF output signals for the FEM circuitry 908.
The baseband signals may be provided by the baseband
circuitry 904 and may be filtered by the filter circuitry
906C.
[0125] In some embodiments, the mixer circuitry 906A
of the receive signal path and the mixer circuitry 906A of
the transmit signal path may include two or more mixers
and may be arranged for quadrature downconversion
and upconversion, respectively. In some embodiments,
the mixer circuitry 906A of the receive signal path and
the mixer circuitry 906A of the transmit signal path may
include two or more mixers and may be arranged for im-
age rejection (e.g., Hartley image rejection). In some em-
bodiments, the mixer circuitry 906A of the receive signal
path and the mixer circuitry 906A may be arranged for
direct downconversion and direct upconversion, respec-
tively. In some embodiments, the mixer circuitry 906A of
the receive signal path and the mixer circuitry 906A of
the transmit signal path may be configured for super-
heterodyne operation.
[0126] In some embodiments, the output baseband
signals and the input baseband signals may be analog
baseband signals, although the scope of the embodi-
ments is not limited in this respect. In some alternate
embodiments, the output baseband signals and the input
baseband signals may be digital baseband signals. In
these alternate embodiments, the RF circuitry 906 may
include analog-to-digital converter (ADC) and digital-to-
analog converter (DAC) circuitry and the baseband cir-
cuitry 904 may include a digital baseband interface to
communicate with the RF circuitry 906.

[0127] In some dual-mode embodiments, a separate
radio IC circuitry may be provided for processing signals
for each spectrum, although the scope of the embodi-
ments is not limited in this respect.
[0128] In some embodiments, the synthesizer circuitry
906D may be a fractional-N synthesizer or a fractional
N/N+1 synthesizer, although the scope of the embodi-
ments is not limited in this respect as other types of fre-
quency synthesizers may be suitable. For example, syn-
thesizer circuitry 906D may be a delta-sigma synthesizer,
a frequency multiplier, or a synthesizer comprising a
phase-locked loop with a frequency divider.
[0129] The synthesizer circuitry 906D may be config-
ured to synthesize an output frequency for use by the
mixer circuitry 906A of the RF circuitry 906 based on a
frequency input and a divider control input. In some em-
bodiments, the synthesizer circuitry 906D may be a frac-
tional N/N+1 synthesizer.
[0130] In some embodiments, frequency input may be
provided by a voltage controlled oscillator (VCO), al-
though that is not a requirement. Divider control input
may be provided by either the baseband circuitry 904 or
the application circuitry 902 (such as an applications
processor) depending on the desired output frequency.
In some embodiments, a divider control input (e.g., N)
may be determined from a look-up table based on a chan-
nel indicated by the application circuitry 902.
[0131] Synthesizer circuitry 906D of the RF circuitry
906 may include a divider, a delay-locked loop (DLL), a
multiplexer and a phase accumulator. In some embodi-
ments, the divider may be a dual modulus divider (DMD)
and the phase accumulator may be a digital phase ac-
cumulator (DPA). In some embodiments, the DMD may
be configured to divide the input signal by either N or N+1
(e.g., based on a carry out) to provide a fractional division
ratio. In some example embodiments, the DLL may in-
clude a set of cascaded, tunable, delay elements, a
phase detector, a charge pump and a D-type flip-flop. In
these embodiments, the delay elements may be config-
ured to break a VCO period up into Nd equal packets of
phase, where Nd is the number of delay elements in the
delay line. In this way, the DLL provides negative feed-
back to help ensure that the total delay through the delay
line is one VCO cycle.
[0132] In some embodiments, the synthesizer circuitry
906D may be configured to generate a carrier frequency
as the output frequency, while in other embodiments, the
output frequency may be a multiple of the carrier frequen-
cy (e.g., twice the carrier frequency, four times the carrier
frequency) and used in conjunction with quadrature gen-
erator and divider circuitry to generate multiple signals
at the carrier frequency with multiple different phases with
respect to each other. In some embodiments, the output
frequency may be a LO frequency (fLO). In some em-
bodiments, the RF circuitry 906 may include an IQ/polar
converter.
[0133] FEM circuitry 908 may include a receive signal
path which may include circuitry configured to operate
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on RF signals received from one or more antennas 910,
amplify the received signals and provide the amplified
versions of the received signals to the RF circuitry 906
for further processing. The FEM circuitry 908 may also
include a transmit signal path which may include circuitry
configured to amplify signals for transmission provided
by the RF circuitry 906 for transmission by one or more
of the one or more antennas 910. In various embodi-
ments, the amplification through the transmit or receive
signal paths may be done solely in the RF circuitry 906,
solely in the FEM circuitry 908, or in both the RF circuitry
906 and the FEM circuitry 908.
[0134] In some embodiments, the FEM circuitry 908
may include a TX/RX switch to switch between transmit
mode and receive mode operation. The FEM circuitry
908 may include a receive signal path and a transmit
signal path. The receive signal path of the FEM circuitry
908 may include an LNA to amplify received RF signals
and provide the amplified received RF signals as an out-
put (e.g., to the RF circuitry 906). The transmit signal
path of the FEM circuitry 908 may include a power am-
plifier (PA) to amplify input RF signals (e.g., provided by
the RF circuitry 906), and one or more filters to generate
RF signals for subsequent transmission (e.g., by one or
more of the one or more antennas 910).
[0135] In some embodiments, the PMC 912 may man-
age power provided to the baseband circuitry 904. In par-
ticular, the PMC 912 may control power-source selection,
voltage scaling, battery charging, or DC-to-DC conver-
sion. The PMC 912 may often be included when the de-
vice 900 is capable of being powered by a battery, for
example, when the device 900 is included in a UE. The
PMC 912 may increase the power conversion efficiency
while providing desirable implementation size and heat
dissipation characteristics.
[0136] FIG. 9 shows the PMC 912 coupled only with
the baseband circuitry 904. However, in other embodi-
ments, the PMC 912 may be additionally or alternatively
coupled with, and perform similar power management
operations for, other components such as, but not limited
to, the application circuitry 902, the RF circuitry 906, or
the FEM circuitry 908.
[0137] In some embodiments, the PMC 912 may con-
trol, or otherwise be part of, various power saving mech-
anisms of the device 900. For example, if the device 900
is in an RRC_Connected state, where it is still connected
to the RAN node as it expects to receive traffic shortly,
then it may enter a state known as Discontinuous Re-
ception Mode (DRX) after a period of inactivity. During
this state, the device 900 may power down for brief in-
tervals of time and thus save power.
[0138] If there is no data traffic activity for an extended
period of time, then the device 900 may transition off to
an RRC_Idle state, where it disconnects from the network
and does not perform operations such as channel quality
feedback, handover, etc. The device 900 goes into a very
low power state and it performs paging where again it
periodically wakes up to listen to the network and then

powers down again. The device 900 may not receive
data in this state, and in order to receive data, it transitions
back to an RRC_Connected state.
[0139] An additional power saving mode may allow a
device to be unavailable to the network for periods longer
than a paging interval (ranging from seconds to a few
hours). During this time, the device is totally unreachable
to the network and may power down completely. Any
data sent during this time incurs a large delay and it is
assumed the delay is acceptable.
[0140] Processors of the application circuitry 902 and
processors of the baseband circuitry 904 may be used
to execute elements of one or more instances of a pro-
tocol stack. For example, processors of the baseband
circuitry 904, alone or in combination, may be used to
execute Layer 3, Layer 2, or Layer 1 functionality, while
processors of the application circuitry 902 may utilize da-
ta (e.g., packet data) received from these layers and fur-
ther execute Layer 4 functionality (e.g., transmission
communication protocol (TCP) and user datagram pro-
tocol (UDP) layers). As referred to herein, Layer 3 may
comprise a radio resource control (RRC) layer, described
in further detail below. As referred to herein, Layer 2 may
comprise a medium access control (MAC) layer, a radio
link control (RLC) layer, and a packet data convergence
protocol (PDCP) layer, described in further detail below.
As referred to herein, Layer 1 may comprise a physical
(PHY) layer of a UE/RAN node, described in further detail
below.
[0141] FIG. 10 illustrates example interfaces of base-
band circuitry in accordance with some embodiments.
As discussed above, the baseband circuitry 904 of FIG.
9 may comprise processors 904A-904E and a memory
904G utilized by said processors. Each of the processors
904A-904E may include a memory interface, 1004A-
1004E, respectively, to send/receive data to/from the
memory 904G.
[0142] The baseband circuitry 904 may further include
one or more interfaces to communicatively couple to oth-
er circuitries/devices, such as a memory interface 1012
(e.g., an interface to send/receive data to/from memory
external to the baseband circuitry 904), an application
circuitry interface 1014 (e.g., an interface to send/receive
data to/from the application circuitry 902 of FIG. 9), an
RF circuitry interface 1016 (e.g., an interface to send/re-
ceive data to/from RF circuitry 906 of FIG. 9), a wireless
hardware connectivity interface 1018 (e.g., an interface
to send/receive data to/from Near Field Communication
(NFC) components, Bluetooth® components (e.g., Blue-
tooth® Low Energy), Wi-Fi® components, and other com-
munication components), and a power management in-
terface 1020 (e.g., an interface to send/receive power or
control signals to/from the PMC 912.
[0143] FIG. 11 is a block diagram illustrating compo-
nents, according to some example embodiments, able
to read instructions from a machine-readable or compu-
ter-readable medium (e.g., a non-transitory machine-
readable storage medium) and perform any one or more
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of the methodologies discussed herein. Specifically, FIG.
11 shows a diagrammatic representation of hardware re-
sources 1100 including one or more processors (or proc-
essor cores) 1110, one or more memory/storage devices
1120, and one or more communication resources 1130,
each of which may be communicatively coupled via a
bus 1140. For embodiments where node virtualization
(e.g., NFV) is utilized, a hypervisor 1102 may be executed
to provide an execution environment for one or more net-
work slices/sub-slices to utilize the hardware resources
1100.
[0144] The processors 1110 (e.g., a central processing
unit (CPU), a reduced instruction set computing (RISC)
processor, a complex instruction set computing (CISC)
processor, a graphics processing unit (GPU), a digital
signal processor (DSP) such as a baseband processor,
an application specific integrated circuit (ASIC), a radio-
frequency integrated circuit (RFIC), another processor,
or any suitable combination thereof) may include, for ex-
ample, a processor 1112 and a processor 1114.
[0145] The memory/storage devices 1120 may include
main memory, disk storage, or any suitable combination
thereof. The memory/storage devices 1120 may include,
but are not limited to any type of volatile or non-volatile
memory such as dynamic random access memory
(DRAM), static random-access memory (SRAM), eras-
able programmable read-only memory (EPROM), elec-
trically erasable programmable read-only memory (EEP-
ROM), Flash memory, solid-state storage, etc.
[0146] The communication resources 1130 may in-
clude interconnection or network interface components
or other suitable devices to communicate with one or
more peripheral devices 1104 or one or more databases
1106 via a network 1108. For example, the communica-
tion resources 1130 may include wired communication
components (e.g., for coupling via a Universal Serial Bus
(USB)), cellular communication components, NFC com-
ponents, Bluetooth® components (e.g., Bluetooth® Low
Energy), Wi-Fi® components, and other communication
components.
[0147] Instructions 1150 may comprise software, a
program, an application, an applet, an app, or other ex-
ecutable code for causing at least any of the processors
1110 to perform any one or more of the methodologies
discussed herein. The instructions 1150 may reside,
completely or partially, within at least one of the proces-
sors 1110 (e.g., within the processor’s cache memory),
the memory/storage devices 1120, or any suitable com-
bination thereof. Furthermore, any portion of the instruc-
tions 1150 may be transferred to the hardware resources
1100 from any combination of the peripheral devices
1104 or the databases 1106. Accordingly, the memory
of processors 1110, the memory/storage devices 1120,
the peripheral devices 1104, and the databases 1106 are
examples of computer-readable and machine-readable
media.
[0148] In embodiments, the device or components of
FIGS. 9-11, and particularly the baseband circuitry of

FIG. 10, may be to identify or cause to identify a plurality
of signals respectively from different serving cells. The
device may be further to process or cause to process the
plurality of received signals. The device may be further
to identify or cause to identify, based on the processed
plurality of received signals, TA adjustment delays re-
spectively for a plurality of transmission time intervals
from the different serving cells. The device may be further
to determine or cause to determine a TA adjustment de-
lay for the UE.
[0149] In other embodiments, the device or compo-
nents may be to determine or cause to determine a TTI
to transmit to a UE. The device may be further to transmit
or cause to transmit the determined TTI to the UE.
[0150] In some embodiments, the electronic device(s),
network(s), system(s), chip(s) or component(s), or por-
tions or implementations thereof, of FIGS. 7, 9, or some
other figure herein may be configured to perform one or
more processes, techniques, or methods as described
herein, or portions thereof. One such process is depicted
in FIG. 12, which is a flowchart of a method 1200 for a
UE according to an example embodiment. For example,
the process 1200 may include identifying 1202 or causing
to identify a plurality of signals respectively from different
serving cells. The process 1200 may further include
processing 1204 or causing to process the plurality of
received signals. The process 1200 may further include
identifying 1206 or causing to identify, based on the proc-
essed plurality of received signals, time advance (TA)
adjustment delays respectively for a plurality of transmis-
sion time intervals from the different serving cells. The
process 1200 may further include determining 1208 or
causing to determine a TA adjustment delay for the UE.
[0151] In some embodiments, the electronic device(s),
network(s), system(s), chip(s) or component(s), or por-
tions or implementations thereof, of FIGS. 7, 9, or some
other figure herein may be configured to perform one or
more processes, techniques, or methods as described
herein, or portions thereof. One such process is depicted
in FIG. 13, which is a flowchart of a process 1300 for a
RAN node according to an example embodiment. For
example, the process 1300 may include determining
1302 or causing to determine a TTI to transmit to a UE.
The process 1300 may further include transmitting 1304
or causing to transmit the determined TTI to the UE.
[0152] Embodiments and implementations of the sys-
tems and methods described herein may include various
operations, which may be embodied in machine-execut-
able instructions to be executed by a computer system.
A computer system may include one or more general-
purpose or special-purpose computers (or other elec-
tronic devices). The computer system may include hard-
ware components that include specific logic for perform-
ing the operations or may include a combination of hard-
ware, software, and/or firmware.
[0153] Computer systems and the computers in a com-
puter system may be connected via a network. Suitable
networks for configuration and/or use as described here-
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in include one or more local area networks, wide area
networks, metropolitan area networks, and/or Internet or
IP networks, such as the World Wide Web, a private In-
ternet, a secure Internet, a value-added network, a virtual
private network, an extranet, an intranet, or even stand-
alone machines which communicate with other machines
by physical transport of media. In particular, a suitable
network may be formed from parts or entireties of two or
more other networks, including networks using disparate
hardware and network communication technologies.
[0154] One suitable network includes a server and one
or more clients; other suitable networks may include oth-
er combinations of servers, clients, and/or peer-to-peer
nodes, and a given computer system may function both
as a client and as a server. Each network includes at
least two computers or computer systems, such as the
server and/or clients. A computer system may include a
workstation, laptop computer, disconnectable mobile
computer, server, mainframe, cluster, so-called "network
computer" or "thin client," tablet, smart phone, personal
digital assistant or other hand-held computing device,
"smart" consumer electronics device or appliance, med-
ical device, or a combination thereof.
[0155] Suitable networks may include communica-
tions or networking software, such as the software avail-
able from Novell®, Microsoft®, and other vendors, and
may operate using TCP/IP, SPX, IPX, and other proto-
cols over twisted pair, coaxial, or optical fiber cables, tel-
ephone lines, radio waves, satellites, microwave relays,
modulated AC power lines, physical media transfer,
and/or other data transmission "wires" known to those of
skill in the art. The network may encompass smaller net-
works and/or be connectable to other networks through
a gateway or similar mechanism.
[0156] Various techniques, or certain aspects or por-
tions thereof, may take the form of program code (i.e.,
instructions) embodied in tangible media, such as floppy
diskettes, CD-ROMs, hard drives, magnetic or optical
cards, solid-state memory devices, a nontransitory com-
puter-readable storage medium, or any other machine-
readable storage medium wherein, when the program
code is loaded into and executed by a machine, such as
a computer, the machine becomes an apparatus for prac-
ticing the various techniques. In the case of program code
execution on programmable computers, the computing
device may include a processor, a storage medium read-
able by the processor (including volatile and nonvolatile
memory and/or storage elements), at least one input de-
vice, and at least one output device. The volatile and
nonvolatile memory and/or storage elements may be a
RAM, an EPROM, a flash drive, an optical drive, a mag-
netic hard drive, or other medium for storing electronic
data. The eNB (or other base station) and UE (or other
mobile station) may also include a transceiver compo-
nent, a counter component, a processing component,
and/or a clock component or timer component. One or
more programs that may implement or utilize the various
techniques described herein may use an application pro-

gramming interface (API), reusable controls, and the like.
Such programs may be implemented in a high-level pro-
cedural or an object-oriented programming language to
communicate with a computer system. However, the pro-
gram(s) may be implemented in assembly or machine
language, if desired. In any case, the language may be
a compiled or interpreted language, and combined with
hardware implementations.
[0157] Each computer system includes one or more
processors and/or memory; computer systems may also
include various input devices and/or output devices. The
processor may include a general purpose device, such
as an Intel®, AMD®, or other "off-the-shelf" microproces-
sor. The processor may include a special purpose
processing device, such as ASIC, SoC, SiP, FPGA, PAL,
PLA, FPLA, PLD, or other customized or programmable
device. The memory may include static RAM, dynamic
RAM, flash memory, one or more flip-flops, ROM, CD-
ROM, DVD, disk, tape, or magnetic, optical, or other com-
puter storage medium. The input device(s) may include
a keyboard, mouse, touch screen, light pen, tablet, mi-
crophone, sensor, or other hardware with accompanying
firmware and/or software. The output device(s) may in-
clude a monitor or other display, printer, speech or text
synthesizer, switch, signal line, or other hardware with
accompanying firmware and/or software.
[0158] It should be understood that many of the func-
tional units described in this specification may be imple-
mented as one or more components, which is a term
used to more particularly emphasize their implementa-
tion independence. For example, a component may be
implemented as a hardware circuit comprising custom
very large scale integration (VLSI) circuits or gate arrays,
or off-the-shelf semiconductors such as logic chips, tran-
sistors, or other discrete components. A component may
also be implemented in programmable hardware devices
such as field programmable gate arrays, programmable
array logic, programmable logic devices, or the like.
[0159] Components may also be implemented in soft-
ware for execution by various types of processors. An
identified component of executable code may, for in-
stance, comprise one or more physical or logical blocks
of computer instructions, which may, for instance, be or-
ganized as an object, a procedure, or a function. Never-
theless, the executables of an identified component need
not be physically located together, but may comprise dis-
parate instructions stored in different locations that, when
joined logically together, comprise the component and
achieve the stated purpose for the component.
[0160] Indeed, a component of executable code may
be a single instruction, or many instructions, and may
even be distributed over several different code segments,
among different programs, and across several memory
devices. Similarly, operational data may be identified and
illustrated herein within components, and may be em-
bodied in any suitable form and organized within any suit-
able type of data structure. The operational data may be
collected as a single data set, or may be distributed over
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different locations including over different storage devic-
es, and may exist, at least partially, merely as electronic
signals on a system or network. The components may
be passive or active, including agents operable to per-
form desired functions.
[0161] Several aspects of the embodiments described
will be illustrated as software modules or components.
As used herein, a software module or component may
include any type of computer instruction or computer-
executable code located within a memory device. A soft-
ware module may, for instance, include one or more
physical or logical blocks of computer instructions, which
may be organized as a routine, program, object, compo-
nent, data structure, etc., which perform one or more
tasks or implement particular data types. It is appreciated
that a software module may be implemented in hardware
and/or firmware instead of or in addition to software. One
or more of the functional modules described herein may
be separated into sub-modules and/or combined into a
single or smaller number of modules.
[0162] In certain embodiments, a particular software
module may include disparate instructions stored in dif-
ferent locations of a memory device, different memory
devices, or different computers, which together imple-
ment the described functionality of the module. Indeed,
a module may include a single instruction or many in-
structions, and may be distributed over several different
code segments, among different programs, and across
several memory devices. Some embodiments may be
practiced in a distributed computing environment where
tasks are performed by a remote processing device
linked through a communications network. In a distribut-
ed computing environment, software modules may be
located in local and/or remote memory storage devices.
In addition, data being tied or rendered together in a da-
tabase record may be resident in the same memory de-
vice, or across several memory devices, and may be
linked together in fields of a record in a database across
a network.
[0163] Reference throughout this specification to "an
example" means that a particular feature, structure, or
characteristic described in connection with the example
is included in at least one embodiment. Thus, appear-
ances of the phrase "in an example" in various places
throughout this specification are not necessarily all refer-
ring to the same embodiment.
[0164] As used herein, a plurality of items, structural
elements, compositional elements, and/or materials may
be presented in a common list for convenience. However,
these lists should be construed as though each member
of the list is individually identified as a separate and
unique member. Thus, no individual member of such list
should be construed as a de facto equivalent of any other
member of the same list solely based on its presentation
in a common group without indications to the contrary.
In addition, various embodiments and examples may be
referred to herein along with alternatives for the various
components thereof. It is understood that such embodi-

ments, examples, and alternatives are not to be con-
strued as de facto equivalents of one another, but are to
be considered as separate and autonomous represen-
tations.
[0165] Furthermore, the described features, struc-
tures, or characteristics may be combined in any suitable
manner in one or more embodiments. In the following
description, numerous specific details are provided, such
as examples of materials, frequencies, sizes, lengths,
widths, shapes, etc., to provide a thorough understanding
of the embodiments. One skilled in the relevant art will
recognize, however, that the embodiments may be prac-
ticed without one or more of the specific details, or with
other methods, components, materials, etc. In other in-
stances, well-known structures, materials, or operations
are not shown or described in detail to avoid obscuring
aspects of embodiments.
[0166] It should be recognized that the systems de-
scribed herein include descriptions of specific embodi-
ments. These embodiments can be combined into single
systems, partially combined into other systems, split into
multiple systems or divided or combined in other ways.
In addition, it is contemplated that parameters/at-
tributes/aspects/etc. of one embodiment can be used in
another embodiment. The parameters/attributes/as-
pects /etc. are merely described in one or more embod-
iments for clarity, and it is recognized that the parame-
ters/attributes/aspects/etc. can be combined with or sub-
stituted for parameters/attributes/etc. of another embod-
iment unless specifically disclaimed herein.
[0167] It will be understood by those having skill in the
art that many changes may be made to the details of the
above-described embodiments without departing from
the underlying principles of the invention. The scope of
the present invention should, therefore, be determined
only by the following claims.

Claims

1. An apparatus for a user equipment, UE, the appa-
ratus comprising:

a memory interface to send or receive, to or from
a memory device, a value selected from a first
timing advance, TA, command to adjust a first
uplink transmission timing for a first serving cell
of the UE or a second TA command to adjust a
second uplink transmission timing for a second
serving cell of the UE; and
a baseband processor to:

decode a first subframe corresponding to a
first downlink transmission from the first
serving cell to obtain the first TA command;
determine (602), based on a first transmis-
sion time interval, TTI, length corresponding
to the first serving cell, a first TA adjustment
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delay to apply the first TA command at a
first subframe boundary after the first sub-
frame;
decode a second subframe corresponding
to a second downlink transmission from the
second serving cell to obtain the second TA
command;
determine (604), based on a second TTI
length corresponding to the second serving
cell, a second TA adjustment delay to apply
to the second TA command at a second
subframe boundary after the second sub-
frame, wherein the second TTI length is dif-
ferent than the first TTI length;
select (608, 610), when the first TA adjust-
ment delay and the second TA adjustment
delay are equal, the value from either the
first TA command or the second TA com-
mand; and
adjust (608, 610), based on the value se-
lected from either the first TA command or
the second TA command, the first uplink
transmission timing and the second uplink
transmission timing.

2. The apparatus of claim 1, wherein when the first sub-
frame boundary and the second subframe boundary
are aligned in time, the baseband processor is con-
figured to disregard one of the first TA command and
the second TA command.

3. The apparatus of claim 2, wherein the baseband
processor is configured for dual connectivity.

4. The apparatus of claim 2, wherein the baseband
processor is configured for carrier aggregation, and
wherein the first serving cell comprises a primary
cell, PCell, and the second serving cell comprises a
secondary cell, SCell.

5. The apparatus of claim 4, wherein the baseband
processor is configured to select the value from the
first TA command corresponding to the PCell.

6. The apparatus of claim 4, wherein the baseband
processor is configured to select the value from the
second TA command corresponding to the SCell.

7. The apparatus of any of claims 1-6, wherein the first
subframe corresponds the first TTI length, wherein
the first subframe comprises two slots, and wherein
the second TTI length is a short TTI, sTTI, length
corresponding to a slot or subslot of the second sub-
frame.

8. The apparatus of any of claims 1-6, wherein:

if the first subframe boundary occurs in time be-

fore the second subframe boundary, the base-
band processor selects the value from the first
TA command; and
if the second subframe boundary occurs in time
before the first subframe boundary, the base-
band processor selects the value from the sec-
ond TA command.

9. A computer program comprising instructions which,
when executed, instruct a processor of a user equip-
ment, UE, to:

identify (1202) a plurality of received signals re-
spectively from different serving cells;
process (1204) the plurality of received signals;
identify (1206), based on the processed plurality
of received signals, time advance, TA, adjust-
ment delays respectively for a plurality of trans-
mission time intervals from the different serving
cells; and
determine (1208) a selected TA adjustment de-
lay to apply with each of the different serving
cells from the TA adjustment delays identified
respectively for the plurality of transmission time
intervals from the different serving cells.

10. The computer program of claim 9, wherein one or
more serving cells of the different serving cells have
different transmission time intervals.

11. The computer program of claim 10, wherein two or
more of the different transmission time intervals cor-
respond to different predetermined TA adjustment
delays.

12. The computer program of claim 11, wherein a first
transmission time interval, TTI, corresponds to a
subframe comprising fourteen orthogonal frequency
division multiplexing, OFDM, symbols, OS, and
wherein a second TTI corresponds to a slot compris-
ing 7OS or to a subslot comprising 2OS.

13. The computer program of any of claims 9-12, where-
in the plurality of signals are received using carrier
aggregation, CA.

14. A user equipment, UE, comprising:

means for identifying (1202) a plurality of re-
ceived signals from different serving cells;
means for processing (1204) the plurality of re-
ceived signals;
means for identifying (1206), based on the proc-
essed plurality of received signals, time ad-
vance, TA, adjustment delays respectively for a
plurality of transmission time intervals from the
different serving cells; and
means for determining (1208) a TA adjustment
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delay to apply with each of the different serving
cells from the TA adjustment delays identified
respectively for the plurality of TTI from the dif-
ferent serving cells.

15. The UE of claim 14, wherein one or more serving
cells of the different serving cells have different trans-
mission time intervals, and wherein two or more of
the different transmission time intervals correspond
to different predetermined TA adjustment delays.

Patentansprüche

1. Vorrichtung für eine Benutzervorrichtung, UE, wobei
die Vorrichtung Folgendes umfasst:

eine Speicherschnittstelle zum Senden oder
Empfangen, an eine oder von einer Speicher-
vorrichtung, eines Werts, der aus einem ersten
Timing Advance-, TA-, Befehl zum Einstellen ei-
nes ersten Uplink-Übertragungstimings für eine
erste bedienende Zelle der UE oder einem zwei-
ten TA-Befehl zum Einstellen eines zweiten
Uplink-Übertragungstimings für eine zweite be-
dienende Zelle der UE ausgewählt ist; und
einen Basisbandprozessor zum:

Decodieren eines ersten Unterrahmens,
der einer ersten Downlink-Übertragung von
der ersten bedienenden Zelle entspricht,
um den ersten TA-Befehl zu erhalten;
Bestimmen (602), basierend auf einer ers-
ten Übertragungszeitintervall-, TTI-, Länge,
die der ersten bedienenden Zelle ent-
spricht, einer ersten TA-Einstellungsverzö-
gerung zum Anwenden des ersten TA-Be-
fehls an einer ersten Unterrahmengrenze
nach dem ersten Unterrahmen;
Decodieren eines zweiten Unterrahmens,
der einer zweiten Downlink-Übertragung
von der zweiten bedienenden Zelle ent-
spricht, um den zweiten TA-Befehl zu erhal-
ten;
Bestimmen (604), basierend auf einer zwei-
ten TTI-Länge, die der zweiten bedienen-
den Zelle entspricht, einer zweiten TA-Ein-
stellungsverzögerung zum Anwenden auf
den zweiten TA-Befehl an einer zweiten Un-
terrahmengrenze nach dem zweiten Unter-
rahmen, wobei sich die zweite TTI-Länge
von der ersten TTI-Länge unterscheidet;
Auswählen (608, 610), wenn die erste TA-
Einstellungsverzögerung und die zweite
TA-Einstellungsverzögerung gleich sind,
des Werts aus entweder dem ersten TA-
Befehl oder dem zweiten TA-Befehl; und
Einstellen (608, 610), basierend auf dem

Wert, der aus entweder dem ersten TA-Be-
fehl oder dem zweiten TA-Befehl ausge-
wählt ist, des ersten Uplink-Übertragungsti-
mings und des zweiten Uplink-Übertra-
gungstimings.

2. Vorrichtung nach Anspruch 1, wobei, wenn die erste
Unterrahmengrenze und die zweite Unterrahmen-
grenze zeitlich ausgerichtet sind, der Basisbandpro-
zessor konfiguriert ist, einen von dem ersten TA-Be-
fehl und dem zweiten TA-Befehl zu ignorieren.

3. Vorrichtung nach Anspruch 2, wobei der Basisband-
prozessor für duale Konnektivität konfiguriert ist.

4. Vorrichtung nach Anspruch 2, wobei der Basisband-
prozessor für Trägeraggregation konfiguriert ist und
wobei die erste bedienende Zelle eine primäre Zelle,
PCell, umfasst und die zweite bedienende Zelle eine
sekundäre Zelle, SCell, umfasst.

5. Vorrichtung nach Anspruch 4, wobei der Basisband-
prozessor konfiguriert ist, den Wert aus dem ersten
TA-Befehl, der der PCell entspricht, auszuwählen.

6. Vorrichtung nach Anspruch 4, wobei der Basisband-
prozessor konfiguriert ist, den Wert aus dem zweiten
TA-Befehl, der der SCell entspricht, auszuwählen.

7. Vorrichtung nach einem der Ansprüche 1-6, wobei
der erste Teilrahmen der ersten TTI-Länge ent-
spricht, wobei der erste Teilrahmen zwei Schlitze
umfasst und wobei die zweite TTI-Länge eine kurze
TTI-Länge, sTTI-Länge, ist, die einem Schlitz oder
Teilschlitz des zweiten Teilrahmens entspricht.

8. Vorrichtung nach einem der Ansprüche 1-6, wobei:

wenn die erste Unterrahmengrenze zeitlich vor
der zweiten Unterrahmengrenze auftritt, der Ba-
sisbandprozessor den Wert aus dem ersten TA-
Befehl auswählt; und
wenn die zweite Unterrahmengrenze zeitlich vor
der ersten Unterrahmengrenze auftritt, der Ba-
sisbandprozessor den Wert aus dem zweiten
TA-Befehl auswählt.

9. Computerprogramm, das Anweisungen umfasst,
die, wenn sie ausgeführt werden, einen Prozessor
einer Benutzervorrichtung, UE, anweisen zum:

Identifizieren (1202) einer Vielzahl von empfan-
genen Signalen jeweils von verschiedenen be-
dienenden Zellen;
Verarbeiten (1204) der Vielzahl von empfange-
nen Signalen;
Identifizieren (1206), basierend auf der verar-
beiteten Vielzahl von empfangenen Signalen,
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von Timing Advance-, TA-, Einstellungsverzö-
gerungen jeweils für eine Vielzahl von Übertra-
gungszeitintervallen von den verschiedenen be-
dienenden Zellen; und
Bestimmen (1208) einer ausgewählten TA-Ein-
stellungsverzögerung zum Anwenden auf jede
der verschiedenen bedienenden Zellen aus den
TA-Einstellungsverzögerungen, die jeweils für
die Vielzahl von Übertragungszeitintervallen
von den verschiedenen bedienenden Zellen
identifiziert werden.

10. Computerprogramm nach Anspruch 9, wobei eine
oder mehrere bedienende Zellen der verschiedenen
bedienenden Zellen unterschiedliche Übertragungs-
zeitintervalle aufweisen.

11. Computerprogramm nach Anspruch 10, wobei zwei
oder mehr der unterschiedlichen Übertragungszei-
tintervalle unterschiedlichen vorbestimmten TA-Ein-
stellungsverzögerungen entsprechen.

12. Computerprogramm nach Anspruch 11, wobei ein
erstes Übertragungszeitintervall, TTI, einem Unter-
rahmen entspricht, der vierzehn orthogonale Fre-
quenzmultiplex-, OFDM-, Symbole, OS, umfasst,
und wobei ein zweites TTI einem Schlitz entspricht,
der 7 OS umfasst, oder einem Teilschlitz, der 2 OS
umfasst.

13. Computerprogramm nach einem der Ansprüche
9-12, wobei die Vielzahl von Signalen unter Verwen-
dung von Trägeraggregation, CA, empfangen wird.

14. Benutzervorrichtung, UE, umfassend:

Mittel zum Identifizieren (1202) einer Vielzahl
von empfangenen Signalen von verschiedenen
bedienenden Zellen;
Mittel zum Verarbeiten (1204) der Vielzahl von
empfangenen Signalen;
Mittel zum Identifizieren (1206), basierend auf
der verarbeiteten Vielzahl von empfangenen Si-
gnalen, von Timing Advance-, TA-, Einstel-
lungsverzögerungen jeweils für eine Vielzahl
von Übertragungszeitintervallen von den ver-
schiedenen bedienenden Zellen; und
Mittel zum Bestimmen (1208) einer TA-Einstel-
lungsverzögerung zum Anwenden auf jede der
verschiedenen bedienenden Zellen aus den TA-
Einstellungsverzögerungen, die jeweils für die
Vielzahl von TTI von den verschiedenen bedie-
nenden Zellen identifiziert werden.

15. UE nach Anspruch 14, wobei eine oder mehrere be-
dienende Zellen der verschiedenen bedienenden
Zellen unterschiedliche Übertragungszeitintervalle
aufweisen, und wobei zwei oder mehr der unter-

schiedlichen Übertragungszeitintervalle unter-
schiedlichen vorbestimmten TA-Einstellungsverzö-
gerungen entsprechen.

Revendications

1. Un appareil destiné à un équipement utilisateur, UE,
l’appareil comprenant :

une interface de mémoire pour envoyer ou re-
cevoir, à destination ou en provenance d’un dis-
positif de mémoire, une valeur choisie parmi une
première commande d’avance de séquence-
ment, TA, pour ajuster un premier séquence-
ment de transmission de liaison montante pour
une première cellule de desserte de l’UE, ou une
seconde commande de TA pour ajuster un se-
cond séquencement de transmission de liaison
montante pour une seconde cellule de desserte
de l’UE ; et
un processeur de bande de base pour :

décoder une première sous-trame corres-
pondant à une première transmission de
liaison descendante en provenance de la
première cellule de desserte pour obtenir la
première commande de TA ;
déterminer (602), sur la base d’une premiè-
re longueur d’intervalle de temps de trans-
mission, TTI, correspondant à la première
cellule de desserte, un premier retard
d’ajustement de TA à appliquer à la premiè-
re commande de TA à une première fron-
tière de sous-trame après la première sous-
trame ;
décoder une seconde sous-trame corres-
pondant à une seconde transmission de
liaison descendante en provenance de la
seconde cellule de desserte pour obtenir la
seconde commande de TA ;
déterminer (604), sur la base d’une secon-
de longueur de TTI correspondant à la se-
conde cellule de desserte, un second retard
d’ajustement de TA à appliquer à la secon-
de commande de TA à une seconde fron-
tière de sous-trame après la seconde sous-
trame, la seconde longueur de TTI étant dif-
férente de la première longueur de TTI ;
sélectionner (608, 610), lorsque le premier
retard d’ajustement de TA et le second re-
tard d’ajustement de TA sont égaux, la va-
leur soit de la première commande de TA
soit de la seconde commande de TA ; et
ajuster (608, 610), sur la base de la valeur
sélectionnée soit de la première commande
de TA soit de la seconde commande de TA,
le premier séquencement de transmission
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de liaison montante et le second séquence-
ment de transmission de liaison montante.

2. L’appareil de la revendication 1, dans lequel, lorsque
la première frontière de sous-trame et la seconde
frontière de sous-trame sont alignées dans le temps,
le processeur de bande de base est configuré pour
ignorer l’une d’entre la première commande de TA
et la seconde commande de TA.

3. L’appareil de la revendication 2, dans lequel le pro-
cesseur de bande de base est configuré pour une
double connectivité.

4. L’appareil de la revendication 2, dans lequel le pro-
cesseur de bande de base est configuré pour une
agrégation de porteuses, et dans lequel la première
cellule de desserte comprend une cellule primaire,
PCell, et la seconde cellule de desserte comprend
une cellule secondaire, SCell.

5. L’appareil de la revendication 4, dans lequel le pro-
cesseur de bande de base est configuré pour sélec-
tionner la valeur à partir de la première commande
de TA correspondant à la PCell.

6. L’appareil de la revendication 4, dans lequel le pro-
cesseur de bande de base est configuré pour sélec-
tionner la valeur à partir de la seconde commande
de TA correspondant à la SCell.

7. L’appareil de l’une des revendications 1 à 6, dans
lequel la première sous-trame correspond à la pre-
mière longueur de TTI, dans lequel la première sous-
trame comprend deux slots, et dans lequel la secon-
de longueur de TTI est une longueur de TTI court,
sTTI, correspondant à un slot ou à un sous-slot de
la seconde sous-trame.

8. L’appareil de l’une des revendications 1 à 6, dans
lequel :

si la première frontière de sous-trame se pré-
sente dans le temps avant la seconde frontière
de sous-trame, le processeur de bande de base
sélectionne la valeur à partir de la première com-
mande de TA ; et
si la seconde frontière de sous-trame se présen-
te dans le temps avant la première frontière de
sous-trame, le processeur de bande de base
sélectionne la valeur à partir de la seconde com-
mande de TA.

9. Un programme informatique comprenant des ins-
tructions qui, lorsqu’elles sont exécutées, donnent
instruction à un processeur d’un équipement utilisa-
teur, UE :

d’identifier (1202) une pluralité de signaux reçus
respectivement en provenance de différentes
cellules de desserte ;
de traiter (1204) la pluralité de signaux reçus ;
d’identifier (1206), sur la base de la pluralité trai-
tée de signaux reçus, des retards d’ajustement
d’avance temporelle, TA, respectivement pour
une pluralité d’intervalles de temps de transmis-
sion en provenance des différentes cellules de
desserte ; et
de déterminer (1208) un retard d’ajustement de
TA sélectionné à appliquer à chacune des dif-
férentes cellules de desserte, parmi les retards
d’ajustement de TA identifiés respectivement
pour la pluralité d’intervalles de temps de trans-
mission en provenance des différentes cellules
de desserte.

10. Le programme informatique de la revendication 9,
dans lequel une ou plusieurs cellules de desserte
des différentes cellules de desserte ont des interval-
les de temps de transmission différents.

11. Le programme informatique de la revendication 10,
dans lequel deux ou plus des intervalles de temps
de transmission différents correspondent à des re-
tards d’ajustement de TA prédéterminés différents.

12. Le programme informatique de la revendication 11,
dans lequel un premier intervalle de temps de trans-
mission, TTI, correspond à une sous-trame compre-
nant quatorze symboles de multiplexage de réparti-
tion en fréquences orthogonales, OFDM, OS, et
dans lequel un second TTI correspond à un slot com-
prenant 7 OS ou à un sous-slot comprenant 2 OS.

13. Le programme informatique de l’une des revendica-
tions 9 à 12, dans lequel la pluralité de signaux sont
reçus en utilisant une agrégation de porteuses, CA.

14. Un équipement utilisateur, UE, comprenant :

des moyens pour identifier (1202) une pluralité
de signaux reçus respectivement en provenan-
ce de différentes cellules de desserte ;
des moyens pour traiter (1204) la pluralité de
signaux reçus ;
des moyens pour identifier (1206), sur la base
de la pluralité traitée de signaux reçus, des re-
tards d’ajustement d’avance temporelle, TA,
respectivement pour une pluralité d’intervalles
de temps de transmission en provenance des
différentes cellules de desserte ; et
des moyens pour déterminer (1208) un retard
d’ajustement de TA à appliquer à chacune des
différentes cellules de desserte, parmi les re-
tards d’ajustement de TA identifiés respective-
ment pour la pluralité de TTI en provenance des
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différentes cellules de desserte.

15. L’UE de la revendication 14, dans lequel une ou plu-
sieurs cellules de desserte des différentes cellules
de desserte ont des intervalles de temps de trans-
mission différents, et dans lequel deux ou plus des
intervalles de temps de transmission différents cor-
respondent à des retards d’ajustement de TA pré-
déterminés différents.
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