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(54) ELECTRONIC DEVICE AND OPERATING METHOD THEREOF

(57) An electronic device includes a host device and
a plurality of storage devices. The host device includes
a processor and a baseboard management controller
(BMC). Each of the plurality of storage devices includes
a storage controller and a micro controller unit (MCU).
The processor and the storage controller support in-band
communication, and the BMC and the MCU support
out-of-band communication. The BMC receives monitor-

ing data from the MCU of each of the plurality of storage
devices based on the out-of-band communication. The
processor allocates a first workload among one or more
workloads to a first storage device among the plurality of
storage devices, based on a monitoring data set including
the monitoring data. The first storage device executes
the first workload based on the in-band communication.
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Description

TECHNICAL FIELD

[0001] Embodiments of the present disclosure relate
to a semiconductor device, and more particularly, to an
electronic device and an operating method thereof.
[0002] Currently, an electronic device including a plu-
rality of storage devices (e.g., a solid state drive (SSD))
is widely used in a server system. Such a storage device
may provide excellent stability, excellent endurance, fast
information access speed, and low-power consumption.
When a large amount of data is processed, a method for
efficiently allocating a workload to the plurality of storage
devices included in the server system may be implement-
ed.

SUMMARY

[0003] Embodiments of the present disclosure provide
an electronic device capable of efficiently allocating a
workload to storage devices.
[0004] Embodiments of the present disclosure provide
an operating method of the electronic device.
[0005] According to an embodiment, an electronic de-
vice includes a host device and a plurality of storage de-
vices. The host device includes a processor and a base-
board management controller (BMC). Each of the plural-
ity of storage devices includes a storage controller and
a micro controller unit (MCU). The processor and the
storage controller support in-band communication, and
the BMC and the MCU support out-of-band communica-
tion. The BMC receives monitoring data from the MCU
of each of the plurality of storage devices based on the
out-of-band communication. The processor allocates a
first workload among one or more workloads to a first
storage device among the plurality of storage devices,
based on a monitoring data set including the monitoring
data. The first storage device executes the first workload
based on the in-band communication.
[0006] According to an embodiment, an electronic de-
vice includes a host device and a plurality of storage de-
vices. The host device includes a processor, a baseboard
management controller (BMC), and one or more work-
load queues. Each of the plurality of storage devices in-
cludes a storage controller and a micro controller unit
(MCU). The BMC receives monitoring data from the MCU
of each of the plurality of storage devices based on out-
of-band communication between the BMC and the MCU.
Based on a monitoring data set including the monitoring
data, the processor inserts a first workload among one
or more workloads to a first workload queue among the
one or more workload queues, so as to be allocated to
a first storage device among the plurality of storage de-
vices. The first storage device executes the first workload
based on in-band communication between the processor
and the storage controller.
[0007] According to an embodiment, in an operation

method of an electronic device, monitoring data are
transmitted from an MCU of each of a plurality of storage
devices to a BMC, based on out-of-band communication
between the BMC and the MCU. By way of the processor,
a first workload among one or more workloads is inserted
into a first workload queue among the one or more work-
load queues based on a monitoring data set including
the monitoring data, such that the first workload is allo-
cated to a first storage device among the plurality of stor-
age devices. By way of the first storage device, the first
workload is executed based on in-band communication
between the processor and the storage controller.
[0008] At least some of the above and other features
of the invention are set out in the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] The above and other objects and features of
the present disclosure will become more apparent by de-
scribing in detail embodiments thereof with reference to
the accompanying drawings.

FIG. 1 is a diagram illustrating an electronic device
according to an embodiment of the present disclo-
sure.
FIG. 2 is a diagram illustrating an embodiment of an
electronic device including a host device and a stor-
age device of FIG. 1.
FIG. 3 is a flowchart illustrating an operating method
of an electronic device according to an embodiment
of the present disclosure.
FIG. 4 is a diagram illustrating an embodiment of
monitoring data of FIG. 3.
FIGS. 5 and 6 are diagrams for describing the proc-
ess of generating a monitoring data set of FIGS. 1
to 3.
FIG. 7 is a flowchart illustrating an embodiment in
which a first workload of FIG. 3 is allocated to a first
storage device.
FIGS. 8 and 9 are diagrams for describing the proc-
ess of classifying storage devices of FIG. 1 into stor-
age groups.
FIG. 10 is a diagram for describing the process of
determining a first storage device based on a storage
group of FIGS. 8 and 9.
FIG. 11 is a flowchart illustrating an operating meth-
od of an electronic device according to an embodi-
ment of the present disclosure.
FIG. 12 is a flowchart illustrating an embodiment of
an operation of FIG. 11, in which a first workload is
allocated to a first storage device.
FIG. 13 is a diagram for describing the process of
estimating expected power consumptions of one or
more workloads, the process of classifying the one
or more workloads into workload groups, and the
process of determining a first workload, which are
described with reference to FIG. 12.
FIG. 14 is a diagram for describing processes of de-
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termining a first workload, a second workload, a first
storage device, and a second storage device based
on storage groups of FIGS. 8 and 9 and workload
groups of FIG. 13.
FIG. 15 is a flowchart illustrating an operating meth-
od of an electronic device according to an embodi-
ment of the present disclosure.
FIGS. 16 and 17 are diagrams for describing an em-
bodiment of one or more workload queues of FIG. 15.
FIG. 18 is a diagram for describing an embodiment
of a workload of FIG. 17.
FIG. 19 is a diagram for describing an example of
the process of determining a first storage device
based on a monitoring data set.
FIG. 20 is a block diagram illustrating an electronic
system including an electronic device according to
embodiments of the present disclosure.
FIG. 21 is a diagram illustrating a data center includ-
ing an electronic device according to an embodiment
of the present disclosure.

DETAILED DESCRIPTION

[0010] Embodiments of the present disclosure will be
described more fully hereinafter with reference to the ac-
companying drawings. Like reference numerals may re-
fer to like elements throughout the accompanying draw-
ings.
[0011] It will be understood that the terms "first," "sec-
ond," "third," etc. are used herein to distinguish one ele-
ment from another, and the elements are not limited by
these terms. Thus, a "first" element in an embodiment
may be described as a "second" element in another em-
bodiment.
[0012] It should be understood that descriptions of fea-
tures or aspects within each embodiment should typically
be considered as available for other similar features or
aspects in other embodiments, unless the context clearly
indicates otherwise.
[0013] As used herein, the singular forms "a", "an" and
"the" are intended to include the plural forms as well,
unless the context clearly indicates otherwise.
[0014] FIG. 1 is a diagram illustrating an electronic de-
vice according to an embodiment of the present disclo-
sure.
[0015] Referring to FIG. 1, an electronic device 100
includes a host device 110 and a plurality of storage de-
vices 130, 150, and 170.
[0016] In an embodiment, the electronic device 100
may be a node or an entity that is located at an upper
layer in a communication network having a hierarchical
structure. The remaining nodes or entities located at a
lower layer in the communication network may access
the electronic device 100, and the electronic device 100
may be used to manage and store a large amount of data
according to the access. For example, the electronic de-
vice 100 may be an arbitrary computing system such as
a special-purpose computer, a general-purpose compu-

ter, a super computer, a mainframe computer, a data
center, or workstation.
[0017] The host device 110 may include a processor
111, a baseboard management controller (BMC) 113,
and workload queues 115. Each of the plurality of storage
devices 130, 150, and 170 includes a storage controller
and a micro controller unit (MCU). For example, the stor-
age devices 130, 150, and 170 may respectively include
storage controllers 131, 151, and 171 and may respec-
tively include MCUs 133, 153, and 173.
[0018] The host device 110 and the plurality of storage
devices 130, 150, and 170 may exchange data based on
in-band communication and out-of-band communication
capable of being executed completely independently of
the in-band communication. For example, the processor
111 and the storage controllers 131, 151, and 171 may
support the in-band communication, and the BMC 113
and the MCUs 133, 153, and 173 may support the out-
of-band communication.
[0019] In an embodiment, based on the in-band com-
munication, the processor 111 may transmit requests
and addresses to the storage controllers 131, 151, and
171 and may individually transmit data associated with
the requests and the addresses to the storage controllers
131, 151, and 171 or may individually receive the data
associated with the requests and the addresses from the
storage controllers 131, 151, and 171. The BMC 113 may
individually receive monitoring data from the MCUs 133,
153, and 173 based on the out-of-band communication.
[0020] The storage devices 130, 150, and 170 may
perform operations based on the requests and the ad-
dresses (or the requests, the addresses, and the pieces
of data) that the processor 111 transmits based on the
in-band communication. For example, the storage devic-
es 130, 150, and 170 may perform the program operation,
the read operation, or the erase operation, and may fur-
ther perform the error correction code (ECC) encoding
operation, the ECC decoding operation, the encryption
operation, or the decryption operation. However, the
present disclosure is not limited thereto.
[0021] The operations that the storage devices 130,
150, and 170 perform may be classified for each work
unit. For example, the read operation may be performed
together with the ECC decoding operation and the de-
cryption operation, and the program operation may be
performed together with the ECC encoding operation and
the encryption operation. For example, the read opera-
tion, the ECC decoding operation, and the decryption
operation may constitute one ’work’, and the program
operation, the ECC encoding operation, and the encryp-
tion operation may constitute another ’work’. As the load
on the system, the load that the electronic device 100
bears for each work (or a sum of loads that the compo-
nents 110, 111, 113, 115, 130, 131, 133, 150, 151, 153,
170, 171, and 173 respectively bear) may be referred to
as a "workload". The workload may include one or more
addresses and one or more requests causing the load
on the system, and may further include one or more data

3 4 



EP 4 398 085 A1

4

5

10

15

20

25

30

35

40

45

50

55

corresponding to the requests and the addresses.
[0022] The processor 111 may insert the workload to
the workload queues 115 or may delete the workload
from the workload queues 115, and the workload that is
stored in the workload queues 115 may be transmitted
to the storage devices 130, 150, and 170.
[0023] The monitoring data that each of the MCUs 133,
153, and 173 transmits based on the out-of-band com-
munication may include hardware characteristics asso-
ciated with the corresponding storage device and may
further include a warning signal.
[0024] In an embodiment, the hardware characteristics
may include, for example, an internal temperature, a pro-
gram/erase (P/E) cycle, an un-correctable error correc-
tion code (UECC) count, and a correctable error correc-
tion code (CECC) count of the storage device, but the
present disclosure is not limited thereto.
[0025] In an embodiment, the warning signal may be
generated by each of the MCUs 133, 153, and 173 when
one or more hardware characteristics among the hard-
ware characteristics exceed a relevant performance lim-
itation value or are close to the performance limitation
value. When the internal temperature of the storage de-
vice increases to a given level or more due to the heat
coming from the internal operations of the storage device,
the storage device may provide a protection mode re-
ferred to as a "dynamic thermal throttling operation",
which may protect elements of the storage device.
Among the hardware characteristics, the performance
limitation value (e.g., a performance limitation tempera-
ture) associated with the internal temperature may refer
to a temperature at which the storage device enters the
protection mode when the storage device provides the
protection mode. The monitoring data will be described
with reference to FIG. 4.
[0026] The processor 111 may allocate a first workload
among one or more workloads to a first storage device
among the plurality of storage devices 130, 150, and 170,
based on a monitoring data set including the monitoring
data. The monitoring data set may refer to data that are
obtained by integrating some or all of the pieces of mon-
itoring data transmitted from the MCUs 133, 153, and
173 of the plurality of storage devices 130, 150, and 170.
The monitoring data set will be described with reference
to FIGS. 5 and 6.
[0027] The first storage device may execute the first
workload based on the in-band communication.
[0028] In an embodiment, the processor 111 may ar-
bitrarily determine the first workload among the one or
more workloads or may determine the first workload
based on power consumption of each of the one or more
workloads or based on characteristics of one or more
workload queues in which the one or more workloads are
stored.
[0029] In an embodiment, the processor 111 may de-
termine the first storage device based on internal tem-
peratures or the remaining lifetimes/reliabilities of the plu-
rality of storage devices 130, 150, and 170. The proces-

sor 111 may identify the internal temperatures or the re-
maining lifetimes/reliabilities based on the monitoring da-
ta set.
[0030] In an embodiment, the processor 111 may clas-
sify the one or more workloads into one or more workload
groups and may classify the plurality of storage devices
130, 150, and 170 into one or more storage groups. The
processor 111 may determine the first workload based
on the workload group or may determine the first storage
device based on the storage group. The workload group
and the storage group will be described with reference
to FIGS. 8, 9, and 13.
[0031] In FIG. 1, the BMC 113 may receive the moni-
toring data from each of the MCUs 133, 153, and 173
respectively included in the plurality of storage devices
130, 150, and 170. For example, the BMC 113 may re-
ceive monitoring data MD1 associated with the storage
device 130 from the MCU 133, may receive monitoring
data MD2 associated with the storage device 150 from
the MCU 153, and may receive monitoring data MDN
associated with the storage device 170 from the MCU
173, where N is a positive integer greater than 2.
[0032] The host device 110 may receive execution re-
quests ERQs associated with the one or more workloads
from an external electronic device or may internally gen-
erate the one or more workloads, and the processor 111
may efficiently allocate the one or more workloads to the
plurality of storage devices 130, 150, and 170. For ex-
ample, the host device 110 may receive the execution
requests ERQs from any other node or entities in the
communication network and may internally generate one
or more workloads in migration operations associated
with preservation and management of data stored in the
storage devices 130, 150, and 170. For example, the
processor 111 may allocate workloads WLa and WLb to
the storage device 130, may allocate a workload WLc to
the storage device 150, and may allocate a workload
WLd to the storage device 170, where d is a positive
integer greater than 2.
[0033] With the configuration described above, an
electronic device according to an embodiment of the
present disclosure may efficiently allocate one or more
workloads to each of a plurality of storage devices based
on monitoring data received from each of a plurality of
storage devices.
[0034] The electronic device may include workload
queues, and may control the "allocation of workloads" by
inserting or deleting one or more workloads from the
workload queues. The electronic device may control the
"allocation of workloads" by adding or deleting destina-
tion information indicating a specific storage device to
each of the one or more workloads.
[0035] The "allocation of workloads" and the "reception
of monitoring data" may be performed independently of
each other, based on the in-band communication and
the out-of-band communication.
[0036] The storage devices may provide the dynamic
thermal throttling-based protection mode, which may
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protect the storage devices from a high internal temper-
ature, and the electronic device may efficiently allocate
one or more workloads to the storage devices such that
entering the protection mode is blocked or delayed.
[0037] FIG. 2 is a diagram illustrating an embodiment
of an electronic device including a host device and a stor-
age device of FIG. 1.
[0038] Referring to FIG. 2, a host device 110a may
correspond to the host device 110 of FIG. 1, a storage
device 130a may correspond to the storage device 130
of FIG. 1, and the remaining storage devices 150 and
170 of FIG. 1 may operate in the same manner as the
storage device 130.
[0039] Referring to FIG. 2, an electronic device 100a
may include the host device 110a and the storage device
130a. The host device 110a may include a processor
111a, a BMC 113a, and workload queues 115a, and the
storage device 130a may include a storage controller
131a, an MCU 133a, a non-volatile memory device 135a,
and a sensor device 137a.
[0040] The host device 110a and the storage device
130a may exchange data based on the in-band commu-
nication and the out-of-band communication capable of
being executed completely independently of the in-band
communication. For example, the processor 111a and
the storage controller 131a may exchange data based
on the in-band communication, and the BMC 113a and
the MCU 133a may change data based on the out-of-
band communication.
[0041] For example, the processor 111a may insert or
delete the workload WLa including a request REQa and
an address ADDRa (or the request REQa, the address
ADDRa, and data DATa) into or from the workload
queues 115a and may add destination information to the
workload WLa. The processor 111a may transmit the
workload WLa to the storage controller 131a based on
the in-band communication, and the non-volatile memory
device 135a may execute the workload WLa.
[0042] The MCU 133a transmits the monitoring data
MD1 to the BMC 113a based on the out-of-band com-
munication. The storage controller 131a and the sensor
device 137a may provide the MCU 133a with hardware
characteristics associated with the storage device 130a,
and the MCU 133a may process the hardware charac-
teristics into the monitoring data MD1 based on a preset
protocol and may transmit the monitoring data MD1 to
the BMC 113a.
[0043] For example, the sensor device 137a may
sense hardware characteristics associated with the stor-
age device 130a, such as an internal temperature, an
internal voltage/current, a charge amount of an internal
capacitor, power consumptions of internal components,
and internal parameters. For example, the storage con-
troller 131a may manage hardware characteristics such
as a program/erase (P/E) cycle, a program count, a read
count, an erase count, a threshold voltage distribution,
aa LTECC count, and a CECC count. For example, the
protocol may include various protocols complying with

an Open Computer Project (OCP) standard, a Platform
Level Data Model (PLDM) standard, a Network Controller
Sideband Interface (NC-SI) standard, a Redfish stand-
ard, a Non-Volatile Memory Express Management Inter-
face (NVMe_MI) standard, and a Management Compo-
nent Transport Protocol (MCTP) standard.
[0044] In an embodiment, the MCU 133a may transmit
the monitoring data MD1 to the BMC 113a periodically
or non-periodically.
[0045] In an embodiment, in the process of processing
the hardware characteristics into the monitoring data
MD1, the MCU 133a may include a warning signal in the
monitoring data MD1 together with the hardware char-
acteristics or may include only the warning signal in the
monitoring data MD1. In this case, the MCU 133a may
transmit the monitoring data MD1 to the BMC 113a non-
periodically only when the monitoring data MD1 include
the warning signal.
[0046] In an embodiment, the storage device 130a may
be a solid state drive (SSD). In an embodiment, the stor-
age device 130a may be Universal Flash Storage (UFS),
a Multimedia Card (MMC), or an embedded MMC (eM-
MC). In an embodiment, the storage device 130a may
be implemented with a Secure Digital (SD) card, a micro
SD card, a memory stick, a chip card, a Universal Serial
Bus (USB) card, a smart card, a Compact Flash (CF)
card, or any other device similar thereto.
[0047] In an embodiment, the non-volatile memory de-
vice 135a may include a NAND flash memory. In an em-
bodiment, the non-volatile memory device 135a may in-
clude an Electrically Erasable Programmable Read-Only
Memory (EEPROM), a Phase Change Random Access
Memory (PRAM), a Resistance Random Access Memory
(RRAM), a Nano Floating Gate Memory (NFGM), a Pol-
ymer Random Access Memory (PoRAM), a Magnetic
Random Access Memory (MRAM), a Ferroelectric Ran-
dom Access Memory (FRAM), or any other memory sim-
ilar thereto.
[0048] FIG. 3 is a flowchart illustrating an operating
method of an electronic device according to an embod-
iment of the present disclosure.
[0049] Referring to FIGS. 1 and 3, in the operating
method of the electronic device 100 according to an em-
bodiment of the present disclosure, the electronic device
100 may include the host device 110 and the plurality of
storage devices 130, 150, and 170. The host device 110
may include the processor 111, the BMC 113, and the
one or more workload queues 115. The plurality of stor-
age devices 130, 150, and 170 may include the storage
controllers 131, 151, and 171 and the MCUs 133, 153,
and 173.
[0050] The BMC 113 may receive monitoring data from
each of the MCUs 133, 153, and 173 of the plurality of
storage devices, based on the out-of-band communica-
tion between the BMC 113 and the MCUs 133, 153, and
173 (S100).
[0051] The processor 111 may allocate a first workload
among one or more workloads to a first storage device
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(e.g., one of 130, 150, and 170) among the plurality of
storage devices 130, 150, and 170, based on a monitor-
ing data set including a plurality of monitoring data
(S200). The monitoring data set may refer to data that
are obtained by integrating some or all of the pieces of
monitoring data transmitted from the MCUs 133, 153,
and 173.
[0052] In an embodiment, the processor 111 may de-
termine the first workload and the first storage device in
various manners. A manner of determining the first stor-
age device will be described with reference to FIG. 10,
and a manner of determining the first workload will be
described with reference to FIG. 13.
[0053] The first workload may be executed by the first
storage device based on the in-band communication be-
tween the processor 111 and a storage controller (e.g.,
a storage controller included in the first storage device).
[0054] FIG. 4 is a diagram illustrating an embodiment
of monitoring data of FIGS. 1 to 3.
[0055] Referring to FIGS. 2 and 4, the monitoring data
MD1 may include sensor data 137-1, log data 137-2 and
a warning signal 137-3.
[0056] The sensor data 137-1 may be generated by
the sensor device 137a, the log data 137-2 may be gen-
erated by the storage controller 131a, and the warning
signal 137-3 may be generated by the MCU 133a. As
described with reference to FIG. 2, the sensor data 137-1
may include hardware characteristics of the storage de-
vice 130a, which are sensed by the sensor device 137a,
such as, for example, an internal temperature, an internal
voltage/current, a charge amount of an internal capacitor,
power consumptions of internal components, and inter-
nal parameters, and the log data 137-2 may include hard-
ware characteristics, which are stored by the storage
controller 131a, such as, for example, a program/erase
(P/E) cycle, a program count, a read count, an erase
count, a threshold voltage distribution, a UECC count,
and a CECC count. The warning signal 137-3 may be
generated by the MCU 133a when one more of the hard-
ware characteristics exceed a relevant performance lim-
itation value or are close to the performance limitation
value.
[0057] As described with reference to FIGS. 1 and 2,
the monitoring data MD1 may be transmitted from the
MCU 133a to the BMC 113a periodically or non-period-
ically.
[0058] In an embodiment, before the BMC 113a is first
provided with the monitoring data MD1 from the MCU
133a, the BMC 113a may transmit a setting signal to the
MCU 133a to set a transfer period of the monitoring data
MD1 or data (or a signal) included in the monitoring data
MD1. For example, the setting signal may include an op-
code (operation code). When the opcode is set to a first
code value, the MCU 133a may transmit the monitoring
data MD1 every preset period. When the opcode is set
to a second code value, the MCU 133a may include all
of the sensor data 137-1, the log data 137-2, and the
warning signal 137-3 in the monitoring data MD1. When

the opcode is set to a third code value, the MCU 133a
includes, for example, only some of the sensor data
137-1, the log data 137-2, and the warning signal 137-3
in the monitoring data MD1. However, the present dis-
closure is not limited thereto.
[0059] In an embodiment, based on the initialization
process loaded when an electronic device is booted up,
some or all of the sensor data 137-1, the log data 137-2,
and the warning signal 137-3 may be transmitted from
the MCU 133a to the BMC 113a.
[0060] FIGS. 5 and 6 are diagrams for describing the
process of generating a monitoring data set of FIGS. 1
to 3.
[0061] Referring to FIG. 5, a monitoring data set
MD_SET may be generated by integrating, at a BMC of
a host device, some or all of monitoring data MD1, MD2,
MD3, MD4, MD5, MD6, MD7, MD8, MD9, MD10, MD11,
MD12, MD13, MD14, MD15, and MD16. The monitoring
data MD1 to MD16 may be respectively transmitted from
MCUs of storage devices SD1, SD2, SD3, SD4, SD5,
SD6, SD7, SD8, SD9, SD10, SD11, SD12, SD13, SD14,
SD15, and SD16. For example, the monitoring data MD1
may be transmitted from the storage device SD1, the
monitoring data MD2 may be transmitted from the stor-
age device SD2, and the monitoring data MD3 to MD16
may be transmitted from the storage devices SD3 to
SD16.
[0062] As points in time t1, t2, t3, t4, and t5 pass, the
BMC may generate a monitoring data set by integrating
all of the monitoring data that are completely transmitted
to the BMC at a specific point in time, and the processor
of the host device may allocate a specific workload to a
specific storage device based on the monitoring data set.
For example, at t1, the BMC may integrate pieces of mon-
itoring data 301 to generate the monitoring data set. At
t2, the BMC may integrate pieces of monitoring data 303
to generate the monitoring data set. At t3, the BMC may
generate the monitoring data set based on pieces of mon-
itoring data 305. For example, at t5, the BMC may ex-
clude pieces of monitoring data 309, 311, 313, 315, and
317 that are not completely transmitted to the BMC and
may generate the monitoring data set by integrating piec-
es of monitoring data 307-1 completely transmitted to the
BMC and pieces of monitoring data 307-2 completed
transmitted to the BMC at time t4. However, the present
disclosure is not limited thereto.
[0063] Referring to FIG. 6, each of the monitoring data
MD1 to MD16 may indicate an internal temperature of a
relevant storage device. For example, the monitoring da-
ta 331, 333, 335, and 337 may indicate that the internal
temperatures are a first temperature, a second temper-
ature, a third temperature, and a fourth temperature, re-
spectively, and the remaining monitoring data may be
expressed in the same manner as the monitoring data
331, 333, 335, and 337. The second temperature may
be higher than the first temperature, the third temperature
may be higher than the second temperature, and the
fourth temperature may be higher than the third temper-
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ature. The fourth temperature may exceed a perform-
ance limitation value (or a performance limitation tem-
perature) or may be close to the performance limitation
value, and monitoring data corresponding to the fourth
temperature may include the warning signal described
with reference to FIGS. 1 and 2.
[0064] Referring to FIG. 6, as points in time t11, t12,
t13, t14, t15, t16, and t17 pass, the BMC may generate
the monitoring data set by integrating all of the pieces of
monitoring data completely transmitted to the BMC at a
specific point in time. For example, at each of the points
in time t11 to t17, the BMC may generate the monitoring
data set to be similar in manner to that at each of the
points in time t1, t2, and t3 of FIG. 5.
[0065] In an embodiment, the BMC may generate the
monitoring data set by integrating only some of pieces
of monitoring data completely transmitted to the BMC.
For example, at each of the points in time t15, t16, and
17, the BMC may select the remaining monitoring data
other than monitoring data including the warning signal
and may generate the monitoring data set. At t15, the
BMC may generate the monitoring data set by using only
the remaining monitoring data other than monitoring data
337-1. At t16, the BMC may select only the remaining
monitoring data other than pieces of monitoring data
337-2 and may generate the monitoring data set. At t17,
the BMC may select only the remaining monitoring data
other than pieces of monitoring data 337-3 and may gen-
erate the monitoring data set. However, the present dis-
closure is not limited thereto.
[0066] FIG. 7 is a flowchart illustrating an embodiment
in which a first workload of FIG. 3 is allocated to a first
storage device.
[0067] Referring to FIGS. 3 and 7, a processor of a
host device may determine a storage device having the
lowest internal temperature from among a plurality of
storage devices as a first storage device by using a mon-
itoring data set (S201).
[0068] In an embodiment, the monitoring data set may
include monitoring data transmitted from an MCU of each
of the plurality of storage devices, and the monitoring
data transmitted from the MCU of each of the plurality of
storage devices may indicate an internal temperature of
the corresponding storage device. The processor may
identify the internal temperature of each of the plurality
of storage devices based on the monitoring data set and
may identify the storage device having the lowest internal
temperature from among the plurality of storage devices.
[0069] The processor allocates a first workload of one
or more workloads to the first storage device (S203).
[0070] In an embodiment, the first workload may be
arbitrarily selected from the one or more workloads.
[0071] In an embodiment, when the internal tempera-
ture exceeds a performance limitation temperature or is
close to the performance limitation temperature, the MCU
may transmit the monitoring data further including the
warning signal to a BMC of the host device. In this case,
in an embodiment, the processor does not allocate the

first workload to a storage device corresponding to the
warning signal from among the plurality of storage de-
vices by using the monitoring data set.
[0072] FIGS. 8 and 9 are diagrams for describing the
process of classifying storage devices of FIG. 1 into stor-
age groups.
[0073] As described with reference to FIG. 1, a proc-
essor of a host device may classify a plurality of storage
devices into one or more storage groups and may allo-
cate a first workload among one or more workloads to a
first storage device among the plurality of storage devices
based on the storage groups. In an embodiment, the
processor may classify the plurality of storage devices
into the storage groups based on a monitoring data set,
or the processor may classify the plurality of storage de-
vices into the storage groups based on one or more
threshold values (e.g., threshold temperatures) regard-
less of the monitoring data set.
[0074] In FIGS. 8 and 9, monitoring data sets
MD_SET1, MD_SET2, and MD_SET3 including pieces
of monitoring data are illustrated. In FIGS. 8 and 9, the
y-axis represents an internal temperature and the x-axis
represents storage devices SD1, SD2, SD3, SD4, SD5,
SD6, SD7, SD8, SD9, SD10, SD11, SD12, SD13, SD14,
SD15, and SD16 (e.g., SDx corresponds to these storage
devices).
[0075] Each of the monitoring data sets MD_SET1,
MD_SET2, and MD_SET3 may include all of pieces of
monitoring data transmitted from the storage devices
SD1, SD2, SD3, SD4, SD5, SD6, SD7, SD8, SD9, SD10,
SD11, SD12, SD13, SD14, SD15, and SD16 and may
indicate internal temperatures of the storage devices
SD1 to SD16.
[0076] In an embodiment, the monitoring data sets
MD_SET1, MD_SET2, and MD_SET3 may be respec-
tively generated at different points in time by a BMC of a
host device.
[0077] Referring to FIG. 8, the processor of the host
device may dynamically set a threshold temperature
based on the monitoring data set MD_SET1 and may
classify the storage devices SD1 to SD16 into storage
groups SG1-1 and SG1-2 based on the threshold tem-
perature. In an embodiment, the processor may set, at
the threshold temperature, a temperature (e.g., th_TP1)
between the highest temperature (e.g., TP2) and the low-
est temperature (e.g., TP1) among internal temperatures
of the storage devices SD1 to SD16, based on the mon-
itoring data set MD_SET1. The processor may classify
storage devices (e.g., SD6 to SD9) having a lower inter-
nal temperature than the threshold temperature as the
storage group SG1-1 and may classify storage devices
(e.g., SD1 to SD5 and SD10 to SD15) having a higher
internal temperature than the threshold temperature as
the storage group SG1-2. The processor may exclude a
storage device (e.g., SD16) having an internal tempera-
ture that belongs to a given range based on the threshold
temperature.
[0078] The processor may dynamically set a threshold
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temperature based on the monitoring data set MD_SET2
and may classify the storage devices SD1 to SD16 into
storage groups SG2-1, SG2-2, and SG2-3 based on the
threshold temperature. In an embodiment, the processor
may set, as the threshold temperature, a temperature
(e.g., th_TP2) between the highest temperature (e.g., be-
tween TP5 and TP4) and the lowest temperature (e.g.,
between TP3 and TP2) among internal temperatures of
the storage devices SD1 to SD16, based on the moni-
toring data set MD_SET2. The processor may classify
storage devices (e.g., SD10 to SD16) having a lower in-
ternal temperature than the threshold temperature as the
storage group SG2-1, may classify some (e.g., SD6 to
SD8) of storage devices having a higher internal temper-
ature than the threshold temperature as the storage
group SG2-2, and may classify a storage device (e.g.,
SD5) having the highest internal temperature as the sep-
arate storage group SG2-3. The processor may exclude
storage devices (e.g., SD1 to SD4, SD9, and SD16) hav-
ing an internal temperature that belongs to a given range
based on the threshold temperature.
[0079] Referring to FIG. 9, the processor of the host
device may, in advance, set one or more threshold tem-
peratures th_TP3, th_TP4-1, and th_TP4-2 regardless
of the monitoring data set MD_SET3 and may classify
the storage devices SD1 to SD16 into storage groups
SG3-1 and SG3-2 or storage groups SG4-1, SG4-2, and
SG4-3.
[0080] In an embodiment, the processor may, in ad-
vance, set a threshold temperature (e.g., th_TP3) based
on a value obtained by dividing TP5 being a temperature
causing a warning signal by an arbitrary integer (e.g.,
"2"). The processor may classify storage devices (e.g.,
SD1 to SD7 and SD16) having a lower internal temper-
ature than the threshold temperature as the storage
group SG3-1 and may classify storage devices (e.g., SD8
to SD15) having a higher internal temperature than the
threshold temperature as the storage group SG3-2.
[0081] In an embodiment, the processor may, in ad-
vance, set one or more threshold temperatures (e.g.,
th_TP4 -1 and th_TP4 -2) based on a value obtained by
dividing TP5 being a temperature causing the warning
signal by another arbitrary integer (e.g., "3"). The proc-
essor may classify storage devices (e.g., SD4 and SD5)
having a lower internal temperature than a first threshold
temperature (e.g., th_TP4-1) as the storage group
SG4-1, may classify storage devices (e.g., SD1 to SD3,
SD6 to SD10, and SD14 to SD16) having an internal
temperature higher than the first threshold temperature
and lower than a second threshold temperature (e.g.,
th_TP4-2) as the storage group SG4-2, and may classify
storage devices (e.g., SD11 to SD13) having a higher
internal temperature than the second threshold temper-
ature as the storage group SG4-3.
[0082] FIG. 10 is a diagram for describing the process
of determining a first storage device based on a storage
group of FIGS. 8 and 9.
[0083] Referring to FIG. 10, a first storage device for

allocating an arbitrary workload WL may be determined
based on the storage groups SG1-1, SG1-2, SG2-1,
SG2-2, SG2-3, SG3-1, SG3-2, SG4-1, SG4-2, and
SG4-3 of FIGS. 8 and 9.
[0084] In CASE1, the storage group SG1-1 including
storage devices having a relatively low internal temper-
ature from among the storage groups SG1-1 and SG1-2
may be selected. In an embodiment, an arbitrary storage
device among storage devices included in the storage
group SG1-1 may be determined as the first storage de-
vice. In an embodiment, another storage device selected
by using any other hardware characteristics together with
the internal temperature from among the storage devices
included in the storage group SG1-1 may be determined
as the first storage device. For example, the internal volt-
age/current, the charge amount of the internal capacitor,
the program/erase (P/E) cycle, etc. described with refer-
ence to FIG. 4 may be used to determine the first storage
device together with the internal temperature.
[0085] Similar to CASE1, in CASE2 and CASE3, the
storage group SG2-1 may be selected from the storage
groups SG2-1, SG2-2, and SG2-3, the storage group
SG3-1 may be selected from the storage groups SG3-1
and SG3-2, and the storage group SG4-1 may be select-
ed from the storage groups SG4-1, SG4-2, and SG4-3.
[0086] In CASE2, an arbitrary storage device among
storage devices included in the storage group SG2-1 may
be determined as the first storage device, or another stor-
age device selected by using any other hardware char-
acteristics together with the internal temperature from
among the storage devices included in the storage group
SG2-1 may be determined as the first storage device.
[0087] In CASE3, an arbitrary storage device among
storage devices included in the storage group SG3-1 may
be determined as the first storage device, or another stor-
age device selected by using any other hardware char-
acteristics together with the internal temperature from
among the storage devices included in the storage group
SG3-1 may be determined as the first storage device.
[0088] In CASE3, an arbitrary storage device among
storage devices included in the storage group SG4-1 may
be determined as the first storage device, or another stor-
age device selected by using any other hardware char-
acteristics together with the internal temperature from
among the storage devices included in the storage group
SG4-1 may be determined as the first storage device.
[0089] FIG. 11 is a flowchart illustrating an operating
method of an electronic device according to an embod-
iment of the present disclosure.
[0090] Compared to operation S200 of FIG. 3, referring
to FIG. 11, in an operating method of an electronic device
of FIG. 11, a processor of a host device may allocate a
first workload to a first storage device based on a moni-
toring data set and one or more workloads, not only the
monitoring data set.
[0091] Referring to FIGS. 1 and 11, in the operating
method of the electronic device 100 according to an em-
bodiment of the present disclosure, the electronic device
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100 includes the host device 110 and the plurality of stor-
age devices 130, 150, and 170. The host device 110
includes the processor 111, the BMC 113, and may in-
clude the one or more workload queues 115. The plurality
of storage devices 130, 150, and 170 include the storage
controllers 131, 151, and 171 and the MCUs 133, 153,
and 173.
[0092] The MCU (each of 133, 153, and 173) of the
plurality of storage devices 130, 150, and 170 may trans-
mit monitoring data to the BMC 113, based on the out-
of-band communication between the BMC 113 and the
MCUs 133, 153, and 173 (S100).
[0093] The processor 111 may allocate a first workload
among the one or more workloads to a first storage device
(e.g., one of 130, 150, and 170) among the plurality of
storage devices 130, 150, and 170, based on a monitor-
ing data set including a plurality of monitoring data and
one or more workloads (S230). The monitoring data set
may refer to data that are obtained by integrating some
or all of the pieces of monitoring data transmitted from
the MCUs 133, 153, and 173.
[0094] The first storage device may execute the first
workload, based on the in-band communication between
the processor 111 and a storage controller (e.g., a stor-
age controller included in the first storage device) (S300).
[0095] FIG. 12 is a flowchart illustrating an embodiment
of an operation of FIG. 11, in which a first workload is
allocated to a first storage device.
[0096] Referring to FIGS. 1, 11, and 12, in the operation
of FIG. 11 where the first workload among the one or
more workloads is allocated to the first storage device
among the plurality of storage devices, the processor 111
may sort the one or more workloads based on an expect-
ed power consumption of each of the one or more work-
loads (S231).
[0097] In an embodiment, the expected power con-
sumption may be estimated based on requests and ad-
dresses (or requests, addresses, and pieces of data) in-
cluded in each of the one or more workloads or based
on past histories of external electronic devices transmit-
ting execution requests associated with the one or more
workloads to a host device. The process of estimating
the expected power consumption will be described with
reference to FIG. 13.
[0098] The processor 111 may determine a workload
having the lowest power consumption from among the
one or more workloads as the first workload, based on a
result of the sorting (S233).
[0099] The processor 111 may determine a storage
device corresponding to a warning signal from among
the plurality of storage devices as the first storage device
by using the monitoring data set (S235).
[0100] The processor 111 allocates the first workload
to the first storage device (S237).
[0101] In an embodiment, the processor 111 may fur-
ther determine a second workload among the one or
more workloads, may further determine a second storage
device among the plurality of storage devices, and may

allocate the second workload to the second storage de-
vice. For example, based on the result of the sorting in
operation S231, the processor 111 may determine a
workload having the lowest power consumption from
among the one or more workloads as the first workload
and may determine a workload having the highest power
consumption from among the one or more workloads as
the second workload. For example, the processor 111
may classify the one or more workloads into one or more
workload groups based on the result of the sorting. Based
on the workload groups, the processor 111 may deter-
mine a workload having the lowest power consumption
as the first workload and may determine a workload hav-
ing the highest power consumption as the second work-
load. The process of determining the first workload and
the second workload will be described with reference to
FIG. 13.
[0102] FIG. 13 is a diagram for describing the process
of estimating expected power consumptions of one or
more workloads, the process of classifying the one or
more workloads into workload groups, and the process
of determining a first workload, which are described with
reference to FIG. 12.
[0103] Referring to FIGS. 1 and 13, the processor 111
may sort one or more workloads WL1, WL2, WL3, WL4,
WL5, WL6, WL7, WL8, WL9, and WL10 based on ex-
pected power consumptions.
[0104] In an embodiment, the expected power con-
sumptions may respectively correspond to the one or
more workloads WL1 to WL10.
[0105] In an embodiment, the processor 111 may es-
timate the expected power consumptions based on types
of requests included in each of the one or more work-
loads, ranges of addresses included therein, or sizes of
data included therein. For example, as requests included
in one workload include more erase requests or more
program requests, as ranges of addresses included in
the one workload become greater, or as sizes of data
included in the one workload become larger, the expect-
ed power consumption of the one workload may be es-
timated as a greater value.
[0106] In an embodiment, the one or more workloads
may be transmitted from external electronic devices, and
the processor 111 may estimate the expected power con-
sumptions based on past histories of previous workloads
transmitted by external electronic devices. For example,
as actual power consumptions of previous workloads
transmitted by a specific external electronic device be-
come greater than actual power consumptions of previ-
ous workloads transmitted by another external electronic
device, the expected power consumption of one work-
load transmitted by the specific external electronic device
may be estimated as a greater value.
[0107] Referring to FIG. 13, the processor 111 may
estimate that expected power consumptions of the one
or more workloads WL1 to WL10 are 100, 30, 30, 20, 40,
40, 60, 80, 50, 20, respectively, and may sort the one or
more workloads WL1 to WL10 based on the estimated
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expected power consumptions.
[0108] In an embodiment, the processor 111 may dy-
namically set a threshold power consumption based on
the estimated expected power consumptions and may
classify the one or more workloads WL1 to WL10 into
groups WG1-1 and WG1-2 based on the threshold power
consumption.
[0109] In an embodiment, based on the estimated ex-
pected power consumptions, the processor 111 may set,
as the threshold power consumption, a power consump-
tion (e.g., th_CP) between the highest expected power
consumption (e.g., 100) and the lowest expected power
consumption (e.g., 20) among the expected power con-
sumptions that the one or more workloads WL1 to WL10
indicate. The processor 111 may classify workloads (e.g.,
WL1, WL8, WL7, and WL9) having a higher power con-
sumption than the threshold power consumption as the
workload group WG1-1 and may classify workloads (e.g.,
WL5, WL6, WL2, WL3, WL4, and WL10) having a lower
power consumption than the threshold power consump-
tion as the workload group WG1-2.
[0110] Referring to the above manner where storage
devices are classified into storage groups as described
with reference to FIG. 9, the processor 111 may, in ad-
vance, set one or more threshold power consumptions
and may classify the one or more workloads WL1 to
WL10 into workload groups based on the one or more
threshold power consumptions.
[0111] FIG. 14 is a diagram for describing processes
of determining a first workload, a second workload, a first
storage device, and a second storage device based on
storage groups of FIGS. 8 and 9 and workload groups of
FIG. 13.
[0112] Referring to FIG. 14, a first workload, a second
workload, a first storage device, and a second storage
device may be determined based on the storage groups
SG1-1, SG1-2, SG2-1, SG2-2, SG2-3, SG3-1, SG3-2,
SG4-1, SG4-2, and SG4-3 of FIGS. 8 and 9 and the work-
load groups WG1-1 and WG1-2 of FIG. 13.
[0113] In CASE4, the workload group WG1-1 including
workloads having a relatively high power consumption
may be selected from the workload groups WG1-1 and
WG1-2, and the storage group SG1-1 including storage
devices having a relatively low internal temperature may
be selected from the storage groups SG1-1 and SG1-2.
[0114] In an embodiment, any one of the workloads
included in the workload group WG1-1 may be deter-
mined as the first workload, and any one of the storage
devices included in the storage group SG1-1 may be de-
termined as the first storage device. However, the
present disclosure is not limited thereto. In an embodi-
ment, as in the above description given with reference
to FIG. 10, another storage device among the storage
devices included in the storage group SG1-1 may be se-
lected as the first storage device by using any other hard-
ware characteristics together with an internal tempera-
ture.
[0115] In an embodiment, any one of the workloads

included in the workload group WG1-2 may be deter-
mined as the second workload, and any one of the stor-
age devices included in the storage group SG1-2 may
be determined as the second storage device. However,
the present disclosure is not limited thereto. In an em-
bodiment, as in the above description given with refer-
ence to FIG. 10, another storage device among the stor-
age devices included in the storage group SG1-2 may
be selected as the second storage device by using any
other hardware characteristics together with an internal
temperature.
[0116] As in CASE4, first and second workloads and
first and second storage devices may be selected in CAS-
ES and CASE6.
[0117] The selection of one workload group among
workload groups may be independent of the selection of
one storage group among storage groups. The selection
of one workload among workloads included in one work-
load group may also be independent of the selection of
one storage device among storage devices included in
one storage group. Various manners described in the
specification may be independently used in each of the
selection of one workload group, the selection of one
storage group, the selection of one workload, and the
selection of one storage device.
[0118] FIG. 15 is a flowchart illustrating an operating
method of an electronic device according to an embod-
iment of the present disclosure.
[0119] Compared to operation S200 of FIG. 3, referring
to FIG. 15, in an operating method of an electronic device
of FIG. 15, a processor of a host device may insert a first
workload into a first workload queue and may allocate
the first workload to a first storage device.
[0120] Referring to FIGS. 1 and 15, in the operating
method of the electronic device 100 according to an em-
bodiment of the present disclosure, the electronic device
100 includes the host device 110 and the plurality of stor-
age devices 130, 150, and 170. The host device 110
includes the processor 111, the BMC 113, and may in-
clude the one or more workload queues 115. The plurality
of storage devices 130, 150, and 170 include the storage
controllers 131, 151, and 171 and the MCUs 133, 153,
and 173.
[0121] The MCU (each of 133, 153, and 173) of the
plurality of storage devices 130, 150, and 170 transmit
monitoring data to the BMC 113, based on the out-of-
band communication between the BMC 113 and the
MCUs 133, 153, and 173 (S100).
[0122] Based on a monitoring data set including the
monitoring data, the processor 111 may insert a first
workload among one or more workloads into a first work-
load queue among the one or more workload queues 115
and may allocate the first workload to a first storage de-
vice (e.g., one of 130, 150, and 170) among the plurality
of storage devices 130, 150, and 170 (S250). The mon-
itoring data set may refer to data that are obtained by
integrating pieces of monitoring data respectively trans-
mitted from the MCUs 133, 153, and 173.
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[0123] The first storage device may execute the first
workload, based on the in-band communication between
the processor 111 and a storage controller (e.g., a stor-
age controller included in the first storage device) (S300).
[0124] FIGS. 16 and 17 are diagrams for describing an
embodiment of workload queues of FIG. 15. FIG. 18 is
a diagram for describing an embodiment of a workload
of FIG. 17.
[0125] A processor 510, one or more workload queues
531, 533, 535, and 537, and storage devices 551, 553,
555, and 557 are illustrated in FIG. 16, and the processor
510, one or more workload queues 531a, 533a, 535a,
and 537a, and the storage devices 551, 553, 555, and
557 are illustrated in FIG. 17.
[0126] The processor 510 and the storage devices
551, 553, 555, and 557 may respectively correspond to
the processor 111 and the storage devices 130, 150, and
170 of FIG. 1, and the one or more workload queues 531,
533, 535, and 537 and the one or more workload queues
531a, 533a, 535a, and 537a may correspond to the work-
load queues 115.
[0127] Referring to FIG. 16, a host device may include
the processor 510 and the one or more workload queues
531, 533, 535, and 537, and the processor 510 may in-
clude one or more cores 511, 513, 515, and 517.
[0128] In an embodiment, the one or more workload
queues 531, 533, 535, and 537 may be generated to
correspond to the one or more cores 511, 513, 515, and
517, respectively, and the number of one or more work-
load queues 531, 533, 535, and 537 may be equal to the
number of one or more cores 511, 513, 515, and 517.
[0129] The one or more workload queues 531, 533,
535, and 537 may be respectively dedicated for the stor-
age devices 551, 553, 555, and 557.
[0130] In an embodiment, the storage devices 551,
553, 555, and 557 may respectively correspond to the
one or more workload queues 531, 533, 535, and 537,
and the number of one or more workload queues 531,
533, 535, and 537 may be equal to the number of storage
devices 551, 553, 555, and 557.
[0131] The processor 510 may insert a first workload
into a first workload queue and allocates the first workload
to a first storage device. For example, the core 511 may
insert the workload WLa into the workload queue 531 to
allocate the workload WLa to the storage device 551,
and the core 513 may insert the workload WLb into the
workload queue 533 to allocate the workload WLb to the
storage device 553. The core 515 may insert the work-
load WLc into the workload queue 535 to allocate the
workload WLc to the storage device 555, and the core
517 may insert the workload WLd into the workload
queue 537 to allocate the workload WLd to the storage
device 557.
[0132] When an internal temperature of a relevant stor-
age device exceeds a performance limitation tempera-
ture or is close to the performance limitation temperature,
the MCU of each of the storage devices 551, 553, 555,
and 557 may transmit monitoring data including a warn-

ing signal to a BMC of the host device. In this case, the
processor 510 may delete the first workload from the first
workload queue.
[0133] An example in which storage devices respec-
tively correspond to one or more workload queues is il-
lustrated in FIG. 16. However, in an embodiment, storage
devices may not respectively correspond to one or more
workload queues, and the number of the storage devices
may be more than the number of the one or more work-
load queues 531, 533, 535, and 537. In this case, the
processor 510 may classify storage devices into one or
more storage groups, and the number of the storage
groups may be equal to the number of the one or more
workload queues 531, 533, 535, and 537.
[0134] In an embodiment, the processor 510 may sort
the one or more workload queues 531, 533, 535, and
537 in the order of workload size, based on one or more
of an access frequency and a priority for each workload
queue. For example, with regard to the one or more work-
load queues 531, 533, 535, and 537, as the number of
times of insertion and deletion of a workload by the proc-
essor 510 increases, the access frequency may in-
crease. For example, the one or more workload queues
531, 533, 535, and 537 may respectively correspond to
external electronic devices transmitting the one or more
workloads, and a priority of each of the workload queues
531, 533, 535, and 537 may be determined based on
past histories of previous workloads transmitted by the
external electronic devices. As actual power consump-
tions of previous workloads transmitted by a specific ex-
ternal electronic device increase, a priority of a workload
queue corresponding to the specific external electronic
device may increase. In this case, the processor 510 may
determine a workload queue having the highest priority
from among the one or more workload queues 531, 533,
535, and 537 as the first workload queue.
[0135] Referring to FIG. 17, a host device may include
the processor 510 and the one or more workload queues
531a, 533a, 535a, and 537a, and the processor 510 may
include the one or more cores 511, 513, 515, and 517.
[0136] In an embodiment, the one or more workload
queues 531a, 533a, 535a, and 537a may be generated
to correspond to the one or more cores 511, 513, 515,
and 517, respectively, and the number of one or more
workload queues 531a, 533a, 535a, and 537a may be
equal to the number of one or more cores 511, 513, 515,
and 517.
[0137] In an embodiment, the one or more workload
queues 531a, 533a, 535a, and 537a are not dedicated
for the storage devices 551, 553, 555, and 557.
[0138] In an embodiment, the storage devices 551,
553, 555, and 557 may be allocated regardless of the
one or more workload queues 531a, 533a, 535a, and
537a, and the number of one or more workload queues
531a, 533a, 535a, and 537a may be different from the
number of storage devices 551, 553, 555, and 557 (unlike
the embodiment illustrated in FIG. 16).
[0139] In this case, the processor 510 may add first

19 20 



EP 4 398 085 A1

12

5

10

15

20

25

30

35

40

45

50

55

destination information indicating a first storage device
to a first workload and may allocate the first workload to
the first storage device. For example, referring to FIG.
18, the core 511 may insert the workload WLa into the
workload queue 533a and may add destination informa-
tion Dstn_info indicating the storage device 557 to the
workload WLa (e.g., refer to 710 in FIG. 18) such that
the workload WLa is allocated to the storage device 557.
The core 511 may delete the destination information
Dstn_Info from the workload WLa (e.g., refer to 730 in
FIG. 18) such that the allocation of the workload WLa to
the storage device 557 is cancelled.
[0140] The one or more workload queues 531a, 533a,
535a, and 537a may receive a control signal CTL_WQ
from the processor 510 and may transmit workload
queue information WQ_INFO including the destination
information to the processor 510. Based on the control
signal CTL_WQ, the one or more workload queues 531a,
533a, 535a, and 537a may add the first destination in-
formation to the first workload or may delete the first des-
tination information from the first workload. Based on the
workload queue information WQ INFO, the processor
510 may manage the one or more workload queues 531a,
533a, 535a, and 537a.
[0141] FIG. 19 is a diagram for describing an example
of the process of determining a first storage device based
on a monitoring data set.
[0142] A monitoring data set MD_SET4 including piec-
es of monitoring data is illustrated in FIG. 19.
[0143] In FIG. 19, the y-axis represents a remaining
lifetime/reliability (e.g., as indicated by LT1, LT2, LT3,
LT4, and LT5) and the x-axis represents storage devices
SD1, SD2, SD3, SD4, SD5, SD6, SD7, SD8, SD9, SD10,
SD11, SD12, SD13, SD14, SD15, and SD16 (e.g., SDx
corresponds to these storage devices).
[0144] The monitoring data set MD_SET4 may include
all of the pieces of monitoring data transmitted from the
storage devices SD1, SD2, SD3, SD4, SD5, SD6, SD7,
SD8, SD9, SD10, SD11, SD12, SD13, SD14, SD15, and
SD16 and may indicate remaining lifetimes/reliabilities
of the storage devices SD 1 to SD 16.
[0145] In an embodiment, the monitoring data set
MD_SET4 may be generated by a BMC of a host device.
[0146] Referring to FIG. 19, each of the pieces of mon-
itoring data may include hardware characteristics asso-
ciated with a relevant storage device and may further
include a warning signal. For example, the hardware
characteristics may include a program/erase (P/E) cycle,
an Un-correctable Error Correction Code (UECC) count,
and a Correctable Error Correction Code (CECC) count
of the relevant storage device, and the BMC of the host
device may identify the remaining lifetimes/reliabilities of
the storage devices SD1 to SD16 based on the pro-
gram/erase (P/E) cycle, the UECC count, and the CECC
count. For example, the warning signal may be generated
by the MCU included in each of the storage devices SD1
to SD16 when one or more of the hardware characteris-
tics exceed a relevant performance limitation value or

are close to the performance limitation value. The per-
formance limitation value (e.g., the number of times of
performance limitation) associated with the pro-
gram/erase cycle from among the hardware character-
istics may be determined based on a theoretical lifetime
of a storage device, and the performance limitation val-
ues associated with the UECC count and the CECC count
may be determined based on a minimum performance
of an ECC block.
[0147] In an embodiment, the processor of the host
device may determine a storage device having the high-
est remaining lifetime from among the plurality of storage
devices as the first storage device by using the monitoring
data set MD_SET4.
[0148] In an embodiment, the processor of the host
device may further determine a second workload among
the one or more workloads, may further determine a sec-
ond storage device among the plurality of storage devic-
es, and may allocate the second workload to the second
storage device. For example, based on a result of sorting
workloads in the order of power consumption, the proc-
essor may determine a workload having the lowest power
consumption from among the one or more workloads as
the first workload and may determine a workload having
the highest power consumption from among the one or
more workloads as the second workload. The processor
may determine a storage device having the highest re-
maining lifetime from among the plurality of storage de-
vices as the first storage device and may determine a
storage device having the lowest remaining lifetime from
among the plurality of storage devices as the second
storage device.
[0149] As described with reference to FIGS. 8 and 9,
the processor of the host device may dynamically set a
threshold remaining lifetime/reliability based on the mon-
itoring data set MD_SET4 and may classify storage de-
vices into storage groups based on the threshold remain-
ing lifetime/reliability. The processor of the host device
may, in advance, set one or more threshold remaining
lifetimes/reliabilities regardless of the monitoring data set
MD_SET4 and may classify storage devices into storage
groups based on the threshold remaining lifetimes/relia-
bilities.
[0150] As described with reference to FIG. 10, the
processor of the host device may determine the first stor-
age device for allocating an arbitrary workload based on
the storage groups.
[0151] FIG. 20 is a block diagram illustrating an elec-
tronic system including an electronic device according to
embodiments of the present disclosure.
[0152] Referring to FIG. 20, an electronic system 1000
may include a host device 1010, a compute express link
(CXL) storage device 1100, and a CXL memory device
1200 that communicate through a CXL switch SW_CXL.
The host device 1010 and the CXL storage device 1100
may respectively correspond to the host device 110 and
the storage device 130 of FIG. 1.
[0153] The CXL switch SW_CXL may be a component

21 22 



EP 4 398 085 A1

13

5

10

15

20

25

30

35

40

45

50

55

included in a CXL interface. For example, the CXL inter-
face may perform functions of a host interface, a buffer
memory interface, and a non-volatile memory interface.
[0154] The host device 1010 may include a CXL host
interface circuit 1010a. The CXL host interface circuit
1010a may include workload queues (e.g., 115 of FIG.
1 or 115a of FIG. 2). The CXL host interface circuit 1010a
may communicate with the CXL storage device 1100 or
the CXL memory device 1200 through the CXL switch
SW_CXL.
[0155] The CXL storage device 1100 may include a
CXL storage interface circuit 1110a, a processor 1110b,
an FTL 1110c, an ECC engine 1110d, an acceleration
module manager 1110e, a core module(s) 1110f, an ac-
celeration module(s) 1110g, a non-volatile memory in-
terface circuit 111 0h, a non-volatile memory NVM, and
an internal buffer memory iBFM.
[0156] The components 1110a, 1110b, 1110c, 1110d,
1110e, 1110f, 1110g, and 1110h included in the CXL
storage device 1100 may constitute a "CXL storage con-
troller", and the CXL storage controller may correspond
to a storage controller (e.g., each of 131, 151, and 171
of FIG. 1).
[0157] In an embodiment, under control of the host de-
vice 1010, the CXL storage controller may store data in
the non-volatile memory NVM or may transmit data
present in the non-volatile memory NVM to the host de-
vice 1010. For example, the non-volatile memory NVM
may be a NAND flash memory, but the present disclosure
is not limited thereto.
[0158] In an embodiment, the internal buffer memory
iBFM may temporarily store data that are input to the
CXL storage controller or are output from the CXL storage
controller.
[0159] The CXL memory device 1200 may include a
CXL memory interface circuit 1210a, a processor 1210b,
a memory manager 1210c, a buffer memory interface
circuit 1210d, and a buffer memory BFM. The compo-
nents 1210a, 1210b, 1210c, and 1210d included in the
CXL memory device 1200 may constitute a "CXL memory
controller", and the CXL memory controller may corre-
spond to an MCU (e.g., each of 133, 153, and 173 of
FIG. 1).
[0160] In an embodiment, under control of the host de-
vice 1010, the CXL memory device 1200 may store data
in the buffer memory BFM or may send data stored in
the buffer memory BFM to the host device 1010. For ex-
ample, the CXL memory device 1200 may store moni-
toring data associated with the CXL storage device 1100
in the buffer memory BFM and may transmit the moni-
toring data to the host device 1010 periodically or non-
periodically. For example, the buffer memory BFM may
be a DRAM, but the present disclosure is not limited
thereto.
[0161] In an embodiment, the host device 1010, the
CXL storage device 1100, and the CXL memory device
1200 may be configured to share the same interface. For
example, the host device 1010, the CXL storage device

1100, and the CXL memory device 1200 may communi-
cate with each other through the CXL switch SW_CXL.
The CXL switch SW_CXL may refer to a low-latency and
high-bandwidth link that supports coherency, memory
access, and dynamic protocol muxing of IO protocols
such that various connections between accelerators,
memory devices, or various electronic devices may be
implemented.
[0162] FIG. 21 is a diagram illustrating an electronic
device including an electronic device according to an em-
bodiment of the present disclosure.
[0163] Referring to FIG. 21, the data center 3000 may
be a facility that collects various types of pieces of data
and provides services, and may be referred to as a data
storage center. The data center 3000 may be, for exam-
ple, a system for operating a search engine and a data-
base, and may be a computing system used by compa-
nies, such as, for example, banks, or government agen-
cies. The data center 3000 may include application serv-
ers 3100 to 3100n and storage servers 3200 to 3200m,
where n and m are positive integers. The number of ap-
plication servers 3100 to 3100n and the number of stor-
age servers 3200 to 3200m may be variously selected
according to embodiments. The number of application
servers 3100 to 3100n may be different from the number
of storage servers 3200 to 3200m according to embod-
iments.
[0164] The application server 3100 or the storage serv-
er 3200 may include at least one of processors 3110 and
3210 and memories 3120 and 3220. The storage server
3200 will now be described as an example. The proces-
sor 3210 may control all operations of the storage server
3200, access the memory 3220, and execute instructions
and/or data loaded in the memory 3220. The memory
3220 may be, for example, a double-data-rate synchro-
nous DRAM (DDR SDRAM), a high-bandwidth memory
(HBM), a hybrid memory cube (HMC), a dual in-line mem-
ory module (DIMM), Optane ™ DIMM (or other DIMM that
can be used as either a volatile or persistent memory),
and/or a non-volatile DIMM (NVMDIMM). In some em-
bodiments, the numbers of processors 3210 and mem-
ories 3220 included in the storage server 3200 may be
variously selected. In an embodiment, the processor
3210 and the memory 3220 may provide a processor-
memory pair. In an embodiment, the number of proces-
sors 3210 may be different from the number of memories
3220. The processor 3210 may include a single-core
processor or a multi-core processor. The above descrip-
tion of the storage server 3200 may be similarly applied
to the application server 3100. In some embodiments,
the application server 3100 does not include a storage
device 3150. The storage server 3200 may include at
least one storage device 3250. The number of storage
devices 3250 included in the storage server 3200 may
be variously selected according to embodiments.
[0165] The application servers 3100 to 3100n may
communicate with the storage servers 3200 to 3200m
through a network 3300. The network 3300 may be im-
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plemented by using, for example, a fiber channel (FC) or
Ethernet. In this case, the FC may be a medium used for
relatively high-speed data transmission and may use an
optical switch with high performance and high availability.
The storage servers 3200 to 3200m may be provided as,
for example, file storages, block storages, or object stor-
ages according to an access method of the network 3300.
[0166] In an embodiment, the network 3300 may be a
storage-dedicated network, such as a storage area net-
work (SAN). For example, the SAN may be an FC-SAN,
which uses an FC network and is implemented according
to an FC protocol (FCP). As an example, the SAN may
be an Internet protocol (IP)-SAN, which uses a transmis-
sion control protocol (TCP)/IP network and is implement-
ed according to a SCSI over TCP/IP or Internet SCSI
(iSCSI) protocol. In an embodiment, the network 3300
may be a general network, such as a TCP/IP network.
For example, the network 3300 may be implemented ac-
cording to a protocol, such as, for example, FC over Eth-
ernet (FCoE), network attached storage (NAS), and
NVMe over Fabrics (NVMe-oF).
[0167] Hereinafter, the application server 3100 and the
storage server 3200 will mainly be described. A descrip-
tion of the application server 3100 may be applied to an-
other application server 3100n, and a description of the
storage server 3200 may be applied to another storage
server 3200m.
[0168] The application server 3100 may store data,
which is requested by a user or a client to be stored, in
one of the storage servers 3200 to 3200m through the
network 3300. Also, the application server 3100 may ob-
tain data, which is requested by the user or the client to
be read, from one of the storage servers 3200 to 3200m
through the network 3300. For example, the application
server 3100 may be implemented as a web server or a
database management system (DBMS).
[0169] The application server 3100 may access a
memory 3120n or a storage device 3150n, which is in-
cluded in another application server 3100n, through the
network 3300. Alternatively, the application server 3100
may access memories 3220 to 3220m or storage devices
3250 to 3250m, which are included in the storage servers
3200 to 3200m, through the network 3300. Thus, the ap-
plication server 3100 may perform various operations on
data stored in application servers 3100 to 3100n and/or
the storage servers 3200 to 3200m. For example, the
application server 3100 may execute an instruction for
moving or copying data between the application servers
3100 to 3100n and/or the storage servers 3200 to 3200m.
In this case, the data may be moved from the storage
devices 3250 to 3250m of the storage servers 3200 to
3200m to the memories 3120 to 3120n of the application
servers 3100 to 3100n directly or through the memories
3220 to 3220m of the storage servers 3200 to 3200m.
The data moved through the network 3300 may be data
encrypted for security or privacy.
[0170] The application servers 3100 to 3100n may fur-
ther include a switch 3130 to 3130n and a network inter-

face card (NIC) 3140 to 3140n. The switch 3130 to 3130n
may selectively connect the processor 3110 to 3110n to
the storage device 3150 to 3150n or selectively connect
the NIC 3140 to 3140n to the storage device 3150 to
3150n via the control of the processor 3110 to 3110n.
[0171] The storage servers 3200 to 3200m will now be
described as an example. An interface 3254 to 3254m
may provide a physical connection between a processor
3210 to 3210m and a controller 3251 to 3251m and a
physical connection between a network interface card
(NIC) 3240 to 3240m and the controller 3251 to 3251m.
For example, the interface 3254 to 3254m may be im-
plemented using a direct attached storage (DAS) scheme
in which the storage device 3250 to 3250m is directly
connected with a dedicated cable. For example, the in-
terface 3254 to 3254m may be implemented by using
various interface schemes, such as ATA, SATA, e-SATA,
an SCSI, SAS, PCI, PCIe, NVMe, IEEE 1394, a USB
interface, an SD card interface, an MMC interface, an
eMMC interface, a UFS interface, an eUFS interface,
and/or a CF card interface.
[0172] The storage servers 3200 to 3200m may further
include a switch 3230 to 3230m and a network interface
card (NIC) 3240 to 3240m. The switch 3230 to 3230m
may selectively connect the processor 3210 to 3210m to
the storage device 3250 to 3250m or selectively connect
the NIC 3240 to 3240m to the storage device 3250 to
3250m via the control of the processor 3210 to 3210m.
[0173] In an embodiment, the NIC 3240 may include
a network interface card and a network adaptor. The NIC
3240 may be connected to the network 3300 by, for ex-
ample, a wired interface, a wireless interface, a BLUE-
TOOTH interface, or an optical interface. The NIC 3240
may include, for example, an internal memory, a digital
signal processor (DSP), and a host bus interface, and
may be connected to the processor 3210 and/or the
switch 3230 through the host bus interface. The host bus
interface may be implemented as one of the above-de-
scribed examples of the interface 3254. In an embodi-
ment, the NIC 3240 may be integrated with at least one
of the processor 3210, the switch 3230, and the storage
device 3250.
[0174] In the storage servers 3200 to 3200m or the
application servers 3100 to 3100n, a processor may
transmit a command to storage devices 3150 to 3150n
and 3250 to 3250m or the memories 3120 to 3120n and
3220 to 3220m and program or read data. In this case,
the data may be data of which an error is corrected by
an ECC engine. The data may be data on which a data
bus inversion (DBI) operation or a data masking (DM)
operation is performed, and may include cyclic redun-
dancy code (CRC) information. The data may be data
encrypted for security or privacy.
[0175] Storage devices 3150 to 3150n and 3250 to
3250m may transmit a control signal and a command/ad-
dress signal to NAND flash memory devices 3252 to
3252m in response to a read command received from
the processor. Thus, when data is read from the NAND
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flash memory devices 3252 to 3252m, a read enable (RE)
signal may be input as a data output control signal, and
thus, the data may be output to a DQ bus. A data strobe
signal DQS may be generated using the RE signal. The
command and the address signal may be latched in a
page buffer depending on a rising edge or falling edge
of a write enable (WE) signal.
[0176] The controller 3251 may control all operations
of the storage device 3250. In an embodiment, the con-
troller 3251 may include SRAM. The controller 3251 may
write data to the NAND flash memory device 3252 in
response to a write command or read data from the
NAND flash memory device 3252 in response to a read
command. For example, the write command and/or the
read command may be provided from the processor 3210
of the storage server 3200, the processor 3210m of an-
other storage server 3200m, or the processors 3110 and
3110n of the application servers 3100 and 3100n. DRAM
3253 to 3253m may temporarily store (or buffer) data to
be written to the NAND flash memory device 3252 to
3252m or data read from the NAND flash memory device
3252 to 3252m. Also, the DRAM 3253 to 3253m may
store metadata. Here, the metadata may be user data or
data generated by the controller 3251 to 3251m to man-
age the NAND flash memory device 3252 to 3252m. The
storage device 3250 to 3250m may include a secure el-
ement (SE) for security or privacy.
[0177] For example, the application processor 3100 or
the processor 3210 of the storage server 3200 may cor-
respond to the host device 110 of FIG. 1, and the storage
device 3250 of the storage server 3200 may correspond
to one of the storage devices 130, 150, and 170 of FIG.
1. However, the present disclosure is not limited thereto.
[0178] As is traditional in the field of the present dis-
closure, embodiments are described, and illustrated in
the drawings, in terms of functional blocks, units and/or
modules. Those skilled in the art will appreciate that these
blocks, units and/or modules are physically implemented
by electronic (or optical) circuits such as logic circuits,
discrete components, microprocessors, hard-wired cir-
cuits, memory elements, wiring connections, etc., which
may be formed using semiconductor-based fabrication
techniques or other manufacturing technologies. In the
case of the blocks, units and/or modules being imple-
mented by microprocessors or similar, they may be pro-
grammed using software (e.g., microcode) to perform
various functions discussed herein and may optionally
be driven by firmware and/or software. Alternatively,
each block, unit and/or module may be implemented by
dedicated hardware, or as a combination of dedicated
hardware to perform some functions and a processor
(e.g., one or more programmed microprocessors and as-
sociated circuitry) to perform other functions.
[0179] As described above, an electronic device ac-
cording to an embodiment of the present disclosure may
efficiently allocate one or more workloads to each of a
plurality of storage devices based on monitoring data re-
ceived from each of the plurality of storage devices.

[0180] The electronic device may include workload
queues, and may control the "allocation of workloads" by
inserting or deleting one or more workloads from the
workload queues. The electronic device may control the
"allocation of workloads" by adding or deleting destina-
tion information indicating a specific storage device to
each of the one or more workloads.
[0181] The "allocation of workloads" and the "reception
of monitoring data" may be performed independently of
each other, based on the in-band communication and
the out-of-band communication.
[0182] The storage devices may provide the dynamic
thermal throttling-based protection mode, which may
protect the storage devices from a high internal temper-
ature, and the electronic device may efficiently allocate
one or more workloads to the storage devices such that
entering the protection mode is blocked or delayed.
[0183] When the internal temperature of the storage
device increases to a given level or more due to the heat
coming from the internal operations of the storage device,
the storage device may provide a protection mode re-
ferred to as a "dynamic thermal throttling operation",
which may protect elements of the storage device. An
operation in which the storage device enters the protec-
tion mode may act as a factor reducing the performance
of the storage device. The electronic device may block
or delay entering the protection mode by efficiently allo-
cating workloads, which the storage devices will execute,
to the storage devices based on the monitoring data.
[0184] While the present disclosure has been de-
scribed with reference to embodiments thereof, it will be
apparent to those of ordinary skill in the art that various
changes and modifications may be made thereto without
departing from the scope of the present disclosure as set
forth in the following claims.

Claims

1. An electronic device, comprising:

a host device including a processor and a base-
board management controller (BMC); and
a plurality of storage devices, each including a
storage controller and a micro controller unit
(MCU),
wherein the processor and the storage controller
are configured to support an in-band communi-
cation, and the BMC and the MCU are config-
ured to support an out-of-band communication,
wherein the BMC is configured to receive mon-
itoring data from the MCU of each of the plurality
of storage devices based on the out-of-band
communication,
wherein the processor is further configured to
allocate a first workload among one or more
workloads to a first storage device among the
plurality of storage devices, based on a moni-
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toring data set including the monitoring data, and
wherein the first storage device is configured to
execute the first workload based on the in-band
communication.

2. The electronic device of claim 1, wherein the MCU
is further configured to periodically transmit the mon-
itoring data, and the monitoring data indicates an
internal temperature of the corresponding storage
device to the BMC.

3. The electronic device of claim 2, wherein the proc-
essor is further configured to determine a storage
device having a lowest internal temperature from
among the plurality of storage devices as the first
storage device, by using the monitoring data set.

4. The electronic device of claim 2 or 3, wherein the
monitoring data received by the BMC from the MCU
includes a warning signal when the internal temper-
ature exceeds or is close to a performance limitation
temperature.

5. The electronic device of claim 4, wherein the proc-
essor is further configured not to allocate the first
workload to a storage device corresponding to the
warning signal from among the plurality of storage
devices by using the monitoring data set.

6. The electronic device of claim 4 or 5, wherein the
processor is further configured to allocate the first
workload to the first storage device based on the
monitoring data set and the one or more workloads.

7. The electronic device of claim 6, wherein the proc-
essor is further configured to sort the one or more
workloads based on a power consumption of each
of the one or more workloads.

8. The electronic device of claim 7, wherein the proc-
essor is further configured to:

determine a workload having a lowest power
consumption from among the one or more work-
loads as the first workload, based on a result of
the sorting; and
determine a storage device corresponding to the
warning signal from among the plurality of stor-
age devices as the first storage device by using
the monitoring data set.

9. The electronic device of any one of claims 2 to 8,
wherein the processor is further configured to:

allocate a second workload among the one or
more workloads to a second storage device
among the plurality of storage devices;
determine a storage device having a lower in-

ternal temperature than a threshold temperature
from among the plurality of storage devices as
the first storage device and a storage device
having a higher internal temperature than the
threshold temperature from among the plurality
of storage devices as the second storage de-
vice, by using the monitoring data set;
sort the one or more workloads based on a pow-
er consumption of each of the one or more work-
loads; and
determine a workload having a higher power
consumption than a threshold power consump-
tion from among the one or more workloads as
the first workload and a workload having a lower
power consumption than the threshold power
consumption from among the one or more work-
loads as the second workload, by using a result
of the sorting.

10. The electronic device of any one of claims 1 to 9,
wherein the host device further includes one or more
workload queues configured to store the one or more
workloads.

11. The electronic device of claim 10, wherein a first
workload queue among the one or more workload
queues is dedicated for the first storage device, and
wherein the processor is further configured to insert
the first workload into the first workload queue, and
to allocate the first workload to the first storage de-
vice.

12. The electronic device of claim 11, wherein the mon-
itoring data received by the BMC from the MCU in-
cludes a warning signal when an internal tempera-
ture of a corresponding storage device exceeds or
is close to a performance limitation temperature; and
wherein, when the first storage device is configured
to transmit the monitoring data including the warning
signal to the BMC, the processor deletes the first
workload from the first workload queue.

13. The electronic device of claim 10, 11, or 12 wherein
the processor is further configured to add first des-
tination information indicating the first storage device
to the first workload, and to transmit the first workload
to the first storage device.

14. The electronic device of claim 13, wherein, when an
internal temperature of a corresponding storage de-
vice exceeds or is close to a performance limitation
temperature, the monitoring data received by the
BMC from the MCU includes a warning signal; and
wherein, when the first storage device transmits the
monitoring data including the warning signal to the
BMC, the processor is further configured to delete
the first destination information from the first work-
load.
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15. An electronic device, comprising:

a host device including a processor, a base-
board management controller (BMC), and one
or more workload queues; and
a plurality of storage devices, each of which in-
cludes a storage controller and a micro controller
unit (MCU),
wherein the BMC is configured to receive mon-
itoring data from the MCU of each of the plurality
of storage devices based on an out-of-band
communication between the BMC and the MCU,
wherein, based on a monitoring data set includ-
ing the monitoring data, the processor is config-
ured to insert a first workload among one or more
workloads to a first workload queue among the
one or more workload queues such that the first
workload is allocated to a first storage device
among the plurality of storage devices, and
wherein the first storage device is configured to
execute the first workload based on an in-band
communication between the processor and the
storage controller.
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