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A neural processing device comprising processing circuitry
are provided. A neural processing device comprises a plu-
rality of processing engine groups; a first memory shared by
the plurality of engine groups; a first interconnection con-
figured to transmit data between the first memory and the
plurality of processing engine groups. The neural processing
device is configured to provide hardware resource to the
plurality of processing engine groups. The at least one of the
plurality of processing engine groups comprises a plurality
of processing engines, each of the plurality of processing
engines comprising an array of a plurality of processing
elements interconnected by a mesh style network, the pro-
cessing elements being reconfigurable; a second memory
shared by the plurality of processing engines; and a second
interconnection configured to transmit data between the
second memory and the plurality of processing engines.
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NEURAL PROCESSING DEVICE

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims priority under 35 U.S.C. §
119 to Korean Patent Application No. 10-2022-0031884
filed on Mar. 15, 2022, Korean Patent Application No.
10-2022-0031890 filed on Mar. 15, 2022, and Korean Patent
Application No. 10-2022-0031888 filed on Mar. 15, 2022, in
the Korean Intellectual Property Office, the entire contents
of which are hereby incorporated by reference.

TECHNICAL FIELD

[0002] The disclosure relates to a neural processing
device. Specifically, the disclosure relates to a neural pro-
cessing device capable of being reconfigured and extended
in a hierarchical structure and a processing element included
in the neural processing device.

BACKGROUND

[0003] For the last few years, artificial intelligence tech-
nology has been the core technology of the Fourth Industrial
Revolution and the subject of discussion as the most prom-
ising technology worldwide. The biggest problem with such
artificial intelligence technology is computing performance.
For artificial intelligence technology which realizes human
learning ability, reasoning ability, perceptual ability, natural
language implementation ability, etc., it is of utmost impor-
tant to process a large amount of data quickly.

[0004] The central processing unit (CPU) or graphics
processing unit (GPU) of off-the-shelf computers was used
for deep-learning training and inference in early artificial
intelligence, but had limitations on the tasks of deep-learn-
ing training and inference with high workloads, and thus,
neural processing units (NPUs) that are structurally special-
ized for deep learning tasks have received a lot of attention.
[0005] Such a neural processing device may include a
large number of processing elements and processor struc-
tures therein and may have a hierarchical structure of several
levels such that each structure may be optimized for a task.
The hierarchical structure may exhibit the highest efficiency
when composed of units optimized for deep learning tasks.
[0006] The description set forth in the background section
should not be assumed to be prior art merely because it is set
forth in the background section. The background section
may describe aspects or embodiments of the disclosure.

SUMMARY

[0007] Aspects of the disclosure provide a neural process-
ing device having a unit configuration optimized for deep
learning tasks and having a hierarchical structure that is
extensible and reconfigurable.

[0008] Aspects of the disclosure provide a processing
element included in a neural processing device having a unit
configuration optimized for deep learning tasks and having
a hierarchical structure that is extensible and reconfigurable.
[0009] According to some aspects of the disclosure, a
neural processing device comprising processing circuitry
comprises a plurality of processing engine groups; a first
memory shared by the plurality of engine groups; and a first
interconnection configured to transmit data between the first
memory and the plurality of processing engine groups,
wherein the processing circuitry is configured to provide

Sep. 21, 2023

hardware resource to the plurality of processing engine
groups, at least one of the plurality of processing engine
groups comprises: a plurality of processing engines, each of
the plurality of processing engines comprising an array of a
plurality of processing elements interconnected by a mesh
style network, the processing elements being reconfigurable;
a second memory shared by the plurality of processing
engines; and a second interconnection configured to transmit
data between the second memory and the plurality of
processing engines.

[0010] According to some aspects of the disclosure, the
processing circuitry is configured to perform monitoring at
least one of the plurality of processing engines, the first
interconnection, or the first memory, and individually pro-
vides the hardware resource according to a monitoring.
[0011] According to some aspects of the disclosure,
latency sensitivity of the second interconnection is higher
than latency sensitivity of the first interconnection.

[0012] According to some aspects of the disclosure, a
bandwidth of the first interconnection is greater than a
bandwidth of the second interconnection.

[0013] According to some aspects of the disclosure, a first
set of processing engine groups is included in a first pro-
cessing engine cluster, and a first processing engine cluster
further includes a local interconnection between the first set
of processing engine groups.

[0014] According to some aspects of the disclosure, a
second set of processing engine groups is included in a
second processing engine cluster, and the first processing
engine cluster and the second processing engine cluster are
managed by separate modules.

[0015] According to some aspects of the disclosure, the
plurality of processing engine groups are managed by sepa-
rate modules.

[0016] According to some aspects of the disclosure, the
first processing engine cluster includes at least one process-
ing engine group belonging to a first region and at least one
processing engine group belonging to a second region, and
the at least one processing engine group belonging to the
first region and the at least one processing engine group
belonging to the second region are managed by separate
modules.

[0017] According to some aspects of the disclosure, inter-
connection between the plurality of processing elements is
reconfigurable.

[0018] According to some aspects of the disclosure, the
each of the plurality of processing engines further com-
prises: at least one third memory storing input data input to
the processing elements and output data output from the
processing elements; and at least one fourth memory pro-
viding an instruction for an operation of the processing
elements.

[0019] According to some aspects of the disclosure, the
processing elements includes a first type of at least one
processing element and a second type of at least one
processing element.

[0020] According to some aspects of the disclosure, the
plurality of processing engine groups perform deep learning
calculation tasks.

[0021] According to some aspects of the disclosure, a
compiler stack configuring the plurality of processing engine
groups comprises: a first compiler configured to compile
operations of the plurality of processing engines; and a
second compiler configured to compile operations of the first
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memory, the first interconnection and at least one of the
plurality of processing engine groups.

[0022] According to some aspects of the disclosure, the
second compiler comprises: a compute library configured to
store a preset calculation code; an adaptation layer config-
ured to quantize a deep learning graph to generate a quan-
tization model; a frontend compiler configured to receive the
quantization model and convert the quantization model into
intermediate representation (IR); and a backend compiler
configured to convert the IR into a binary code by referring
to the calculation code.

[0023] According to some aspects of the disclosure,
wherein the first compiler is further configured to determine
a dimension of the plurality of processing engines, and
perform, on a circuit, optimization scheduling of the plural-
ity of processing engines.

[0024] According to some aspects of the disclosure, per-
forming the optimization scheduling comprises: generating
a control-flow graph (CFG) according to the deep learning
graph; unrolling a loop of the CFG to generate an unrolling
CFG; generating a hyperblock of the unrolling CFG to
generate a hyperblocking CFG; storing preset hardware
constraints; and generating a calculation code at a process-
ing engine level by scheduling the hyperblocking CFG
based on the preset hardware constraints.

[0025] According to some aspects of the disclosure, a
neural processing device comprising processing circuitry
comprises: a plurality of processing engines, each of the
plurality of processing engine including a processing ele-
ment (PE) array of a plurality of processing elements
interconnected by a mesh style network, at least one first
memory configured to store data for the PE array, at least one
second memory configured to provide instructions for oper-
ating the plurality of processing elements, and at least one
load/store unit (LSU) configured to perform load and store
for the data, wherein the plurality of processing elements
being reconfigurable; a third memory shared by the plurality
of processing engines; and an interconnection configured to
transmit data between the third memory and the plurality of
processing engines.

[0026] According to some aspects of the disclosure, the
processing circuitry is configured to provide a hardware
resource to the plurality of processing engines according to
importance of operations performed by the plurality of
processing engines.

[0027] According to some aspects of the disclosure, a first
set of processing engines are included in a first processing
engine group, and a second set of processing engines are
included in a second processing engine group.

[0028] According to some aspects of the disclosure, the
first processing group is managed by an upper module; a first
subset of processing engines in the first processing engine
group is managed by a first lower module associated with the
upper module; and a second subset of processing engine in
the first processing engine group is managed by a second
lower module associated with the upper module.

[0029] According to some aspects of the disclosure, each
of the plurality of processing elements comprises: an
instruction queue configured to receive and divide an
instruction including precision; and an input formatter and
an output formatter configured to perform precision conver-
sion through the precision.

[0030] According to some aspects of the disclosure, a
neural processing device comprising processing circuitry
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comprises: at least one processing engine group comprising
a plurality of processing engines, wherein at least one of the
plurality of processing engines comprises a plurality of
processing elements, the plurality of processing elements are
reconfigurable, the processing circuitry is configured to
provide the plurality of processing engines with hardware
resources, wherein at least one of the plurality of processing
element comprises: an instruction queue configured to
receive an instruction including precision, a source, an
opcode, and a destination; a first register configured to
receive the source and the precision from the instruction
queue; an input formatter configured to determine an oper-
and through the first register and configured to perform
precision conversion; a second register configured to receive
the opcode from the instruction queue and configured to
determine an operator; and a third register configured to
receive the destination and the precision from the instruction
queue.

[0031] According to some aspects of the disclosure, the
neural processing device further comprises an output for-
matter configured to perform the precision conversion of an
output according to the operator of the operand through the
third register.

[0032] According to some aspects of the disclosure, the
input formatter receives the output in bypass by the output
formatter.

[0033] Aspects of the disclosure are not limited to those
mentioned above, and other objects and advantages of the
disclosure that have not been mentioned can be understood
by the following description, and will be more clearly
understood by embodiments of the disclosure. In addition, it
will be readily understood that the objects and advantages of
the disclosure can be realized by the means and combina-
tions thereof set forth in the claims.

[0034] The neural processing device in accordance with
the disclosure has a processing unit with a scale optimized
for calculations used in deep learning tasks, and thus,
efficiency of expansion and reconstruction according to
tasks may be maximized.

[0035] In addition, the processing element internally per-
forms precision conversion, and thus, it is possible to
minimize hardware overhead and to increase a speed of all
calculation tasks.

[0036] In addition to the foregoing, the specific effects of
the disclosure will be described together while elucidating
the specific details for carrying out the embodiments below.

BRIEF DESCRIPTION OF THE DRAWINGS

[0037] FIG. 1 is a block diagram illustrating a neural
processing system in accordance with some embodiments of
the disclosure;

[0038] FIG. 2 is a block diagram specifically illustrating a
neural processing device of FIG. 1;

[0039] FIG. 3 is a block diagram specifically illustrating a
host system of FIG. 1;

[0040] FIG. 4 is a block diagram illustrating a neural
processing system in accordance with some embodiments of
the disclosure;

[0041] FIG. 5 is a block diagram specifically illustrating a
neural core system on chip (SoC) of FIG. 2;

[0042] FIG. 6 is a block diagram specifically illustrating a
coarse grained reconfigurable architecture (CGRA) engine
group of FIG. 5;
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[0043] FIG. 7 is a conceptual diagram illustrating a hard-
ware structure of a CGRA engine group of FIG. 5;

[0044] FIG. 8A is a conceptual diagram illustrating a
hierarchical structure of a neural core SoC of FIG. 2;
[0045] FIG. 8B is a diagram illustrating variability of
granules of a CGRA engine of a neural processing device in
accordance with some embodiments of the disclosure;
[0046] FIG. 9 is a conceptual diagram illustrating a neural
processing device in accordance with some embodiments of
the disclosure;

[0047] FIG. 10 is a conceptual diagram illustrating a
neural processing device in accordance with some embodi-
ments of the disclosure;

[0048] FIG. 11 is a conceptual diagram illustrating a
neural processing device in accordance with some embodi-
ments of the disclosure;

[0049] FIG. 12 is a conceptual diagram illustrating an
operation of a sequencer of FIG. 5;

[0050] FIG. 13 is a block diagram illustrating monitoring
and a control operation of a sequencer of FIG. 5;

[0051] FIG. 14 is a conceptual diagram illustrating
dynamic voltage frequency scaling (DVFS) according to
work characteristics of a sequencer of FIG. 5;

[0052] FIG. 15 is a conceptual diagram illustrating DVFS
according to a virtual device state of a sequencer of FIG. 5;
[0053] FIG. 16 is a block diagram specifically illustrating
a structure of a sequencer of FIG. 5;

[0054] FIG. 17 is a block diagram specifically illustrating
a structure of CGRA engine of FIG. 6;

[0055] FIG. 18 is a conceptual diagram specifically illus-
trating an instruction memory of FIG. 17;

[0056] FIG. 19 is a diagram specifically illustrating a
processing element of FIG. 17;

[0057] FIG. 20 is a diagram illustrating an instruction set
architecture (ISA) of a neural processing device in accor-
dance with some embodiments of the disclosure;

[0058] FIG. 21 is a block diagram illustrating an operation
of an instruction queue in a CGRA engine of FIG. 6;
[0059] FIG. 22 is a block diagram specifically illustrating
a load/store unit (LSU) of FIG. 17;

[0060] FIG. 23 is a block diagram specifically illustrating
an L.O memory of FIG. 17;

[0061] FIG. 24 is a block diagram specifically illustrating
an LO memory bank of FIG. 23;

[0062] FIG. 25 is a block diagram for illustrating a soft-
ware hierarchy of a neural processing device in accordance
with some embodiments of the disclosure.

[0063] FIG. 26 is a block diagram specifically illustrating
a structure of a CGRA compiler of FIG. 25;

[0064] FIG. 27 is a block diagram specifically illustrating
a structure of a CGRA engine scheduler of FIG. 26;

[0065] FIG. 28 is a block diagram illustrating a CGRA
engine compiled according to a constraint module of FIG.
27,

[0066] FIG. 29 is a block diagram specifically illustrating

a structure of a frontend compiler of FIG. 25;

[0067] FIG. 30 is a block diagram specifically illustrating
a structure of a backend compiler of FIG. 25;

[0068] FIG. 31 is a conceptual diagram for illustrating
deep learning calculations performed by a neural processing
device in accordance with some embodiments of the disclo-
sure;
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[0069] FIG. 32 is a conceptual diagram for illustrating
training and inference operations of a neural network of a
neural processing device in accordance with some embodi-
ments of the disclosure;

[0070] FIG. 33 is a flowchart illustrating a control method
of a neural processing device, in accordance with some
embodiments of the disclosure;

[0071] FIG. 34 is a flowchart illustrating a compiling
method of a neural processing device, in accordance with
some embodiments of the disclosure;

[0072] FIG. 35 is a flowchart specifically illustrating the
storing of FIG. 34;

[0073] FIG. 36 is a flowchart specifically illustrating the
scheduling of the storing of FIG. 35; and

[0074] FIG. 37 is a flowchart specifically illustrating gen-
erating a binary code of FIG. 34.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

[0075] The terms or words used in the disclosure and the
claims should not be construed as limited to their ordinary
or lexical meanings. They should be construed as the mean-
ing and concept in line with the technical idea of the
disclosure based on the principle that the inventor can define
the concept of terms or words in order to describe his/her
own embodiments in the best possible way. Further, since
the embodiment described herein and the configurations
illustrated in the drawings are merely one embodiment in
which the disclosure is realized and do not represent all the
technical ideas of the disclosure, it should be understood that
there may be various equivalents, variations, and applicable
examples that can replace them at the time of filing this
application.

[0076] Although terms such as first, second, A, B, etc.
used in the description and the claims may be used to
describe various components, the components should not be
limited by these terms. These terms are used only for the
purpose of distinguishing one component from another. For
example, a first component may be referred to as a second
component, and similarly, a second component may be
referred to as a first component, without departing from the
scope of the disclosure. The term ‘and/or’ includes a com-
bination of a plurality of related listed items or any item of
the plurality of related listed items.

[0077] The terms used in the description and the claims
are merely used to describe particular embodiments and are
not intended to limit the disclosure. Singular expressions
include plural expressions unless the context explicitly indi-
cates otherwise. In the application, terms such as “com-
prise,” “have,” “include™, “contain,” etc. should be under-
stood as not precluding the possibility of existence or
addition of features, numbers, steps, operations, compo-
nents, parts, or combinations thereof described herein.
Terms such as a “circuit” or “circuitry”, refers to a circuit in
hardware but may also refer to a circuit in software.
[0078] Unless otherwise defined, the phrases “A, B, or C,”
“at least one of A, B, or C,” or “at least one of A, B, and C”
may refer to only A, only B, only C, both A and B, both A
and C, both B and C, all of A, B, and C, or any combination
thereof.

[0079] Unless otherwise defined, all terms used herein,
including technical or scientific terms, have the same mean-
ing as commonly understood by those of ordinary skill in the
art to which the disclosure pertains.
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[0080] Terms such as those defined in commonly used
dictionaries should be construed as having a meaning con-
sistent with the meaning in the context of the relevant art,
and are not to be construed in an ideal or excessively formal
sense unless explicitly defined in the disclosure.

[0081] Inaddition, each configuration, procedure, process,
method, or the like included in each embodiment of the
disclosure may be shared to the extent that they are not
technically contradictory to each other.

[0082] Hereinafter, a neural processing device in accor-
dance with some embodiments of the disclosure will be
described with reference to FIGS. 1 to 32.

[0083] FIG. 1 is a block diagram illustrating a neural
processing system in accordance with some embodiments of
the disclosure.

[0084] Referring to FIG. 1, a neural processing system
NPS according to some embodiments of the disclosure may
include a first neural processing device 1, a host system HS,
and a host interface HIO.

[0085] The first neural processing device 1 may perform
calculation by using an artificial neural network. The first
neural processing device 1 may be, for example, a device
specialized in performing deep learning calculations. How-
ever, the embodiment is not limited thereto.

[0086] In this case, the first neural processing device 1
may be a processing device other than a neural processing
device. That is, the first neural processing device 1 may be
a graphics processing unit (GPU), a central processing unit
(CPU), or a processing unit of another type. Hereinafter, for
the sake of convenience, the first neural processing device 1
will be described as a neural processing device.

[0087] The host system HS may instruct the first neural
processing device 1 to perform calculations and retrieves a
result of the calculations. The host system HS may not be
specialized for the deep learning calculations compared to
the first neural processing device 1. However, the embodi-
ment is not limited thereto.

[0088] The host interface HIO may transmit and receive
data and control signals to and from the first neural process-
ing device 1 and the host system HS. The host interface HIO
may transmit, for example, commands and data of the host
system HS to the first neural processing device 1, and
accordingly, the first neural processing device 1 may per-
form calculations. When the calculations completed, the first
neural processing device 1 may transmit a result the calcu-
lation task to the host system HS in response to an interrupt
request. The host interface HIO may be, for example, PCI
express (PCle) but is not limited thereto.

[0089] FIG. 2 is a block diagram specifically illustrating
the neural processing device of FIG. 1.

[0090] Referring to FIG. 2, the first neural processing
device 1 may include a neural core system on chip (SoC) 10,
an off-chip memory 30, a non-volatile memory interface 40,
and a volatile memory interface 50.

[0091] The neural core SoC 10 may be a system on chip
device. The neural core SoC 10 may be an accelerator
serving as an artificial intelligence computing unit. The
neural core SoC 10 may be any one of, for example, a GPU,
a field programmable gate array (FPGA), or an application-
specific integrated circuit (ASIC). The embodiment is not
limited thereto.

[0092] The neural core SoC 10 may exchange data with
other external computing units through a separate external
interface. In addition, the neural core SoC 10 may be
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connected to the non-volatile memory 31 through the non-
volatile memory interface 40. The neural core SoC 10 may
be connected to the volatile memory 32 through the volatile
memory interface 50.

[0093] The off-chip memory 30 may be arranged outside
a chip of the neural core SoC 10. The off-chip memory 30
may include the non-volatile memory 31 and the volatile
memory 32.

[0094] The non-volatile memory 31 may continuously
maintain stored information even when power is not sup-
plied. The non-volatile memory 31 may include at least one
of, for example, read-only memory (ROM), programmable
ROM (PROM), erasable alterable ROM (EAROM), eras-
able programmable ROM (EPROM), electrically erasable
PROM (EEPROM) (for example, NAND Flash memory, or
NOR Flash memory), ultra-violet erasable PROM (UVE-
PROM), ferroelectric random access memory (FeRAM),
magnetoresistive RAM (MRAM), phase-change RAM
(PRAM), silicon-oxide-nitride-oxide-silicon (SONOS) flash
memory, resistive RAM (RRAM), nanotube RAM
(NRAM), a magnetic computer memory device (for
example, a hard disk, a diskette drive, or a magnetic tape),
an optical disk drive, or three-dimensional (3D) XPoint
memory. However, the embodiment is not limited thereto.
[0095] Unlike the non-volatile memory 31, the volatile
memory 32 may continuously require power to maintain
stored information. The volatile memory 32 may include at
least one of, for example, dynamic RAM (DRAM), static
RAM (SRAM), synchronous dynamic RAM (SDRAM), or
double data rate SDRAM (DDR SDRAM). However, the
embodiment is not limited thereto.

[0096] The non-volatile memory interface 40 may include
at least one of, for example, a parallel advanced technology
attachment (PATA) interface, a small computer system inter-
face (SCSI), a serial attached SCSI (SAS), a serial advanced
technology attachment (SATA) interface, or a PCI express
(PCle) interface. However, the embodiment is not limited
thereto.

[0097] The volatile memory interface 50 may include at
least one of, for example, a single data rate (SDR), a double
data rate (DDR), a quad data rate (QDR), or an extreme data
rate (XDR). However, the embodiment is not limited
thereto.

[0098] FIG. 3 is a block diagram specifically illustrating
the host system HS of FIG. 1.

[0099] Referring to FIG. 3, the host system HS may
include a host processor H_pr, a host off-chip memory
H_OCM, a host non-volatile memory interface H_IF1, and
a host volatile memory interface H_IF2.

[0100] The host processor H_pr may be a controller that
controls a system of the first neural processing device 1 and
performs calculations of a program. The host processor H_pr
may be a general-purpose calculation unit and may have low
efficiency to perform simple parallel calculations widely
used in deep learning. Accordingly, the neural core SoC 10
may perform calculations for deep learning inference and
learning operations, thereby achieving high efficiency.
[0101] The host processor H_pr may be coupled with a
host non-volatile memory H_NVM through the host non-
volatile memory interface H_IF1. The host processor H_pr
may be coupled with a host volatile memory H_VM through
the host volatile memory interface H_IF2.

[0102] The host processor H_pr may transmit tasks to the
neural core SoC 10 through commands. In this case, the host
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processor H_pr may be a kind of host that gives instructions
to the neural core SoC 10, and may be a subject that gives
instructions for operations. That is, the neural core SoC 10
may efficiently perform parallel calculation tasks such as
deep learning calculation tasks according to instructions
from the host processor H_pr.

[0103] The host off-chip memory H_OCM may be
arranged outside a chip of the host processor H_pr. The host
off-chip memory H_OCM may include the host non-volatile
memory H_NVM and the host volatile memory H_VM.
[0104] The host non-volatile memory H_NVM may main-
tain stored information even when power is not supplied.
The host non-volatile memory H_NVM may include at least
one of, for example, ROM, PROM, EAROM, EPROM,
EEPROM (for example, NAND Flash memory, or NOR
Flash memory), UVEPROM, FeRAM, MRAM, PRAM,
SONOS flash memory, RRAM, NRAM, a magnetic com-
puter memory device (for example, a hard disk, a diskette
drive, or a magnetic tape), an optical disk drive, or 3D
XPoint memory. However, the embodiment is not limited
thereto.

[0105] Unlike the host non-volatile memory H_NVM, the
host volatile memory H_VM may be a memory that con-
tinuously requires power to maintain stored information.
The host volatile memory H_VM may include at least one
of, for example, DRAM, SRAM, SDRAM, or DDR
SDRAM. However, the embodiment is not limited thereto.
[0106] The host non-volatile memory interface H_IF1
may include at least one of, for example, a PATA interface,
a SCSI, a SAS, a SATA interface, or PCle interface. How-
ever, the embodiment is not limited thereto.

[0107] Each of the host volatile memory interfaces H_IF2
may include at least one of, for example, an SDR, a DDR,
a QDR, or an XDR. However, the embodiment is not limited
thereto.

[0108] FIG. 4 is a block diagram illustrating a neural
processing system according to some embodiments of the
disclosure.

[0109] Referring to FIG. 4, The neural processing system
may include a plurality of first neural processing devices 1.
Each of the first neural processing devices 1 may be coupled
with the host system HS through the host interface HIO.
Although one host interface HIO is illustrated in the FIG. 4,
the host interface HIO may include a plurality of interfaces
respectively coupling the plurality of first neural processing
devices 1 with the host system HS.

[0110] The plurality of first neural processing devices 1
may exchange data and signals with each other. The plurality
of first neural processing devices 1 may transmit and receive
data and signals to and from each other through separate
interfaces thereof without passing through the host system
HS. However, the embodiment is not limited thereto.
[0111] FIG. 5 is a block diagram specifically illustrating
the neural core SoC of FIG. 2.

[0112] Referring to FIGS. 2 and 5, the neural core SoC 10
may include a coarse grained reconfigurable architecture
(CGRA) engine cluster 100, a sequencer 200, an [.2 memory
300, direct memory access (DMA) 400, a non-volatile
memory controller 500, a volatile memory controller 600,
and an L2 interconnection 700.

[0113] The CGRA engine cluster 100 may include a
plurality of CGRA engine groups 110. Although FIG. 5
illustrates only one CGRA engine cluster 100, the embodi-
ment is not limited thereto.
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[0114] FEach of the CGRA engine groups 110 may be a
calculation device that directly performs calculations. When
there are the plurality of CGRA engine groups 110, the
calculation tasks may be respectively assigned to the plu-
rality of CGRA engine groups 110. Each of the CGRA
engine groups 110 may be coupled with each other through
the L2 interconnection 700.

[0115] The sequencer 200 may individually provide hard-
ware resources to the CGRA engine groups 110. In this case,
the sequencer 200 may be named a sequencer circuit, but for
the sake of convenience, the terms are unified as a sequencer.
In addition, the sequencer 200 may be implemented as a
circuit or circuitry. In some embodiments, the sequencer 200
may determine importance of operations of the CGRA
engine groups 110, and accordingly, provide the CGRA
engine groups 110 with the hardware resources differently.
In some embodiments, the sequencer 200 may determine
importance of operations of CGRA engines in the CGRA
engine groups 110, and accordingly, provide the CGRA
engines with the hardware resources differently. In other
words, the sequencer 200 may determine priority of opera-
tions of CGRA engines in the CGRA engine groups 110, and
may provide the CGRA engines the hardware resources
according to the priority. In this case, the hardware resources
may include at least one of a voltage, power, a frequency, or
a bandwidth. However, the embodiment is not limited
thereto.

[0116] The sequencer 200 may perform sequencing opera-
tions to individually provide the hardware resources to the
CGRA engine groups 110, and the sequencing operations
may be performed by a circuit of the neural processing
device according to the embodiment.

[0117] The sequencer 200 may monitor operations of the
CGRA engine groups 110 in the CGRA engine cluster 100
and provide the hardware resources to the CGRA engine
groups 110. The sequencer 200 may monitor various per-
formance parameters of the CGRA engine groups 110. The
sequencer 200 may detect a performance problem deter-
mined by the monitoring and provide hardware resources
according thereto. Accordingly, the CGRA engine groups
110 may efficiently perform various calculation tasks
according to instructions from the sequencer 200.

[0118] The sequencer 200 may determine the importance
based on various criteria. First, the sequencer may determine
the importance according to quality of service (QoS). That
is, a priority selection method for guaranteeing performance
of a specific level may be used by the sequencer 200.

[0119] In addition, the sequencer 200 may determine the
importance according to service level objectives (SLOs).
The SL.Os may be set to appropriate values in advance and
may be updated in various ways later.

[0120] That is, the sequencer 200 may determine impor-
tance of an operation based on criteria, such as QoS and/or
SLO and provide hardware resources according thereto.

[0121] The L2 memory 300 may be shared by the CGRA
engine groups 110. The L2 memory 300 may store data of
the CGRA engine groups 110. In addition, the [.2 memory
300 may receive data from the off-chip memory 30, tem-
porarily store the data, and transmit the data to each of the
CGRA engine groups 110. In contrast to this, the [.2 memory
300 may receive data from the CGRA engine groups 110,
temporarily store the data, and transmit the data to the
off-chip memory 30.
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[0122] The L2 memory 300 may require a relatively fast
memory. Accordingly, the .2 memory 300 may include, for
example, SRAM. However, the embodiment is not limited
thereto. That is, the L2 memory 300 may include DRAM.

[0123] The L2 memory 300 may correspond to an SoC
level, that is, a level 2 (L.2). That is, the [.2 memory 300 may
operate at the level 2 of a hierarchical structure. The hier-
archical structure is described in more detail below.

[0124] The DMA 400 may directly control movement of
data without the need for the CGRA engine groups 110 to
control the input/output of data. Accordingly, the number of
interrupts of the CGRA engine groups 110 may be mini-
mized by the DMA 400 controlling data movement between
memories.

[0125] The DMA 400 may control movement of data
between the 1.2 memory 300 and the off-chip memory 30.
Through authority of the DMA 400, the non-volatile
memory controller 500 and the volatile memory controller
600 may transmit data.

[0126] The non-volatile memory controller 500 may con-
trol a read operation or a write operation of the non-volatile
memory 31. The non-volatile memory controller 500 may
control the non-volatile memory 31 through the first non-
volatile memory interface 40.

[0127] The volatile memory controller 600 may control a
read operation or a write operation of the volatile memory
32. In addition, the volatile memory controller 600 may
perform a refresh operation of the volatile memory 32. The
volatile memory controller 600 may control the non-volatile
memory 31 through the first volatile memory interface 50.

[0128] The L2 interconnection 700 may couple at least
one of the CGRA engine groups 110, the L.2 memory 300,
the DMA 400, the non-volatile memory controller 500, or
the volatile memory controller 600 with each other. In
addition, the host interface HIO may be coupled with the [.2
interconnection 700. The L2 interconnection 700 may be a
path through which data is transmitted and received between
at least one of the CGRA engine groups 110, the .2 memory
300, the DMA 400, the non-volatile memory controller 500,
the volatile memory controller 600, and the host interface
HIO.

[0129] The L2 interconnection 700 may transmit signals
for synchronization and transmission of control signals as
well as data. That is, in the neural processing device accord-
ing to some embodiments of the disclosure, a separate
control processor does not manage synchronization signals,
and the CGRA engine groups 110 may directly transmit and
receive the synchronization signals. Accordingly, latency of
the synchronization signals generated by the control proces-
sor may be blocked.

[0130] That is, when there are the plurality of CGRA
engine groups 110, there may be dependency of individual
operation in which another CGRA engine group 110 may
start a new operation after an operation of one of the
plurality of CGRA engine groups 110 is finished. Accord-
ingly, in the neural processing device according to some
embodiments of the disclosure, the plurality of CGRA
engine groups 110, instead of a control processor, may each
directly transmit a synchronization signal to another one of
the plurality of CGRA engine groups 110 according to the
dependency of an operation. In this case, the plurality of
CGRA engine groups 110 may perform synchronization
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operations in parallel compared to a method managed by a
control processor, and thus, latency due to synchronization
may be minimized.

[0131] FIG. 6 is a block diagram specifically illustrating
one of the CGRA engine groups of FIG. 5.

[0132] Referring to FIGS. 5 and 6, each of the CGRA
engine groups 110 may include at least one CGRA engine
(CE) 111, an L1 memory 120, or an L1 interconnection 130.
In this case, the CGRA engine 111 may be named a CGRA
engine circuit, but for the sake of convenience, the terms are
unified as a CGRA engine. In addition, each of the at least
one CGRA engine 111 may be implemented as a circuit or
circuitry.

[0133] The at least one CGRA engine 111 may share
operations of one of the CGRA engine groups 110. The at
least one CGRA engine 111 may be a kind of processor. That
is, the at least one CGRA engine 111 may derive calculation
results by performing calculation tasks.

[0134] There may be a plurality of the CGRA engines 111.
However, the embodiment is not limited thereto. Although
FIG. 6 illustrates that the plurality of CGRA engines 111 are
included in the one of the CGRA engine groups 110, but the
embodiment is not limited thereto. That is, one of the CGRA
engine groups 110 may include only one CGRA engine 111.
[0135] The L1 memory 120 may be shared by the at least
one CGRA engine 111 within the one of the CGRA engine
groups 110. The L1 memory 120 may store data of the at
least one CGRA engine 111. In addition, the I.1 memory 120
may receive data from the L2 memory 300, temporarily
store the data, and transmit the data to the at least one CGRA
engine 111. In contrast to this, the L1 memory 120 may
receive data from the at least one CGRA engine 111,
temporarily store the data, and transmit the data to the 1.2
memory 300.

[0136] The L1 memory 120 may correspond to the CGRA
engine group level, that is, a level 1 (L1). That is, the L2
memory 300 may be shared by the CGRA engine groups
110, and the [.1 memory 120 may be shared by the at least
one CGRA engine 111.

[0137] The L1 interconnection 130 may couple the at least
one CGRA engine 111 with the [.1 memory 120 each other.
The L1 interconnection 130 may be a path through which
data is transmitted and received between the at least one
CGRA engine 111 and the L.1 memory 120. The L1 inter-
connection 130 may be coupled with the [.2 interconnection
700 such that data is transmit therebetween.

[0138] The L1 interconnection 130 may have relatively
higher latency sensitivity than the 1.2 interconnection 700.
That is, data transmission through the [.1 interconnection
130 may be performed faster than through the L2 intercon-
nection 700.

[0139] In contrast to this, the L2 interconnection 700 may
have greater bandwidth than the L1 interconnection 130.
Since the [.2 interconnection 700 requires more data to be
transmitted than the L1 interconnection 130, bottleneck
effects may occur when the bandwidth is smaller, and
performance of the entire device may be reduced. Accord-
ingly, the L1 interconnection 130 and the .2 interconnection
700 may be designed to focus on different performance
parameters.

[0140] Additionally, the L2 interconnection 700 may have
an expandable structure. That is, a dimension of the at least
one CGRA engine 111 or a dimension of one of the CGRA
engine groups 110 may be fixed to some extent for optimi-
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zation of operations. In contrast to this, a dimension of the
CGRA engine cluster 100 increases as a hardware resource
increases, and thus, expandability of the L2 interconnection
700 may be one of very important characteristics.

[0141] Here, the dimension may indicate a scale of the at
least one CGRA engine 111 or one of the CGRA engine
groups 110. That is, the CGRA engine groups 110 may
include at least one CGRA engine 111, and accordingly, the
dimension of one of the CGRA engine groups 110 may be
determined according to the number of the at least one
CGRA engine 111 included in the one of the CGRA engine
groups 110. Similarly, the at least one CGRA engine 111
may also include at least one component among processing
elements, instruction memories, LO memories, or load/store
units (LSU), and accordingly, the dimension of the CGRA
engine 111 may be determined according to the number of
components.

[0142] FIG. 7 is a conceptual diagram illustrating a hard-
ware structure of the CGRA engine group of FIG. 5.
[0143] Referring to FIG. 7, the CGRA engine cluster 100
may include at least one CGRA engine group 110. Each of
the at least one CGRA engine group 110 may transmit data
to each other through a local interconnection 701. The local
interconnection 701 may be an interconnection formed
separately from the L2 interconnection 700. Alternatively,
the local interconnection 701 may be a separate private
channel for communication between the at least one CGRA
engine group 110 within the L2 interconnection 700.
[0144] Each of the at least one CGRA engine group 110
may include at least one CGRA engine 111. Each of the at
least one CGRA engine 111 may be a processing unit
optimized for deep learning calculation tasks. That is, the
deep learning calculation tasks may be represented as a
sequential or parallel combination of several operations.
Each of the at least one CGRA engine 111 may be a
processing unit capable of processing one operation and may
be a minimum operation unit that may be considered for
scheduling from the viewpoint of a compiler.

[0145] In the neural processing device according to the
embodiment, a scale of a minimum calculation unit consid-
ered from the viewpoint of compiler scheduling is config-
ured in the same manner as a scale of a hardware processing
unit, and thus, fast and efficient scheduling and calculation
tasks may be performed. In addition, according to the
embodiment, efficiency may be maximized by flexibly
changing a size and the number of processing units, and
hardware scaling may be optimized by the hierarchical
structure of a processor and a memory.

[0146] That is, when a divisible processing unit of hard-
ware is too large compared to an calculation task, ineffi-
ciency of the calculation task may occur in driving the
processing unit. In contrast to this, it is not appropriate to
schedule every time a processing unit smaller than an
operation which is the minimum scheduling unit of a com-
piler, because scheduling inefficiency may occur and hard-
ware design cost may increase.

[0147] Therefore, according to the embodiment, a scale of
scheduling unit of a compiler and a scale of a hardware
processing unit may be approximated, and thus, scheduling
of a fast calculation task and efficient calculation task may
be performed at the same time without wasting of hardware
resources.

[0148] FIG. 8A is a conceptual diagram illustrating a
hierarchical structure of a neural core SoC.
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[0149] Referring to FIG. 8A, the neural core SoC 10 may
include at least one CGRA engine cluster 100 at the highest
level. Each of the at least one CGRA engine cluster 100 may
include at least one CGRA engine group 110. Furthermore,
each of the at least one CGRA engine group 110 may include
at least one CGRA engine 111.

[0150] Inthis case, a level of the CGRA engine 111, which
is the lowest level, may be defined as L1, that is, a first level.
Accordingly, a level of the at least one CGRA engine group
110, which is a higher level than the first level, may be
defined as 1.2, that is, the second level, and a level of the at
least one CGRA engine cluster 100, which is a higher level
than the second level, may be defined as L3, that is, a third
level.

[0151] Although FIG. 8A illustrates three levels of a
hierarchical structure of the neural processing device
according to some embodiments of the disclosure, the
embodiment is not limited thereto. That is, according to the
embodiment, a cluster in a higher level than the at least one
CGRA engine cluster 100 may be defined, and a hierarchical
structure having four or more levels may be provided.
[0152] In contrast to this, a neural processing device
according to some embodiments of the disclosure may be
implemented to have three or less levels. That is, the number
of levels of the hierarchical structure may be defined as two
or one. In particular, when there is one level, the at least one
CGRA engine 111 may be in a flat unfolded form. In this
case, the total number of the at least one CGRA engine 111
may change depending on size of the at least one CGRA
engine 111. That is, a granule size of the at least one CGRA
engine 111 may be a major parameter for determining a
shape of the neural processing device.

[0153] In contrast to this, when the embodiment is imple-
mented to have multiple levels, hardware optimization may
be further improved as the number of levels increases. That
is, the embodiment has a hierarchy of shared memories and
an calculation device of various levels, and thus additional
inefficiency resulting from parallel calculation according to
the type of an operation may be eliminated. Accordingly, as
long as the number of levels does not exceed the number of
levels in the hierarchy that the hardware may provide, the
higher the number of levels is, the higher the hardware
optimization may be implemented. In this case, the number
of'levels may be an important parameter for determining the
type of the neural processing device along with the granule
size.

[0154] The embodiment may determine the granule size
and the number of levels in a desired direction. Accordingly,
it is possible to flexibly increase efficiency according to the
size of an operation and to adjust the number of levels of a
hierarchical structure for optimization of hardware. Accord-
ingly, the embodiment may flexibility perform a parallel
operation while maintaining hardware optimization through
such adjustment. Through this, the embodiment may flexibly
and efficiently perform an operation by determining sizes of
the plurality of CGRA engines 111 according to the size of
operations to be tiled due to the nature of a deep learning
calculation task.

[0155] FIG. 8B is a diagram illustrating variability of
granules of a CGRA engine of a neural processing device
according to some embodiments of the disclosure.

[0156] Referring to FIGS. 8A and 8B, the CGRA engine
111 may be a calculation element unit that may be recon-
figured at any time. That is, the CGRA engine 111 may be
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defined aa a standard of a first size (s1*s2) previously set
like a first CE CE1, but the disclosure is not limited thereto.
[0157] That is, the CGRA engine 111 may also be defined
to have a standard of a second size (sla*s2a) less than the
first size (s1*s2), such as a second CE CE2. In addition, the
CGRA engine 111 may also be defined to have a standard of
a third size (s1b*s2b) greater than the first size (s1*¥s2), such
as a third CE CE3.

[0158] That is, the CGRA engine 111 may flexibly deter-
mine the number of elements, such as processing elements
selected therein, so as to vary a size thereof, and the CGRA
engine 111 of which size is determined may form a basic unit
of the entire hierarchical structure.

[0159] Referring again to FIG. 8 A, the sequencer 200 may
control all of the plurality of CGRA engine clusters 100, the
plurality of CGRA engine groups 110, and the plurality of
CGRA engines 111 at the highest level. Specifically, the
sequencer 200 may control distribution and operation per-
formance of calculation tasks of the plurality of CGRA
engine clusters 100, and the distribution and operation
performance of the calculation tasks of the plurality of
CGRA engine groups 110 may be performed through con-
trol. Furthermore, the sequencer 200 may perform the dis-
tribution and operation performance of the calculation tasks
of the plurality of CGRA engines 111 through control and
perform control of the plurality of CGRA engine groups 110.
Since the sequencer 200 may control all of the plurality of
CGRA engine clusters 100, it is possible to smoothly control
all operations.

[0160] That is, the sequencer 200 may control all levels of
L1, L2, and L3. In addition, the sequencer 200 may monitor
all levels.

[0161] FIG. 9 is a conceptual diagram illustrating a neural
processing device according to some embodiments of the
disclosure.

[0162] Referring to FIGS. 5 and 9, there may be a plurality
of sequencers 200 so as to be divided and managed for each
CGRA engine cluster 100 at the level L3. That is, the
sequencer 200 may include a first sequencer 210, a second
sequencer 220, and a third sequencer 230 which are man-
aged by different CGRA engine clusters 100. Although FIG.
7 illustrates three CGRA engine clusters 100 and the first,
second, and third sequencers 210, 220, and 230, the embodi-
ment is not limited thereto. The number of CGRA engine
clusters 100 and the number of sequencers 210, 220, and 230
corresponding thereto may be changed.

[0163] Each of the plurality of CGRA engine clusters 100
may include a plurality of CGRA engine groups. For
example, a first CGRA engine cluster of the plurality of
CGRA engine clusters 100 may include a first set of CGRA
engine groups 110a. The second CGRA engine cluster of the
plurality of CGRA engine clusters 100 may include a second
set of CGRA engine groups 1105. The third CGRA engine
cluster of the plurality of CGRA engine clusters 100 may
include a third set of CGRA engine groups 110c¢. In this case,
the first sequencer 210 may control and monitor an operation
of'the first set of CGRA engine groups 110a and an operation
of the CGRA engines 111 included in the first set of CGRA
engine groups 110q. Similarly, the second sequencer 220
may control and monitor an operation of the second set of
CGRA engine groups 1105 and an operation of the CGRA
engines 111 included in the second set of CGRA engine
groups 1105. The third sequencer 230 may control and
monitor an operation of the third set of CGRA engine groups
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110¢ and an operation of the CGRA engines 111 included in
the third set of CGRA engine groups 110c.

[0164] In the embodiment, overhead concentrated on one
sequencer 200 may be distributed. Accordingly, latency due
to the sequencer 200 or performance degradation of the
entire device may be prevented, and parallel control for each
CGRA engine cluster 100 may be performed.

[0165] FIG. 10 is a conceptual diagram illustrating a
neural processing device according to some embodiments of
the disclosure.

[0166] Referring to FIGS. 5 and 10, one CGRA engine
cluster 100 may include a plurality of sequencers 210q,
2105, and 210c. That is, the sequencer 200 may include a
first region sequencer 210aq, a second region sequencer 2105,
and a third region sequencer 210c. In this case, the number
of the first, second, and third region sequencers 210a, 2105,
and 210c¢ may be changed.

[0167] The first region sequencer 210a may manage the
first set of CGRA engine groups 110a corresponding to a
first region of one CGRA engine cluster 100 and the CGRA
engines 111 included in the first set of CGRA engine groups
110a. The second region sequencer 2105 may manage the
second set of CGRA engine groups 1105 corresponding to a
second region of one CGRA engine cluster 100 and the
CGRA engines 111 included in the second set of CGRA
engine groups 1105. The third region sequencer 210¢ may
manage the third set of CGRA engine groups 110¢ corre-
sponding to a third region of one CGRA engine cluster 100
and the CGRA engines 111 included in the third set of
CGRA engine groups 110c.

[0168] In the embodiment, an operation of a sequencer
may be divided simply by dividing only a region without
separately designing hardware for configuring the CGRA
engine cluster 100. That is, overhead concentrated on one
sequencer 200 may be distributed while minimizing hard-
ware resources. Accordingly, latency due to the sequencer
200 or performance degradation of the entire device may be
prevented, and parallel control for each CGRA engine
cluster 100 may be performed.

[0169] FIG. 11 is a conceptual diagram illustrating a
neural processing device according to some embodiments of
the disclosure.

[0170] Referring to FIGS. 5 and 11, each of a plurality of
CGRA engine clusters 100 may include a plurality of CGRA
engine groups. For example, a first CGRA engine cluster of
the plurality of CGRA engine clusters 100 may include a
first set of CGRA engine groups 110a. The second CGRA
engine cluster of the plurality of CGRA engine clusters 100
may include a second set of CGRA engine groups 11056. The
third CGRA engine cluster of the plurality of CGRA engine
clusters 100 may include a third set of CGRA engine groups
110c¢. In this case, the first sequencer 210 may control and
monitor an operation of the first set of CGRA engine groups
1104 and an operation of the CGRA engines 111 included in
the first set of CGRA engine groups 110a. Similarly, the
second sequencer 220 may control and monitor an operation
of the second set of CGRA engine groups 1105 and an
operation of the CGRA engines 111 included in the second
set of CGRA engine groups 1105. The third sequencer 230
may control and monitor an operation of the third set of
CGRA engine groups 110c¢ and an operation of the CGRA
engines 111 included in the third set of CGRA engine groups
110c.
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[0171] In this case, the first sequencer 210, the second
sequencer 220, and the third sequencer 230 may control
operation of the plurality of CGRA engine groups 110 as
upper sequencers. A first lower sequencer 211, a second
lower sequencer 221, and a third lower sequencer 231 may
be included in each of the plurality of CGRA engine groups
110 and may control operations of a plurality of CGRA
engines 111 under each of the plurality of CGRA engine
groups 110. The first sequencer 210, the second sequencer
220, and the third sequencer 230 may be respectively
associated with the first lower sequencer 211, the second
lower sequencer 221, and the third lower sequencer 231.
[0172] The sequencers divided into an upper part and a
lower part distribute operation control according to each
level, and accordingly, overhead may be reduced, and a
speed of the entire device may be increased through parallel
control.

[0173] FIG. 12 is a conceptual diagram illustrating an
operation of the sequencer of FIG. 5.

[0174] Referring to FIG. 12, the sequencer 200 may
control the at least one CGRA engine 111, the [.2 intercon-
nection 700, the L2 memory 300, and the off-chip memory
30 by monitoring an input parameter In_p. The sequencer
200 may control parameters, such as a bandwidth or latency,
of'the CGRA engine 111, the [.2 interconnection 700, the [.2
memory 300, and the off-chip memory 30. The sequencer
200 may also control the .1 memory 120, the L.1 intercon-
nection 130, and the local interconnection 701. However, for
the sake of convenience of description, only the controls of
the CGRA engine 111, the .2 interconnection 700, the 1.2
memory 300, and the off-chip memory 30 are described
below.

[0175] In this case, the input parameter In_p may include
at least one of a bandwidth, latency, supply power, or
temperature.

[0176] In this case, the bandwidth may indicate a size of
data transmission traffic between the CGRA engine 111 and
the outside according to time. The bandwidth may be related
to a situation of a memory corresponding to the CGRA
engine 111, that is, the L2 memory 300 or the off-chip
memory 30, the traffic of the L2 interconnection 700 con-
necting the L2 memory 300 to the off-chip memory 30, or
SO on.

[0177] In this case, latency is one of parameters of calcu-
lation performance of the CGRA engine 111 and may mean
a period during which a result processed by the CGRA
engine 111 is delayed. The latency may be reduced by
increasing a frequency of the CGRA engine 111 or increas-
ing supply power of the CGRA engine 111. The supply
power and temperature are parameters related to an operat-
ing environment of hardware, and performance of the hard-
ware may be increased by controlling the parameters.
[0178] The sequencer 200 may control an operation of the
at least one CGRA engine 111, the L2 interconnection 700,
the L.2 memory 300, or the off-chip memory 30 by using the
input parameter In_p described above and may solve a
performance problem.

[0179] FIG. 13 is a block diagram illustrating monitoring
and control operations of the sequencer of FIG. 5.

[0180] Referring to FIG. 13, the CGRA engine 111 may be
mapped to a virtual processor VP. That is, the virtual
processor VP may be implemented to efficiently provide
necessary hardware resources according to characteristics of
an calculation task. Two or more CGRA engines 111 may be
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mapped to one virtual processor VP, and in this case, the two
or more CGRA engines 111 mapped to one virtual processor
VP may operate as one unit.

[0181] Accordingly, the number of actual CGRA engines
111 may be different from the number of virtual processors
VP. In this case, the number of virtual processors VP may be
equal to or less than the number of actual CGRA engines
111.

[0182] The virtual processor VP may exchange data with
the [.2 interconnection 700. The data exchange Ex may be
recorded through the virtual processor VP and the 1.2
interconnection 700 and may be monitored by the sequencer
200.

[0183] The sequencer 200 may monitor an operation of the
CGRA engine 111. In this case, latency, power supply, and
temperature of the CGRA engine 111 may be monitored. In
addition, the sequencer 200 may monitor a bandwidth
between the CGRA engine 111 and the L2 interconnection
700. That is, the sequencer 200 may check the bandwidth by
monitoring the data exchange Ex. In this case, the sequencer
200 may receive monitoring information Im in real time. In
this case, the monitoring information Im may include at least
one of latency of the CGRA engine 111, power supplied to
the CGRA engine 111, temperature of the CGRA engine 111,
or a bandwidth between the CGRA engine 111 and the [.2
interconnection 700.

[0184] The sequencer 200 may detect a performance prob-
lem by receiving the monitoring information Im. The per-
formance problem may mean that latency or a bandwidth of
hardware is detected below a preset reference value. Spe-
cifically, the performance problem may be at least one of a
constrained bandwidth problem or a constrained calculation
performance problem.

[0185] Inresponse to this, the sequencer 200 may generate
and transmit at least one of a processor control signal
Proc_Cont, a memory control signal Mem_Cont, or an
interconnection control signal Inter_Cont. The sequencer
200 may transmit at least one of the processor control signal
Proc_Cont, the memory control signal Mem_Cont, or the
interconnection control signal Inter Cont to the CGRA
engine 111 and the L2 interconnection 700. The processor
control signal Proc_Cont, the memory control signal Mem_
Cont, and the interconnection control signal Inter_Cont are
described in detail below.

[0186] FIG. 14 is a conceptual diagram illustrating
dynamic voltage frequency scaling (DVFS) according to
task statistics of the sequencer of FIG. 5.

[0187] Referring to FIG. 14, the sequencer 200 may
receive characteristics of an input calculation task Task, that
is, task statistics T_st. The task statistics T_st may include an
operation and an order of the calculation task Task, the type
and number of operands, and so on.

[0188] The sequencer 200 may optimize hardware perfor-
mance by adjusting a voltage and/or a frequency in real time
when an calculation task is assigned to each CGRA engine
111 according to the task statistics T_st. In this case, the
hardware controlled by the sequencer 200 may include the
at least one CGRA engine 111, the L2 interconnection 700,
the L2 memory 300, or the off-chip memory 30. The
hardware controlled by the sequencer 200 may also include
at least one of the [.1 interconnection 130, the [.1 memory
120, or the local interconnection 701.
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[0189] FIG. 15 is a conceptual diagram illustrating DVFS
according to a virtual device state of the sequencer of FIG.
5.

[0190] Referring to FIGS. 13 and 15, the sequencer 200
may receive a status of the virtual processor VP, that is, a
virtual device status V_st. The virtual device status V_st
may indicate information according to which CGRA engine
111 is being used as which virtual processor VP.

[0191] When an calculation task is assigned to each
CGRA engine 111 according to the virtual device status
V_st, the sequencer 200 may adjust a voltage and/or a
frequency in real time to optimize hardware performance.
That is, real-time scaling, such as lowering supply power of
a memory corresponding to the CGRA engine 111 that is not
used in the virtual device status V_st and increasing the
supply power to the most actively used CGRA engine 111 or
memory, may be performed.

[0192] In this case, hardware controlled by the sequencer
200 may include the at least one CGRA engine 111, the [.2
interconnection 700, the L.2 memory 300, or the off-chip
memory 30. The hardware controlled by the sequencer 200
may also include at least one of the L1 interconnection 130,
the .1 memory 120, or the local interconnection 701.
[0193] FIG. 16 is a block diagram specifically illustrating
a structure of the sequencer of FIG. 5.

[0194] Referring to FIGS. 13 and 16, the sequencer 200
may include a monitoring module 250, a processor control-
ler 260, a compression activator 270, and an interconnect
controller 280.

[0195] The monitoring module 250 may receive the moni-
toring information Im. The monitoring module 250 may
detect any performance problem through the monitoring
information Im. For example, it is possible to analyze
whether bandwidth is constrained or whether calculation
performance is constrained. When a bandwidth is con-
strained or limited, the monitoring module 250 may identity
what constrains or limits the bandwidth among the off-chip
memory 30, the .2 memory 300, or the [.2 interconnection
700.

[0196] The processor controller 260 may generate a pro-
cessor control signal Proc_Cont for controlling supply
power or a frequency of the CGRA engine 111 to increase
when calculation performance is constrained. The processor
controller 260 may transmit the processor control signal
Proc_Cont to the CGRA engine 111. In this case, the
processor controller 260 may be referred to as a processor
controller circuit, but for the sake of convenience, the terms
are unified as a processor controller. In addition, the pro-
cessor controller 260 may be implemented as a circuit or
circuitry.

[0197] The compression activator 270 may perform com-
pression and decompression of data when a bandwidth is
constrained and the off-chip memory 30 or the .2 memory
300 is constrained. That is, when the off-chip memory 30 is
constrained, the compression activator 270 may generate a
memory control signal Mem_Cont for compressing traffic of
the off-chip memory 30 and decompressing the traffic again.
Through this, the compression activator 270 may solve a
traffic problem of the off-chip memory 30. The memory
control signal Mem_Cont may activates a compression
engine and a decompression engine to perform compression
and decompression. In this case, the compression engine and
the decompression engine may be implemented in various
ways as general means for compressing and decompressing

Sep. 21, 2023

data. In addition, compression and decompression are only
an example of traffic reduction control, and the embodiment
is not limited thereto.

[0198] In addition, when the [.2 memory 300 is con-
strained, the compression activator 270 may generate the
memory control signal Mem_Cont for compressing traffic of
the L2 memory 300 and decompressing the traffic again.
Through this, the compression activator 270 may solve a
traffic problem of the .2 memory 300. In this case, com-
pression and decompression are only an example of traffic
downlink control, and the embodiment is not limited thereto.
In this case, the compression activator 270 may be referred
to as a compression activator circuit, but for the sake of
convenience, the terms are unified as a compression activa-
tor. In addition, the compression activator 270 may be
implemented as a circuit or circuitry.

[0199] When a bandwidth is constrained and the off-chip
memory 30 or the L2 memory 300 is constrained, the
interconnect controller 280 may generate the interconnec-
tion control signal Inter_Cont for overdriving a frequency of
the L2 interconnection 700. The interconnection control
signal Inter_Cont may increase the frequency of the [.2
interconnection 700 to solve a bandwidth constraint prob-
lem. In this case, the overdrive of the frequency is only an
example of interconnection performance enhancement con-
trol, and the embodiment is not limited thereto. In this case,
the interconnect controller 280 may be referred to as an
interconnect controller circuit, but for the sake of conve-
nience, the terms are unified as an interconnect controller. In
addition, the interconnect controller 280 may be imple-
mented as a circuit or circuitry.

[0200] FIG. 17 is a block diagram specifically illustrating
a structure of the CGRA engine of FIG. 6.

[0201] Referring to FIG. 17, the CGRA engine 111 may
include at least one instruction memory 111_1, at least one
LO memory 111_2, a PE array 111_3, and at least one LSU
111_4. The PE array 111_3 may include a plurality of
processing elements interconnected by a mesh style net-
work. The mesh style network may be two-dimensional,
three-dimensional, or higher-dimensional. In the CGRA, the
plurality of processing elements may be reconfigurable or
programmable. The interconnection between the plurality of
processing elements may be reconfigurable or program-
mable. In some embodiments, the interconnection between
the plurality of processing elements may be statically recon-
figurable or programmable when the interconnection is fixed
after the plurality of processing elements are configurated or
programed. In some embodiments, the interconnection
between the plurality of processing elements may be
dynamically reconfigurable or programmable when the
interconnection is reconfigurable or programmable even
after the plurality of processing elements are configurated or
programed.

[0202] FIG. 18 is a conceptual diagram specifically illus-
trating the instruction memory 111_1 of FIG. 17.

[0203] Referring to FIG. 18, the instruction memory
111_1 may receive and store an instruction. The instruction
memory 111_1 may sequentially store instructions therein
and provide the stored instructions to the PE array 111_3. In
this case, the instructions may cause operations of the first
type of a plurality of processing elements 111_3a included
in the PE array 111_3 to be performed.

[0204] Referring again to FIG. 17, the LO memory 111_2
is located inside the CGRA engine 111 and may receive all
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input data necessary for an operation of the CGRA engine
111 from the outside and temporarily store the data. In
addition, the L0 memory 111_2 may temporarily store
output data calculated by the CGRA engine 111 to be
transmitted to the outside. The L.O memory 111_2 may serve
as a cache memory of the CGRA engine 111.

[0205] The LO memory 111_2 may transmit and receive
data to and from the PE array 111_3. The L.O memory 111_2
may be a memory corresponding to LO (a level 0) lower than
L1. In this case, the LO memory may be a private memory
of the CGRA engine 111 that is not shared unlike the [.1
memory 120 and the 1.2 memory 300. The LO memory
111_2 may transmit data and a program, such as activation
or weight, to the PE array 111_3.

[0206] The PE array 111_3 may be a module that performs
calculation. The PE array 111_3 may perform not only a
one-dimensional operation but also a two-dimensional
operation or a higher matrix/tensor operation. The PE array
111_3 may include a first type of a plurality of processing
elements 111_3a and a second type of a plurality of pro-
cessing elements 111_35 therein.

[0207] The first type of the plurality of processing ele-
ments 111_3a and the second type of the plurality of
processing elements 111_35 may be arranged in rows and
columns. The first type of the plurality of processing ele-
ments 111_3a and the second type of the plurality of
processing elements 111_35 may be arranged in m columns.
In addition, the first type of the plurality of processing
elements 111_3a may be arranged in n rows, and the second
type of the plurality of processing elements 111_35 may be
arranged in 1 rows. Accordingly, the first type of the
plurality of processing elements 111_3a and the second type
of the plurality of processing element 111_35 may be
arranged in (n+1) rows and m columns.

[0208] The LSU 111_4 may receive at least one of data, a
control signal, or a synchronization signal from the outside
through the L1 interconnection 130. The LSU 111_4 may
transmit at least one of the received data, the received
control signal, or the received synchronization signal to the
LO memory 111_2. Similarly, the LSU 111_4 may transmit
at least one of data, a control signal, or a synchronization
signal to the outside through the .1 interconnection 130.
The LSU 111_4 may be referred to as an LSU circuit, but for
the sake of convenience, the terms are unified as an LSU. In
addition, the LSU 111_4 may be implemented as a circuit or
circuitry.

[0209] The CGRA engine 111 may have a CGRA struc-
ture. Accordingly, each of the first type of the plurality of
processing elements 111_3a¢ and the second type of the
plurality of processing elements 111_3b of the PE array
111_3 included in the CGRA engine 111 may be connected
to at least one of the L.O memory 111_2, the instruction
memory 111_1, or the LSU 111_4. That is, the first type of
the plurality of processing elements 111_3a and the second
type of the plurality of processing elements 111_35 do not
need to be connected to all of the LO memory 111_2, the
instruction memory 111_1, and the LSU 111_4, but may be
connected to some thereof.

[0210] In addition, the first type of the plurality of pro-
cessing elements 111_3a may be different types of process-
ing elements from the second type of the plurality of
processing elements 111_35. Accordingly, among the 1O
memory 111_2, the instruction memory 111_1, and the LSU
111_4, components connected to the first type of the plural-
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ity of processing elements 111_3a may be different from
components connected to the second type of the plurality of
processing elements 111_35.

[0211] The CGRA engine 111 of the disclosure having a
CGRA structure enables a high level of parallel operation
and direct data exchange between the first type of the
plurality of processing elements 111_3a and the second type
of the plurality of processing elements 111_34, and thus,
power consumption may be reduced. In addition, optimiza-
tion according to various calculation tasks may be per-
formed by including two or more types of processing
elements.

[0212] For example, when the first type of the plurality of
processing elements 111_3a performs a two-dimensional
operation, the second type of the plurality of processing
element 111_35 may perform a one-dimensional operation.
However, the embodiment is not limited thereto. Addition-
ally, the PE array 111_3 may include more types of pro-
cessing elements. Accordingly, the CGRA structure of the
disclosure may be a heterogeneous structure including vari-
ous types of processing elements.

[0213] FIG. 19 is a diagram specifically illustrating the
processing element of FIG. 17.

[0214] Referring to FIG. 19, the first type of the plurality
of processing elements 111_3a may include an instruction
queue IQ, a first register R1, a second register R2, a third
register R3, an input formatter I_Form, and an output
formatter O_Form.

[0215] The instruction queue 1Q may receive an instruc-
tion received from the instruction memory 111_1, divide the
instruction, and sequentially provide the divided instructions
to the first register R1, the second register R2, and the third
register R3. The first register R1 may receive source infor-
mation Src and converting information CVT. The second
register R2 may receive opcode information opcode. The
third register R3 may receive destination information dst and
the converting information CVT. The converting informa-
tion CVT may include information of converting precision.
[0216] In this case, the opcode opcode may mean a code
of an operation of a corresponding instruction, that is, an
operator. The opcode opcode may include, for example,
calculation operations, such as ADD, SUB, MUL, DIV, and
calculation shift, and logical operations, such as AND, OR,
NOT, XOR, logical shift, rotation shift, complement, and
clear.

[0217] The input formatter I_Form may receive the source
information src from the first register R1 to determine an
operand. In addition, the input formatter I_Form may
receive the converting information CVT from the first reg-
ister R1 to convert precision of the operand. That is, preci-
sion of input data may be different from precision required
for calculation, and accordingly, the input formatter I_Form
may convert the precision. In this case, the source informa-
tion src may include at least one of a north N, an east E, a
south S, a west W, a global register file GRF, or bypass
bypass. The bypass bypass may be a path transmitted from
the output formatter O_Form.

[0218] The second register R2 may generate an operator
by receiving opcode opcode information. The operator may
generate an output which is a result of calculation by using
an operand. The output formatter O_Form may receive an
output. The output formatter O_Form may receive destina-
tion information dst from the third register R3 and transmit
the output. In addition, the output formatter O_Form may
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receive the converting information CVT from the third
register R3 to convert precision of the output. That is,
precision required for calculation may be different from
precision required for the output, and accordingly, the output
formatter O_Form may convert the precision.

[0219] In this case, the destination information dst may
include at least one of the north N, the east E, the south S,
or the west W. In addition, the output formatter O_Form may
transmit the output to the input formatter I_Form through the
bypass bypass.

[0220] The processing element according to the embodi-
ment may directly perform precision conversion in an
instruction queue without having a separate precision con-
version device, and accordingly, hardware efficiency may be
increased.

[0221] FIG. 20 is a diagram illustrating an instruction set
architecture (ISA) of a neural processing device according to
some embodiments of the disclosure.

[0222] Referring to FIGS. 19 and 20, the ISA of the neural
processing device according to some embodiments of the
disclosure may include a precision precision, opcode infor-
mation opcode, pieces of source information src0 to src2,
and destination information dst.

[0223] The precision precision may be included in the
input formatter I_Form and the output formatter O_Form so
as to generate the converting information CVT. In other
words, information about precision converted may be
included in the ISA. The opcode information opcode may be
used to determine an operator, the pieces of source infor-
mation may be used to determine operands, and the desti-
nation information may be included in the ISA for trans-
mission of an output.

[0224] FIG. 21 is a block diagram illustrating an operation
of an instruction queue of the CGRA engine in FIG. 6.

[0225] Referring to FIGS. 19 to 21, the instruction queue
1Q may be loaded through the LSU 111_4 and transmitted to
the first type of the plurality of processing elements 111_3a
and the second type of the plurality of processing elements
111_35. The first type of the plurality of processing elements
111_3a and the second type of the plurality of processing
elements 111_35b may receive instructions and perform cal-
culation tasks.

[0226] FIG. 22 is a block diagram specifically illustrating
the LSU of FIG. 17.

[0227] Referring to FIG. 22, the LSU 111_4 may include
a local memory load unit LMLU, a local memory store unit
LMSU, a neural core load unit NCLU, a neural core store
unit NCSU, a load buffer LB, a store buffer SB, a load
engine LE, a store engine SE, and a translation lookaside
buffer TLB.

[0228] The local memory load unit LMLU, the local
memory store unit LMSU, the neural core load unit NCLU,
the neural core store unit NCSU, the load engine LE, and the
store engine SE may be referred to respectively as a local
memory load circuit, a local memory store circuit, a neural
core load circuit, a neural core store circuit, a load engine
circuit, and a store engine circuit, but may be unified
respectively as a local memory load unit, a local memory
store unit, a neural core load unit, a neural core store unit,
a load engine, and a store engine. In addition, the local
memory load unit LMLU, the local memory store unit
LMSU, the neural core load unit NCLU, the neural core

Sep. 21, 2023

store unit NCSU, the load engine LE, and the store engine
SE may be implemented as circuits (that is, circuits or
circuitry).

[0229] The local memory load unit LMLU may fetch a
load instruction for the LO memory 111_2 and issue a load
instruction. When the local memory load unit LMLU pro-
vides the issued load instruction to the load buffer LB, the
load buffer LB may sequentially transmit a memory access
request to the load engine LE according to an input order.
[0230] In addition, the local memory store unit LMSU
may fetch a store instruction for the LO memory 111_2 and
issue the store instruction. When the local memory store unit
LMSU provides the issued store instruction to the store
buffer SB, the store buffer SB may sequentially transmit a
memory access request to the store engine SE according to
an input order.

[0231] The neural core load unit NCL.U may fetch a load
instruction for the CGRA engine 111 and issue the load
instruction. When the neural core load unit NCLU provides
the issued load instruction to the load buffer LB, the load
buffer LB may sequentially transmit a memory access
request to the load engine LE according to an input order.
[0232] In addition, the neural core store unit NCSU may
fetch a store instruction for the CGRA engine 111 and issue
the store instruction. When the neural core store unit NCSU
provides the issued store instruction to the store buffer SB,
the store buffer SB may sequentially transmit a memory
access request to the store engine SE according to an input
order.

[0233] The load engine LE may receive a memory access
request and load data through the [.2 interconnection 700. In
this case, the load engine LE may quickly find data by using
a translation table of a recently used virtual address and a
recently used physical address in the translation lookaside
buffer TL.B. When the virtual address of the load engine LE
is not in the translation lookaside buffer TLB, address
translation information may be found in another memory.
[0234] The store engine SE may receive a memory access
request and load data through the [.2 interconnection 700. In
this case, the store engine SE may quickly find data by using
a translation table of a recently used virtual address and a
recently used physical address in the translation lookaside
buffer TLB. When the virtual address of the store engine SE
is not in the translation lookaside buffer TLB, address
translation information may be found in other memory.
[0235] FIG. 23 is a block diagram specifically illustrating
the L.O memory of FIG. 17.

[0236] Referring to FIG. 23, the LO memory 111_2 may
include an arbiter Arb and at least one memory bank bk.
[0237] When data is stored in the LO memory 111_2, the
arbiter Arb may receive data from the load engine LE. In this
case, the data may be allocated to the memory bank bk in a
round robin manner. Accordingly, the data may be stored in
any one of the at least one memory bank bk.

[0238] In contrast to this, when data is loaded to the LO
memory 111_2, the arbiter Arb may receive data from the
memory bank bk and transmit the data to the store engine
SE. The store engine SE may store data in the outside
through the local interconnection 701.

[0239] FIG. 24 is a block diagram specifically illustrating
the L.O memory bank bk of FIG. 23.

[0240] Referring to FIG. 24, the memory bank bk may
include a bank controller bkc and a bank cell array bkca.
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[0241] The bank controller bkc may manage read and
write operations through addresses of data stored in the
memory bank bk. That is, the bank controller bkc may
manage the input/output of data as a whole.

[0242] The bank cell array bkca may have a structure in
which memory cells directly storing data are aligned in rows
and columns. The bank cell array bkca may be controlled by
the bank controller bkc.

[0243] FIG. 25 is a block diagram for illustrating a soft-
ware hierarchy of a neural processing device in accordance
with some embodiments of the disclosure.

[0244] Referring to FIG. 25, the software hierarchy of the
neural processing device in accordance with some embodi-
ments may include a deep learning (DL) framework 10000,
a compiler stack 20000, and a back-end module 30000.
[0245] The DL framework 10000 may refer to a frame-
work for a deep learning model network used by a user. For
example, a trained neural network, that is, a deep learning
graph, may be generated by using a program, such as
TensorFlow or PyTorch. The deep learning graph may be
represented in a code form of an calculation task.

[0246] The compiler stack 20000 may include a CGRA
compiler CGep and a main compiler Mcp. The CGRA
compiler CGep may perform CGRA engine level compila-
tion. That is, the CGRA compiler CGcp may perform
internal optimization of the CGRA engine 111. The CGRA
compiler CGep may store calculation codes in a compute
library 22000 through the CGRA engine level compilation.
[0247] Unlike this, the main compiler Mcp may perform
L2 level compilation, that is, CGRA engine group level
compilation. That is, the main compiler Mcp may perform
compilation, such as task scheduling, between the CGRA
engine groups 110, the [.2 memory 300, and the L2 inter-
connection 700. The embodiment may perform optimization
twice through CGRA compilation and main compilation.
[0248] The main compiler Mcp may include an adaptation
layer 21000, a compute library 22000, a frontend compiler
23000, a backend compiler 24000, and a runtime driver
25000.

[0249] The adaptation layer 21000 may be in contact with
the DL framework 10000. The adaptation layer 21000 may
quantize a user’s neural network model generated by the DL
framework 10000, that is, a deep learning graph, and gen-
erate a quantization model. In addition, the adaptation layer
21000 may convert a type of a model into a required type.
The quantization model may also have a form of the deep
learning graph.

[0250] The front-end compiler 23000 may convert various
neural network models and graphs transferred from the
adaptation layer 21000 into a constant intermediate repre-
sentation (IR). The converted IR may be a preset represen-
tation that is easy to handle later by the back-end compiler
24000.

[0251] The optimization that can be done in advance in the
graph level may be performed on such an IR of the front-end
compiler 23000. In addition, the front-end compiler 23000
may finally generate the IR through the task of converting it
into a layout optimized for hardware.

[0252] The back-end compiler 24000 optimizes the IR
converted by the front-end compiler 23000 and converts it
into a binary file, enabling it to be used by the runtime driver.
The back-end compiler 24000 may generate an optimized
code by dividing a job at a scale that fits the details of
hardware.

Sep. 21, 2023

[0253] The compute library 22000 may store a template
operation designed in a form suitable for hardware among
various operations. The compute library 22000 may provide
the backend compiler 24000 with several template opera-
tions that require hardware to generate optimized codes. In
this case, the compute library 22000 may receive an calcu-
lation code from the CGRA compiler CGcep and store the
calculation code as a template operation. Accordingly, in the
embodiment, the previously optimized template operation
may be optimized again through the backend compiler
24000, and accordingly, it is regarded optimization is per-
formed twice.

[0254] The runtime driver 25000 may continuously per-
form monitoring during driving, thereby making it possible
to drive the neural network device in accordance with some
embodiments. Specifically, it may be responsible for the
execution of an interface of the neural network device.
[0255] Unlike FIG. 25, the CGRA compiler CGep may
also be located inside the compute library 22000. The
CGRA compiler CGep may also store calculation codes in
the compute library 22000 through the CGRA engine level
compilation in the compute library 22000. In this case, the
main compiler Mcp may internally perform the optimization
twice.

[0256] The back-end module 30000 may include an ASIC
(application-specific integrated circuit) 31000, an FPGA
(field-programmable gate array) 32000, and a C-model
33000. The ASIC 31000 may refer to a hardware chip
determined according to a predetermined design method.
The FPGA 32000 may be a programmable hardware chip.
The C-model 33000 may refer to a model implemented by
simulating hardware on software.

[0257] The back-end module 30000 may perform various
tasks and derive results by using the binary code generated
through the compiler stack 20000.

[0258] FIG. 26 is a block diagram specifically illustrating
a structure of the CGRA compiler of FIG. 25.

[0259] Referring to FIGS. 7 and 26, the CGRA compiler
CGep may include a CGRA engine (CE) dimension deter-
miner 26000 and a CE scheduler 27000. In this case, the CE
dimension determiner 26000 and the CE scheduler 27000
may be referred to respectively as a CE dimension deter-
miner circuit and a CE scheduler circuit, but for the sake of
convenience, the terms are respectively unified as the CE
dimension determiner and the CE scheduler. In addition, the
CE dimension determiner 26000 and the CE scheduler
27000 may each be implemented as a circuit or circuitry
[0260] The CE dimension determiner 26000 may deter-
mine a scale of the CGRA engine 111 according to an input
calculation task. That is, the CE dimension determiner
26000 may determine the number of the first type of the
plurality of processing elements 111_3a and the second type
of the plurality of processing elements 111_34 included in
the CGRA engine 111 to perform an optimal calculation
task.

[0261] Furthermore, the CE dimension determiner 26000
may also determine the number of CGRA engines 111
included in the CGRA engine groups 110. That is, a dimen-
sion of the CGRA engine 111 and a dimension of the CGRA
engine groups 110 may be determined, and a unit structure
and a cluster structure of the final hierarchical structure may
be determined.

[0262] The CE scheduler 27000 may perform CE level
scheduling. The CE scheduler 27000 may perform task
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scheduling of the first type of the plurality of processing
elements 111_3a and the second type of the plurality of
processing elements 111_35 included in the CGRA engine
111. Accordingly, an calculation code for calculation of each
task may be generated.

[0263] FIG. 27 is a block diagram specifically illustrating
a structure of the CGRA engine scheduler of FIG. 26.

[0264] Referring to FIG. 27, a CGRA engine scheduler
27000 may include a control flow graph (CFG) generating
module 27100, an unrolling module 27200, a hyperblocking
module 27300, a constraint module 27500, and a scheduling
module 27400.

[0265] In this case, the CFG generating module 27100, the
unrolling module 27200, the hyperblocking module 27300,
the constraint module 27500, and the scheduling module
27400 may be referred to respectively as a CFG generating
module circuit, an unrolling module circuit, a hyperblocking
module circuit, a constraint module circuit, and a scheduling
module circuit, but for the sake of convenience, the terms are
unified respectively as a CFG generating module, an unroll-
ing module, a hyperblocking module, a constraint module,
and a scheduling module. In addition, the CFG generating
module 27100, the unrolling module 27200, the hyperblock-
ing module 27300, the constraint module 27500, and the
scheduling module 27400 may each be implemented as a
circuit or circuitry.

[0266] The CFG generating module 27100 may receive a
deep learning graph from the deep learning DL framework
10000. The deep learning graph may be represented in the
form of code written by a DL framework. The CFG gener-
ating module 27100 may convert the deep learning graph
into a control flow graph CFG composed of nodes and edges
of an operation unit. The control flow graph CFG may
include a loop that is repeatedly processed a specified
number of times or may also include a conditional branch
structure that branches according to conditions.

[0267] The unrolling module 27200 may unroll a loop
included in the control flow graph CFG. Additionally, the
unrolling module may perform roof filling and roof flatten-
ing and inlining. The unrolling module 27200 may generate
an unrolling control flow graph UCFG by unrolling the loop
included in the control flow graph CFG.

[0268] The hyperblocking module 27300 may generate a
hyperblock by receiving the unrolling control flow graph
UCFG and reconstructing a conditional branch structure. A
hyperblock may be generated by merging blocks with the
same condition among different blocks. The hyperblocking
module 27300 may generate a hyperblocking control flow
graph HCFG.

[0269] The constraint module 27500 may store hardware
constraint Cst generated based on knowledge of experts
previously prepared. The hardware constraint Cst may
include information previously designed by optimizing a
specific operation. That is, the hardware constraint may act
as a guideline on how to reconfigure the CGRA engine 111
when performing a specific input operation.

[0270] The scheduling module 27400 may receive the
hyperblocking control flow graph HCFG and receive the
hardware constraint Cst. The scheduling module 27400 may
generate an calculation code SC by converting the hyper-
blocking control flow graph HCFG based on the hardware
constraint Cst.
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[0271] FIG. 28 is a block diagram illustrating a CGRA
engine compiled according to a constraint module of FIG.
27.

[0272] Referring to FIG. 28, the PE array 111_3 of the

CGRA engine 111 may configure a first type of the plurality
of processing element 111_3a as a multiplier and configure
the second type of the plurality of processing element
111_3b as an accumulator when performing matrix multi-
plication. The configurations may be established through a
history of existing hardware implementation. That is, the
hardware constraint Cst may provide a guide on how oper-
ands and operators should be configured.

[0273] FIG. 29 is a block diagram specifically illustrating
a structure of the frontend compiler of FIG. 25.

[0274] Referring to FIG. 29, the frontend compiler 23000
may include an [.2 scheduler 23100.

[0275] The L2 scheduler 23100 may perform L2 level
scheduling, that is, CGRA engine group level scheduling.
That is, the L2 scheduler 23100 may receive a deep learning
graph and perform scheduling at levels of the CGRA engine
cluster 100 and the CGRA engine groups 110 by tiling an
calculation task. The embodiment may maximize optimiza-
tion efficiency because there are both the CGRA engine level
scheduling and the CGRA engine group level scheduling.
The L2 scheduler 23100 may be referred to as an L2
scheduler circuit, but for the sake of convenience, the terms
are unified as an L2 scheduler. In addition, the L2 scheduler
23100 may be implemented as a circuit or circuitry.
[0276] FIG. 30 is a block diagram specifically illustrating
a structure of the backend compiler of FIG. 25.

[0277] Referring to FIG. 30, the backend compiler 24000
may include a code generator 24100 and a CE code gen-
erator 24200. The code generator 24100 and the CE code
generator 24200 may be referred to respectively as a code
generator circuit and a CE code generator circuit, but for the
sake of convenience, the terms are respectively unified as a
code generator and a CE code generator. In addition, the
code generator 24100 and the CE code generator 24200 may
be implemented as circuits or circuitry.

[0278] The code generator 24100 may refer to the com-
pute library 22000. The code generator 24100 may generate
partial binary codes based on the calculation code SC stored
in the compute library 22000. The partial binary codes may
constitute a binary code by being added to each other later.
The calculation code SC is stored based on an operation, and
accordingly, the partial binary codes may also be generated
based on an operation.

[0279] The CE code generator 24200 may receive the
partial binary codes. The CE code generator 24200 may
generate a final binary code by summing several partial
binary codes. The CE code generator 24200 may transmit
the binary code to the runtime driver 25000.

[0280] FIG. 31 is a conceptual diagram for illustrating
deep learning calculations performed by a neural processing
device in accordance with some embodiments of the disclo-
sure.

[0281] Referring to FIG. 31, an artificial neural network
model 40000 is one example of a machine learning model,
and is a statistical learning algorithm implemented based on
the structure of a biological neural network or is a structure
for executing the algorithm, in machine learning technology
and cognitive science.

[0282] The artificial neural network model 40000 may
represent a machine learning model having an ability to
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solve problems by learning to reduce the error between an
accurate output corresponding to a particular input and an
inferred output by repeatedly adjusting the weight of the
synapse by nodes, which are artificial neurons that have
formed a network by combining synapses, as in a biological
neural network. For example, the artificial neural network
model 40000 may include any probabilistic model, neural
network model, etc., used in artificial intelligence learning
methods such as machine learning and deep learning.
[0283] A neural processing device in accordance with
some embodiments may implement the form of such an
artificial neural network model 40000 and perform calcula-
tions. For example, the artificial neural network model
40000 may receive an input image, and may output infor-
mation on at least a part of an object included in the input
image.

[0284] The artificial neural network model 40000 may be
implemented by a multilayer perceptron (MLP) including
multilayer nodes and connections between them. An artifi-
cial neural network model 40000 in accordance with the
embodiment may be implemented using one of various
artificial neural network model structures including the
MLP. As shown in FIG. 25, the artificial neural network
model 40000 includes an input layer 41000 that receives
input signals or data 40100 from the outside, an output layer
44000 that outputs output signals or data 40200 correspond-
ing to the input data, and n (where n is a positive integer)
hidden layers 42000 to 43000 that are located between the
input layer 41000 and the output layer 44000 and that
receive a signal from the input layer 41000, extract charac-
teristics, and forward them to the output layer 44000. Here,
the output layer 44000 receives signals from the hidden
layers 42000 to 43000 and outputs them to the outside.
[0285] The learning methods of the artificial neural net-
work model 40000 include a supervised learning method for
training to be optimized to solve a problem by the input of
supervisory signals (correct answers), and an unsupervised
learning method that does not require supervisory signals.
[0286] The neural processing device may directly generate
training data, through simulations, for training the artificial
neural network model 40000. In this way, by matching a
plurality of input variables and a plurality of output variables
corresponding thereto with the input layer 41000 and the
output layer 44000 of the artificial neural network model
40000, respectively, and adjusting the synaptic values
between the nodes included in the input layer 41000, the
hidden layers 42000 to 43000, and the output layer 44000,
training may be made to enable a correct output correspond-
ing to a particular input to be extracted. Through such a
training phase, it is possible to identify the characteristics
hidden in the input variables of the artificial neural network
model 40000, and to adjust synaptic values (or weights)
between the nodes of the artificial neural network model
40000 so that an error between an output variable calculated
based on an input variable and a target output is reduced.
[0287] FIG. 32 is a conceptual diagram for illustrating
training and inference operations of a neural network of a
neural processing device in accordance with some embodi-
ments of the disclosure.

[0288] Referring to FIG. 32, the training phase may be
subjected to a process in which a large number of pieces of
training data TD are passed forward to the artificial neural
network model NN and are passed backward again. Through
this, the weights and biases of each node of the artificial
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neural network model NN are tuned, and training may be
performed so that more and more accurate results can be
derived through this. Through the training phase as such, the
artificial neural network model NN may be converted into a
trained neural network model NNT.

[0289] Referring to FIG. 32, the training phase may be
subjected to a process in which a large number of pieces of
training data TD are passed forward to the artificial neural
network model NN and are passed backward again. Through
this, the weights and biases of each node of the artificial
neural network model NN are tuned, and training may be
performed so that more and more accurate results can be
derived through this. Through the training phase as such, the
artificial neural network model NN may be converted into a
trained neural network model NNT.

[0290] Hereinafter, a control method of a neural process-
ing device, according to some embodiments of the disclo-
sure will be described with reference to FIGS. 13, 16, and
33. Descriptions previously given with reference to FIGS. 1
to 32 are omitted or simplified.

[0291] FIG. 33 is a flowchart illustrating a control method
of a neural processing device, according to some embodi-
ments of the disclosure.

[0292] Referring to FIG. 33, the neural processing device
may receive monitoring information and detect a perfor-
mance problem at S100.

[0293] Specifically, referring to FIGS. 13 and 16, the
sequencer 200 may detect the performance problem by
receiving the monitoring information Im. Specifically, the
performance problem may be at least one of a bandwidth
constraint problem or an calculation performance constraint
problem.

[0294] The monitoring module 250 may receive the moni-
toring information Im. The monitoring module 250 may
detect any performance problem through the monitoring
information Im. For example, the monitoring module 250
may analyze whether a bandwidth is constrained or calcu-
lation performance is constrained. When the bandwidth is
constrained, the monitoring module 250 may identify
whether the off-chip memory 30 is constrained, the 1.2
memory 300 is constrained, or the .2 interconnection 700 is
constrained.

[0295] Referring again to FIG. 33, the monitoring module
250 may determine whether the bandwidth is constrained at
S200.

[0296] When the bandwidth is not constrained, the moni-
toring module 250 may determine whether calculation per-
formance is constrained at S300. When the calculation
performance is constrained, control for increasing perfor-
mance of CGRA engine may be performed at S500.

[0297] Specifically, referring to FIG. 16, the processor
controller 260 may generate the processor control signal
Proc_Cont for controlling an increase of power supply or a
frequency of the CGRA engine 111 when the calculation
performance is constrained. The processor controller 260
may transmit the processor control signal Proc_Cont to the
CGRA engine 111.

[0298] Referring again to FIG. 33, when the bandwidth is
constrained in step S200, the monitoring module 250 may
determine whether the off-chip memory is constrained at
S400. When the off-chip memory is constrained, control for
reducing traffic of the off-chip memory may be performed at
S600.
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[0299] Specifically, referring to FIG. 16, the compression
activator 270 may generate the memory control signal
Mem_Cont that performs compression of the traffic of the
off-chip memory 30 and decompresses the traffic again when
the off-chip memory 30 is constrained. Through this, the
compression activator 270 may solve a traffic problem of the
off-chip memory 30. The memory control signal Mem_Cont
may activate a compression engine or a decompression
engine to perform compression or decompression. In this
case, the compression and decompression are only examples
of traffic reduction control, and the embodiment is not
limited thereto.

[0300] Referring again to FIG. 33, when the off-chip
memory is not constrained in step S400, the monitoring
module 250 may determine whether the [.2 memory is
constrained at S700. When the .2 memory is constrained,
control for reducing traffic of the [.2 memory may be
performed at S800.

[0301] Specifically, referring to FIG. 16, when the [.2
memory 300 is constrained, the compression activator 270
may generate the memory control signal Mem_Cont for
compressing the traffic of the L2 memory 300 and decom-
presses the traffic again. Through this, the compression
activator 270 may solve the traffic problem of the L2
memory 300. In this case, compression and decompression
are only examples of traffic reduction control, and the
embodiment is not limited thereto.

[0302] Referring again to FIG. 33, when the [.2 memory
is not constrained in step S700, control for increasing
performance of interconnection is performed at S900.

[0303] Specifically, referring to FIG. 16, the interconnect
controller 280 may generate the interconnection control
signal Inter_Cont for overdriving a frequency of the L2
interconnection 700 when the bandwidth is constrained and
the off-chip memory 30 or the .2 memory 300 is con-
strained. The interconnection control signal Inter_Cont may
increase the frequency of the [.2 interconnection 700 to
solve a bandwidth constraint problem. In this case, the
frequency overdrive is only one example of interconnection
performance enhancement control, and the embodiment is
not limited thereto.

[0304] Hereinafter, a control method of a neural process-
ing device, according to some embodiments of the disclo-
sure will be described with reference to FIGS. 25 to 27, FIG.
29, and FIGS. 34 to 37. Descriptions previously given with
reference to FIGS. 1 to 33 are omitted or simplified.
[0305] FIG. 34 is a flowchart illustrating a method of
compiling a neural processing device, according to some
embodiments of the disclosure, and FIG. 35 is a flowchart
specifically illustrating the storing of FIG. 34. FIG. 36 is a
flowchart specifically illustrating the scheduling of the stor-
ing of FIG. 35, and FIG. 37 is a flowchart specifically
illustrating generating a binary code of FIG. 34.

[0306] Referring to FIG. 34, the .2 scheduler 23100 may
receive a deep learning graph generated in a deep learning
framework at S1100.

[0307] Specifically, referring to FIG. 25, the DL frame-
work 10000 may indicate a framework for a deep learning
model network used by a user. For example, a trained neural
network, that is, a deep learning graph, may be generated by
using a program, such as TensorFlow or PyTorch. The deep
learning graph may be represented in the form of codes of
an calculation task.
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[0308] Referring again to FIG. 34, the CGRA compiler
CGep may store an calculation code through CGRA com-
pilation in a compute library at S1200.

[0309] In detail, referring to FIG. 35, CE dimension deter-
miner 26000 may determine a dimension of a CGRA engine
at S1210.

[0310] Specifically, referring to FIG. 26, the CE dimen-
sion determiner 26000 may determine a scale, that is, a
dimension, of the CGRA engine 111 according to an input
calculation task. That is, the CE dimension determiner
26000 may determine the number of the first type of the
plurality of processing elements 111_3a and the number of
the second type of the plurality of processing elements
111_35 included in the CGRA engine 111 to perform an
optimal calculation task.

[0311] Furthermore, the CE dimension determiner 26000
may also determine the number of CGRA engines 111
included in the one of the CGRA engine groups 110. That is,
the dimension of the CGRA engine 111 and the dimension
of the one of the CGRA engine groups 110 may be deter-
mined, and accordingly, a unit structure and a cluster struc-
ture of a final hierarchical structure may be determined.
[0312] Referring again to FIG. 35, the CE scheduler 27000
may perform CGRA engine level scheduling at S1220.
[0313] Referring to FIG. 36 in detail, the CFG generating
module 27100 may generate a CFG at S1221.

[0314] Specifically, referring to FIG. 27, the CFG gener-
ating module 27100 may receive a deep learning graph from
the deep learning DL framework 10000. The deep learning
graph may be represented in the form of code written by a
DL framework. The CFG generating module 27100 may
convert the deep learning graph into a CFG composed of
nodes and edges of operation units. The CFG may include a
loop that is repeatedly processed a specified number of times
or may include a conditional branch structure that branches
according to conditions.

[0315] Referring again to FIG. 36, CFG unrolling may be
performed at S1222.

[0316] Specifically, referring to FIG. 27, the unrolling
module 27200 may unroll a loop included in the CFG.
Additionally, the unrolling module 27200 may perform loop
peeling, and loop flattening and inlining. The unrolling
module 27200 may generate the unrolling control flow graph
UCFG by unrolling the loop included in the CFG.

[0317] Referring again to FIG. 36, a hyperblock may be
generated at S1223.

[0318] Specifically, referring to FIG. 27, the hyperblock-
ing module 27300 may generate a hyperblock by receiving
the unrolling control flow graph UCFG and reconstructing a
conditional branch structure. The hyperblock may be gen-
erated by merging blocks with the same condition among
different blocks. The hyperblocking module 27300 may
generate the hyperblocking control flow graph HCFG.
[0319] Referring again to FIG. 36, CGRA engine level
scheduling according to preset hardware constraint may be
performed at S1224. Next, a calculation code may be
generated at S1225.

[0320] Specifically, referring to FIG. 27, the constraint
module 27500 may store the hardware constraint Cst gen-
erated based on knowledge previously written by an expert.
The hardware constraint Cst may be previously designed
about how to implement when a certain operation is opti-
mized. That is, the hardware constraint may act as a guide-
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line on how to reconfigure the CGRA engine 111 when a
certain input operation is performed.

[0321] The scheduling module 27400 may receive the
hyperblocking CFG (HCFG) and receive the hardware con-
straint Cst. The scheduling module 27400 may generate the
hyperblocking control flow graph HCFG by converting the
hyperblocking control flow graph HCFG into the calculation
code SC based on the hardware constraint Cst. The CGRA
compiler CGep may store calculation codes in the compute
library 22000 through CGRA engine level compilation.
[0322] Referring again to FIG. 34, the frontend compiler
23000 may optimize a deep learning graph to generate IR at
$1300.

[0323] Specifically, referring to FIG. 25, the frontend
compiler 23000 may convert various neural network models
and graphs transmitted from the adaptation layer 21000 into
a constant IR. The converted IR may be a preset represen-
tation that is easily handled by the backend compiler 24000
later.

[0324] Referring again to FIG. 34, the 1.2 scheduler 23100
may perform [.2 level scheduling according to IR at S1400.
[0325] Referring to FIG. 29, the .2 scheduler 23100 may
perform L2 level scheduling, that is, CGRA engine group
level scheduling. That is, the L2 scheduler 23100 may
receive the deep learning graph and tile the calculation task,
thereby performing scheduling at levels of the CGRA engine
cluster 100 and the one of the CGRA engine groups 110. In
the embodiment, there may be both the CGRA engine level
scheduling and the CGRA engine group level scheduling,
and accordingly, optimization efficiency may be maximized.
[0326] Referring again to FIG. 34, the code generator
24100 may generate a binary code according to the compute
library at S1500.

[0327] In detail, referring to FIG. 37, partial binary codes
may be generated at S1510.

[0328] Referring to FIG. 30, the code generator 24100
may refer to the compute library 22000. The code generator
24100 may generate a partial binary code based on the
calculation code SC stored in the compute library 22000.
The partial binary code may be a code that is added later to
configure a binary code. Since the calculation code SC is
stored based on an operation, the partial binary code may
also be generated based on the operation.

[0329] Referring again to FIG. 37, a binary code may be
generated at S1520.

[0330] Referring to FIG. 30, the CE code generator 24200
may receive the partial binary code. The CE code generator
24200 may generate a final binary code by summing several
partial binary codes. The CE code generator 24200 may
transmit the binary codes to the runtime driver 25000.
[0331] Hereinafter, various aspects of the disclosure will
be described according to some embodiments.

[0332] According to some aspects of the disclosure, a
neural processing device comprises: a first coarse-grained
reconfigurable architecture (CGRA) engine group and a
second CGRA engine group; an [.2 memory shared by the
first CGRA engine group and the second CGRA engine
group; an L2 interconnection configured to transmit data
between the L2 memory, the first CGRA engine group, and
the second CGRA engine group; and a sequencer configure
to provide a hardware resource individually to the first
CGRA engine group and the second CGRA engine group,
wherein the first CGRA engine group comprises: at least one
first CGRA engine; a first L1 memory shared by the at least
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one first CGRA engine; and a first L1 interconnection
configured to transmit data between the first [.1 memory and
the at least one first CGRA engine.

[0333] According to some aspects, the sequencer receives
monitoring information on at least one of the at least one first
CGRA engine, the [.2 interconnection, or the L2 memory,
and individually provides the hardware resource according
to the monitoring information.

[0334] According to some aspects, latency sensitivity of
the first L1 interconnection is higher than latency sensitivity
of the L2 interconnection.

[0335] According to some aspects, a bandwidth of the [.2
interconnection is greater than a bandwidth of the first L1
interconnection.

[0336] According to some aspects, the neural processing
device, further comprises: a first CGRA engine cluster
including the first CGRA engine group, the second CGRA
engine group and a local interconnection between the first
CGRA engine group and the second CGRA engine group.

[0337] According to some aspects, the neural processing
device, further comprises: a second CGRA engine cluster
different from the first CGRA engine cluster, wherein the
second CGRA engine cluster includes a third CGRA engine
group different from the first CGRA engine group and the
second CGRA engine group, and the sequencer includes a
first sequencer managing the first CGRA engine cluster and
a second sequencer managing the second CGRA engine
cluster.

[0338] According to some aspects, the sequencer com-
prises: at least one first lower sequencer managing each of
the at least one first CGRA engine; and at least one second
lower sequencer managing each of the at least one second
CGRA engine.

[0339] According to some aspects, the first CGRA engine
cluster includes a fourth CGRA engine group different from
the first CGRA engine group and the second CGRA engine
group, the first CGRA engine group and the second CGRA
engine group belong to a first region, the fourth CGRA
engine group belongs to a second region, and the sequencer
includes a third sequencer managing the first CGRA engine
group and the second CGRA engine group, and a fourth
sequencer managing the fourth CGRA engine group.

[0340] According to some aspects, each of the at least one
first CGRA engine has a CGRA structure.

[0341] According to some aspects, the at least one first
CGRA engine comprises: a PE array including a plurality of
processing elements; at least one 1O memory storing input
data input to the processing elements and output data output
from the processing elements; and at least one instruction
memory providing an instruction for an operation of the
processing elements.

[0342] According to some aspects, the PE array further
includes at least one specific processing element different
from the processing elements.

[0343] According to some aspects, the first CGRA engine
group and the second CGRA engine group perform deep
learning calculation tasks.

[0344] According to some aspects, a compiler stack imple-
mented by the first CGRA engine group and the second
CGRA engine group comprises: a CGRA compiler config-
ured to compile operations of the at least one first CGRA
engine; and a main compiler configured to compile opera-
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tions of the L.2 memory, the [.2 interconnection and at least
one of the first CGRA engine group or the second CGRA
engine group,

[0345] According to some aspects, the main compiler
comprises: a compute library configured to store a preset
calculation code; an adaptation layer configured to quantize
a deep learning graph to generate a quantization model; a
frontend compiler configured to receive the quantization
model and convert the quantization model into intermediate
representation (IR); and a backend compiler configured to
convert the IR into a binary code by referring to the
calculation code.

[0346] According to some aspects, the CGRA compiler
determines a dimension of the at least one first CGRA
engine, and performs, on a circuit, optimization scheduling
of the at least first CGRA engine.

[0347] According to some aspects, the CGRA compiler
determines a dimension of the at least one first CGRA
engine, and performs, on a circuit, optimization scheduling
of the at least first CGRA engine.

[0348] According to some aspects of the disclosure, a
neural processing device comprises: at least one first CGRA
engine including a PE array including a plurality of pro-
cessing elements, at least one [.O memory configured to store
data for the PE array, at least one instruction memory
configured to provide instructions for operating the plurality
of processing elements, and at least one load/store unit
(LSU) configured to perform load and store for the data; a
first L1 memory shared by the at least one first CGRA
engine; and a first L1 interconnection configured to transmit
data between the first L1 memory and the at least one first
CGRA engine.

[0349] According to some aspects, the at least one first
CGRA engine is managed by a sequencer, and the sequencer
provides a hardware resource individually to the at least one
first CGRA engine according to importance.

[0350] According to some aspects, the at least first CGRA
engine is included in a first CGRA engine group, the
sequencer manages at least one second CGRA engine, and
the at least one second CGRA engine is included in a second
CGRA engine group different from the first CGRA engine
group.

[0351] According to some aspects, the sequencer com-
prises: an upper sequencer managing the first CGRA engine
group; a first lower sequencer associated with the upper
sequencer and configured to control the at least one first
CGRA engine; and a second lower sequencer associated
with the upper sequencer and configured to control the at
least one second CGRA engine.

[0352] According to some aspects, each of the plurality of
processing elements comprises: an instruction queue con-
figured to receive and divide an instruction including pre-
cision; and an input formatter and an output formatter
configured to perform precision conversion through the
precision.

[0353] According to some aspects of the disclosure, a
processing element in which at least one is included at least
one CGRA engine included in a CGRA engine group
individually provided with hardware resources by a
sequencer, the processing element comprising: an instruc-
tion queue configured to receive an instruction set architec-
ture including precision, at least one source, an opcode, and
a destination; a first register configured to receive the at least
one source and the precision from the instruction queue; an
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input formatter configured to determine an operand through
the first register and configured to perform precision con-
version; a second register configured to receive the opcode
from the instruction queue and configured to determine an
operator; and a third register configured to receive the
destination and the precision from the instruction queue.
[0354] According to some aspects, the processing ele-
ment, further comprises an output formatter configured to
perform the precision conversion of an output according to
the operator of the operand through the third register.
[0355] According to some aspects, the input formatter
receives the output in bypass by the output formatter.
[0356] While the inventive concept has been particularly
shown and described with reference to exemplary embodi-
ments thereof, it will be understood by those of ordinary
skill in the art that various changes in form and details may
be made therein without departing from the spirit and scope
of the inventive concept as defined by the following claims.
It is therefore desired that the embodiments be considered in
all respects as illustrative and not restrictive, reference being
made to the appended claims rather than the foregoing
description to indicate the scope of the disclosure.

What is claimed is:

1. A neural processing device comprising processing
circuitry comprising:

a plurality of processing engine groups;

a first memory shared by the plurality of engine groups;

and

a first interconnection configured to transmit data between
the first memory and the plurality of processing engine
groups,

wherein the processing circuitry is configured to provide
hardware resource to the plurality of processing engine
groups,

at least one of the plurality of processing engine groups
comprises:

a plurality of processing engines, each of the plurality of
processing engines comprising an array of a plurality of
processing elements interconnected by a mesh style
network, the processing elements being reconfigurable;

a second memory shared by the plurality of processing
engines; and

a second interconnection configured to transmit data
between the second memory and the plurality of pro-
cessing engines.

2. The neural processing device of claim 1, wherein the
processing circuitry is configured to perform monitoring at
least one of the plurality of processing engines, the first
interconnection, or the first memory, and individually pro-
vides the hardware resource according to a monitoring.

3. The neural processing device of claim 1, wherein
latency sensitivity of the second interconnection is higher
than latency sensitivity of the first interconnection.

4. The neural processing device of claim 1, wherein a
bandwidth of the first interconnection is greater than a
bandwidth of the second interconnection.

5. The neural processing device of claim 1, wherein:

a first set of processing engine groups is included in a first

processing engine cluster, and

a first processing engine cluster further includes a local
interconnection between the first set of processing
engine groups.
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6. The neural processing device of claim 5, wherein:

a second set of processing engine groups is included in a
second processing engine cluster, and

the first processing engine cluster and the second pro-
cessing engine cluster are managed by separate mod-
ules.

7. The neural processing device of claim 6, wherein the
plurality of processing engine groups are managed by sepa-
rate modules.

8. The neural processing device of claim 1, wherein

the first processing engine cluster includes at least one
processing engine group belonging to a first region and
at least one processing engine group belonging to a
second region, and

the at least one processing engine group belonging to the
first region and the at least one processing engine group
belonging to the second region are managed by sepa-
rate modules.

9. The neural processing device of claim 1, wherein
interconnection between the plurality of processing ele-
ments is reconfigurable.

10. The neural processing device of claim 9, wherein the
each of the plurality of processing engines further com-
prises:

at least one third memory storing input data input to the
processing elements and output data output from the
processing elements; and

at least one fourth memory providing an instruction for an
operation of the processing elements.

11. The neural processing device of claim 10, wherein the
processing elements includes a first type of at least one
processing element and a second type of at least one
processing element.

12. The neural processing device of claim 1, wherein the
plurality of processing engine groups perform deep learning
calculation tasks.

13. The neural processing device of claim 1, wherein a
compiler stack configuring the plurality of processing engine
groups comprises:

a first compiler configured to compile operations of the

plurality of processing engines; and

a second compiler configured to compile operations of the
first memory, the first interconnection and at least one
of the plurality of processing engine groups.

14. The neural processing device of claim 13, wherein the

second compiler comprises:

a compute library configured to store a preset calculation
code;

an adaptation layer configured to quantize a deep learning
graph to generate a quantization model;

a frontend compiler configured to receive the quantization
model and convert the quantization model into inter-
mediate representation (IR); and

a backend compiler configured to convert the IR into a
binary code by referring to the calculation code.

15. The neural processing device of claim 14, wherein

the first compiler is further configured to determine a
dimension of the plurality of processing engines, and

perform, on a circuit, optimization scheduling of the
plurality of processing engines.

16. The neural processing device of claim 15, wherein

performing the optimization scheduling comprises:
generating a control-flow graph (CFG) according to the
deep learning graph;
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unrolling a loop of the CFG to generate an unrolling CFG;

generating a hyperblock of the unrolling CFG to generate
a hyperblocking CFG;

storing preset hardware constraints; and

generating a calculation code at a processing engine level
by scheduling the hyperblocking CFG based on the
preset hardware constraints.

17. A neural processing device comprising processing

circuitry comprising:

a plurality of processing engines, each of the plurality of
processing engine including a processing element (PE)
array of a plurality of processing elements intercon-
nected by a mesh style network, at least one first
memory configured to store data for the PE array, at
least one second memory configured to provide instruc-
tions for operating the plurality of processing elements,
and at least one load/store unit (LSU) configured to
perform load and store for the data, wherein the plu-
rality of processing elements being reconfigurable;

a third memory shared by the plurality of processing
engines; and

an interconnection configured to transmit data between
the third memory and the plurality of processing
engines.

18. The neural processing device of claim 17, wherein

the processing circuitry is configured to provide a hard-
ware resource to the plurality of processing engines
according to importance of operations performed by the
plurality of processing engines.

19. The neural processing device of claim 18, wherein

a first set of processing engines are included in a first
processing engine group, and

a second set of processing engines are included in a
second processing engine group.

20. The neural processing device of claim 19, wherein

the first processing group is managed by an upper module;

a first subset of processing engines in the first processing
engine group is managed by a first lower module
associated with the upper module; and

a second subset of processing engine in the first process-
ing engine group is managed by a second lower module
associated with the upper module.

21. The neural processing device of claim 17, wherein

each of the plurality of processing elements comprises:

an instruction queue configured to receive and divide an
instruction including precision; and

an input formatter and an output formatter configured to
perform precision conversion through the precision.

22. A neural processing device comprising processing

circuitry comprising:

at least one processing engine group comprising a plu-
rality of processing engines,

wherein at least one of the plurality of processing engines
comprises a plurality of processing elements,

the plurality of processing elements are reconfigurable,

the processing circuitry is configured to provide the
plurality of processing engines with hardware
resources,

wherein at least one of the plurality of processing element
comprises:

an instruction queue configured to receive an instruction
including precision, a source, an opcode, and a desti-
nation;
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a first register configured to receive the source and the
precision from the instruction queue;

an input formatter configured to determine an operand
through the first register and configured to perform
precision conversion;

a second register configured to receive the opcode from
the instruction queue and configured to determine an
operator; and

a third register configured to receive the destination and
the precision from the instruction queue.

23. The neural processing device of claim 22, further
comprising an output formatter configured to perform the
precision conversion of an output according to the operator
of the operand through the third register.

24. The neural processing device of claim 23, wherein the
input formatter receives the output in bypass by the output
formatter.

20

Sep. 21, 2023



