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DOWN - SAMPLING FOR CONVOLUTIONAL 
NEURAL NETWORKS 

BACKGROUND 
[ 0001 ] The present invention relates generally to the field 
of computing , and more particularly to computer processing 
of digital data comprising a grid pattern or array of numbers 
defining a set of tensors and using convolutional neural 
networks within a data processing system . More specifically , 
the present invention relates to computer processing of the 
digital data , or tensors , using a down - sampling technique in 
a convolutional neural network by the data processing 
system . 
[ 0002 ] A typical technique of down - sampling used in 
convolutional neural networks includes down - sampling in a 
convolutional layer with a stride of two , and a max - pooling 
or an average pooling technique . Although a designer of a 
convolutional layer can arbitrarily pick a number of output 
channels , when applying these typical down - sampling tech 
niques , a totality of channels remains the same for pooling 
techniques . 
[ 0003 ] In all of these techniques , transferring information 
by the neural network from one side of a 2D tensor to the 
other side of the 2D tensor is difficult due to a limitation of 
the size of the kernels used . Therefore , more layers are 
needed to send information from one side of the array 
defined by the 2D tensor to the other side of the 2D tensor . 
Prior solutions using these techniques typically included 
modifications in the form of either increasing a depth of the 
network by adding more layers or re - encoding and decoding 
of the input or using a larger kernel size . 

[ 0006 ] FIG . 1 illustrates a network data processing system 
according to at least one embodiment ; 
[ 0007 ] FIG . 2 is a block diagram of a data processing 
system in the network data processing system of FIG . 1 
according to at least one embodiment ; 
[ 0008 ] FIG . 3 is a block diagram representation of a data 
processing system including an enhanced convolutional 
neural network according to at least one embodiment ; 
[ 0009 ] FIG . 4 is an operational flowchart illustrating a 
process for an enhanced convolutional neural network 
according to at least one embodiment ; 
[ 0010 ] FIG . 5 is an operational flowchart illustrating an 
exemplary embodiment using a process of an enhanced 
convolutional neural network according to at least one 
embodiment ; 
[ 0011 ] FIG . 6 is an operational flowchart illustrating 
another exemplary embodiment using a process of an 
enhanced convolutional neural network according to at least 
one embodiment ; 
[ 0012 ] FIG . 7 is a block diagram illustrating another 
exemplary embodiment using a process of an enhanced 
convolutional neural network according to at least one 
embodiment ; 
[ 0013 ] FIG . 8 is a block diagram of an enhanced convo 
lutional neural network according to at least one embodi 
ment ; and 
[ 0014 ] FIG . 9 is an operational flowchart illustrating a 
process for an enhanced convolutional neural network 
according to at least one embodiment . 

DETAILED DESCRIPTION 

SUMMARY 

[ 0004 ] Embodiments of the present invention disclose a 
method , computer system , and a computer program product 
for a down - sampling operation for a convolutional neural 
network . The present invention may include dividing 
received input to form a grid pattern having a set of odd and 
even numbered rows and columns . The present invention 
may include extracting data from each cell of the grid pattern 
to form a set of corresponding inputs . The present invention 
may include , in response to assigning data extracted from 
each cell to a corresponding channel , performing down 
sampling of the extracted data for a respective channel 
associated with the input using an inverse of a first factor and 
increasing a number of the channels by a product of the first 
factor . The present invention may include adjusting a respec 
tive position of the received input by applying a transform 
selected from a group of transforms consisting of a flip 
transform , a mirror transform , and a rotation transform to the 
data down - sampled to create transformed data . The present 
invention may include sending the transformed data as input 
to a next layer without addition or loss of data . 

[ 0015 ] Detailed embodiments of the claimed structures 
and methods are disclosed herein ; however , it can be under 
stood that the disclosed embodiments are merely illustrative 
of the claimed structures and methods that may be embodied 
in various forms . This invention may , however , be embodied 
in many different forms and should not be construed as 
limited to the exemplary embodiments set forth herein . 
Rather , these exemplary embodiments are provided so that 
this disclosure will be thorough and complete and will fully 
convey the scope of this invention to those skilled in the art . 
In the description , details of well - known features and tech 
niques may be omitted to avoid unnecessarily obscuring the 
presented embodiments . 
[ 0016 ] The present invention may be a system , a method , 
and / or a computer program product at any possible technical 
detail level of integration . The computer program product 
may include a computer readable storage medium ( or media ) 
having computer readable program instructions thereon for 
causing a processor to carry out aspects of the present 
invention . 
[ 0017 ] The computer readable storage medium can be a 
tangible device that can retain and store instructions for use 
by an instruction execution device . The computer readable 
storage medium may be , for example , but is not limited to , 
an electronic storage device , a magnetic storage device , an 
optical storage device , an electromagnetic storage device , a 
semiconductor storage device , or any suitable combination 
of the foregoing . A non - exhaustive list of more specific 
examples of the computer readable storage medium includes 
the following : a portable computer diskette , a hard disk , a 
random access memory ( RAM ) , a read - only memory 
( ROM ) , an erasable programmable read - only memory 
( EPROM or Flash memory ) , a static random access memory 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0005 ] These and other objects , features and advantages of 
the present invention will become apparent from the fol 
lowing detailed description of illustrative embodiments 
thereof , which is to be read in connection with the accom 
panying drawings . The various features of the drawings are 
not to scale as the illustrations are for clarity in facilitating 
one skilled in the art in understanding the invention in 
conjunction with the detailed description . In the drawings : 
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( SRAM ) , a portable compact disc read - only memory ( CD 
ROM ) , a digital versatile disk ( DVD ) , a memory stick , a 
floppy disk , a mechanically encoded device such as punch 
cards or raised structures in a groove having instructions 
recorded thereon , and any suitable combination of the fore 
going . A computer readable storage medium , as used herein , 
is not to be construed as being transitory signals per se , such 
as radio waves or other freely propagating electromagnetic 
waves , electromagnetic waves propagating through a wave 
guide or other transmission media ( e.g. , light pulses passing 
through a fiber optic cable ) , or electrical signals transmitted 
through a wire . 
[ 0018 ] Computer readable program instructions described 
herein can be downloaded to respective computing / process 
ing devices from a computer readable storage medium or to 
an external computer or external storage device via a net 
work , for example , the Internet , a local area network , a wide 
area network and / or a wireless network . The network may 
comprise copper transmission cables , optical transmission 
fibers , wireless transmission , routers , firewalls , switches , 
gateway computers and / or edge servers . A network adapter 
card or network interface in each computing / processing 
device receives computer readable program instructions 
from the network and forwards the computer readable 
program instructions for storage in a computer readable 
storage medium within the respective computing processing 
device . 
[ 0019 ] Computer readable program instructions for carry 
ing out operations of the present invention may be assembler 
instructions , instruction - set - architecture ( ISA ) instructions , 
machine instructions , machine dependent instructions , 
microcode , firmware instructions , state - setting data , con 
figuration data for integrated circuitry , or either source code 
or object code written in any combination of one or more 
programming languages , including an object oriented pro 
gramming language such as Smalltalk , C ++ , or the like , 
procedural programming languages , such as the “ C ” pro 
gramming language or similar programming languages , and 
scripting programming languages including Python , or the 
like . The computer readable program instructions may 
execute entirely on the user's computer , partly on the user's 
computer , as a stand - alone software package , partly on the 
user's computer and partly on a remote computer or entirely 
on the remote computer or server . In the latter scenario , the 
remote computer may be connected to the user's computer 
through any type of network , including a local area network 
( LAN ) or a wide area network ( WAN ) , or the connection 
may be made to an external computer ( for example , through 
the Internet using an Internet Service Provider ) . In some 
embodiments , electronic circuitry including , for example , 
programmable logic circuitry , field - programmable gate 
arrays ( FPGA ) , or programmable logic arrays ( PLA ) may 
execute the computer readable program instructions by 
utilizing state information of the computer readable program 
instructions to personalize the electronic circuitry , in order to 
perform aspects of the present invention . 
[ 0020 ] Aspects of the present invention are described 
herein with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) , and computer 
program products according to embodiments of the inven 
tion . It will be understood that each block of the flowchart 
illustrations and / or block diagrams , and combinations of 

blocks in the flowchart illustrations and / or block diagrams , 
can be implemented by computer readable program instruc 
tions . 
[ 0021 ] These computer readable program instructions may 
be provided to a processor of a general - purpose computer , 
special purpose computer , or other programmable data pro 
cessing apparatus to produce a machine , such that the 
instructions , which execute via the processor of the com puter or other programmable data processing apparatus , 
create means for implementing the functions / acts specified 
in the flowchart and / or block diagram block or blocks . These 
computer readable program instructions may also be stored 
in a computer readable storage medium that can direct a 
computer , a programmable data processing apparatus , and / 
or other devices to function in a particular manner , such that 
the computer readable storage medium having instructions 
stored therein comprises an article of manufacture including 
instructions which implement aspects of the function / act 
specified in the flowchart and / or block diagram block or 
blocks . 
[ 0022 ] The computer readable program instructions may 
also be loaded onto a computer , other programmable data 
processing apparatus , or other device to cause a series of 
operational steps to be performed on the computer , other 
programmable apparatus or other device to produce a com 
puter implemented process , such that the instructions which 
execute on the computer , other programmable apparatus , or 
other device implement the functions / acts specified in the 
flowchart and / or block diagram block or blocks . 
[ 0023 ] The flowchart and block diagrams in the Figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods , and com 
puter program products according to various embodiments 
of the present invention . In this regard , each block in the 
flowchart or block diagrams may represent a module , seg 
ment , or portion of instructions , which comprises one or 
more executable instructions for implementing the specified 
logical function ( s ) . In some alternative implementations , the 
functions noted in the blocks may occur out of the order 
noted in the Figures . For example , two blocks shown in 
succession may , in fact , be executed substantially concur 
rently , or the blocks may sometimes be executed in the 
reverse order , depending upon the functionality involved . It 
will also be noted that each block of the block diagrams 
and / or flowchart illustration , and combinations of blocks in 
the block diagrams and / or flowchart illustration , can be 
implemented by special purpose hardware - based systems 
that perform the specified functions or acts or carry out 
combinations of special purpose hardware and computer 
instructions . 
[ 0024 ] With reference now to the Figures and in particular 
with reference to FIGS . 1-2 , exemplary diagrams of data 
processing environments are provided in which illustrative 
embodiments may be implemented . It should be appreciated 
that FIGS . 1-2 are only exemplary and are not intended to 
assert or imply any limitation with regard to the environ 
ments in which different embodiments may be implemented . 
Many modifications to the depicted environments may be 
made . 
[ 0025 ] FIG . 1 is a pictorial representation of a network of 
data processing system in which illustrative embodiments 
may be implemented . Network data processing system 100 
is a network of computers in which the illustrative embodi 
ments may be implemented . Network data processing sys 
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tem 100 contains network 102 , which is the medium used to 
provide communications links between various devices and 
computers connected together within network data process 
ing system 100. Network 102 may include connections , such 
as wire , wireless communication links , or fiber optic cables . 
[ 0026 ] In the depicted example , server 104 and server 106 
connect to network 102 along with storage unit 108. In 
addition , clients 110 , 112 , and 114 connect to network 102 . 
Clients 110 , 112 , and 114 may be , for example , personal 
computers or network computers . In the depicted example , 
server 104 provides data , such as boot files , operating 
system images , enhanced convolutional neural network 116 
and applications to clients 110 , 112 , and 114. Clients 110 , 
112 , and 114 are clients to server 104 in this example . In 
addition , enhanced convolutional neural network 116 may 
also be directly accessed using network 102. Network data 
processing system 100 may include additional servers , cli 
ents , and other devices not shown . 
[ 0027 ] In the depicted example , network data processing 
system 100 is the Internet with network 102 representing a 
worldwide collection of networks and gateways that use the 
Transmission Control Protocol / Internet Protocol ( TCP / IP ) 
suite of protocols to communicate with one another . At the 
heart of the Internet is a backbone of high - speed data 
communication lines between major nodes or host comput 
ers , consisting of thousands of commercial , governmental , 
educational and other computer systems that route data and 
messages . Of course , network data processing system 100 
also may be implemented as a number of different types of 
networks , for example , an intranet , a local area network 
( LAN ) , or a wide area network ( WAN ) . FIG . 1 is intended 
as an example , and not as an architectural limitation for the 
different illustrative embodiments . 
[ 0028 ] With reference to FIG . 2 a block diagram of an 
exemplary data processing system operable for various 
embodiments of the disclosure is presented . In this illustra 
tive example , data processing system 200 includes commu 
nications fabric 202 , which provides communications 
between processor unit 204 , memory 206 , persistent storage 
208 , communications unit 210 , input / output ( I / O ) unit 212 , 
display 214 and enhanced convolutional neural network 
224. Enhanced convolutional neural network 224 is a variant 
of enhanced convolutional neural network 116 of FIG . 1 . 
[ 0029 ] Processor unit 204 serves to execute instructions 
for software that may be loaded into memory 206. Processor 
unit 204 may be a set of one or more processors or may be 
a multi - processor core , depending on the particular imple 
mentation . Further , processor unit 204 may be implemented 
using one or more heterogeneous processor systems in 
which a main processor is present with secondary processors 
on a single chip . As another illustrative example , processor 
unit 204 may be a symmetric multi - processor system con 
taining multiple processors of the same type . 
[ 0030 ] Memory 206 and persistent storage 208 are 
examples of storage devices 216. A storage device is any 
piece of hardware that is capable of storing information , 

for example without limitation , data , program code 
in functional form , and / or other suitable information either 
on a temporary basis and / or a permanent basis . Memory 
206 , in these examples , may be , for example , a random 
access memory or any other suitable volatile or non - volatile 
storage device . Persistent storage 208 may take various 
forms depending on the particular implementation . For 
example , persistent storage 208 may contain one or more 

components or devices . For example , persistent storage 208 
may be a hard drive , a flash memory , a rewritable optical 
disk , a rewritable magnetic tape , or some combination of the 
above . The media used by persistent storage 208 also may be 
removable . For example , a removable hard drive may be 
used for persistent storage 208. In another example , 
enhanced convolutional neural network 224 may also be 
contained within memory 206 or persistent storage 208 . 
[ 0031 ] Communications unit 210 , in these examples , pro 
vides for communications with other data processing sys 
tems or devices . In these examples , communications unit 
210 is a network interface card . Communications unit 210 
may provide communications through the use of either or 
both physical and wireless communications links . 
[ 0032 ] Input / output unit 212 allows for input and output of 
data with other devices that may be connected to data 
processing system 200. For example , input / output unit 212 
may provide a connection for user input through a keyboard , 
a mouse , and / or some other suitable input device . Further , 
input / output unit 212 may send output to a printer . Display 
214 provides a mechanism to display information to a user . 
[ 0033 ] Instructions for the operating system , applications 
and / or programs may be located in storage devices 216 , 
which are in communication with processor unit 204 
through communications fabric 202. In these illustrative 
examples the instructions are in a functional form on per 
sistent storage 208. These instructions may be loaded into 
memory 206 for execution by processor unit 204. The 
processes of the different embodiments may be performed 
by processor unit 204 using computer - implemented instruc 
tions , which may be located in a memory , such as memory 
206 . 
[ 0034 ] These instructions are referred to as program code , 
computer usable program code , or computer readable pro 
gram code that may be read and executed by a processor in 
processor unit 204. The program code in the different 
embodiments may be embodied on different physical or 
tangible computer readable storage media , such as memory 
206 or persistent storage 208 . 
[ 0035 ] Program code 218 is located in a functional form 
on computer readable storage media 220 that is selectively 
removable and may be loaded onto or transferred to data 
processing system 200 for execution by processor unit 204 . 
Program code 218 and computer readable storage media 220 
form computer program product 222 in these examples . In 
one example , computer readable storage media 220 may be 
in a tangible form , such as , for example , an optical or 
magnetic disc that is inserted or placed into a drive or other 
device that is part of persistent storage 208 for transfer onto 
a storage device , such as a hard drive that is part of persistent 
storage 208. In a tangible form , computer readable storage 
media 220 also may take the form of a persistent storage , 
such as a hard drive , a thumb drive , or a flash memory that 
is connected to data processing system 200. The tangible 
form of computer readable storage media 220 is also 
referred to as computer recordable storage media or a 
computer readable data storage device . In some instances , 
computer readable storage media 220 may not be remov 
able . In one example , program code 218 contains program 
code , which when executed , causes enhanced convolutional 
neural network 224 to be fully functional . 
[ 0036 ] Alternatively , program code 218 may be trans 
ferred to data processing system 200 from computer read 
able storage media 220 through a communications link to 

such as , 
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communications unit 210 and / or through a connection to 
input / output unit 212. The communications link and / or the 
connection may be physical or wireless in the illustrative 
examples . 
[ 0037 ] In some illustrative embodiments , program code 
218 may be downloaded over a network to persistent storage 
208 from another device or data processing system for use 
within data processing system 200. For instance , program 
code stored in a computer readable data storage device in a 
server data processing system may be downloaded over a 
network from the server to data processing system 200. The 
data processing system providing program code 218 may be 
a server computer , a client computer , or some other device 
capable of storing and transmitting program code 218 . 
[ 0038 ] The description , which follows , and the embodi 
ments described therein , is provided by way of illustration of 
an example , or examples , of particular embodiments of the 
principles of the present invention . These examples are 
provided for the purposes of explanation , and not limitation , 
of those principles and of the invention . In the description , 
which follows , like parts are marked throughout the speci 
fication and the drawings with the same respective reference 
numerals . 
[ 0039 ] The following detailed description of the embodi 
ments of the present invention does not limit the implemen 
tation of the present invention to any particular data pro 
cessing system programming language . The present 
invention may be implemented in any data processing 
system programming language provided that the Operating 
System ( OS ) provides the facilities that may support the 
requirements of the embodiments of the present invention . 
Any limitations presented may be quite likely a result of a 
particular type of OS , data processing system programming 
language , or data processing system and may not be a 
limitation of the embodiment of the present invention . 
[ 0040 ] With reference to FIG . 3 a block diagram repre 
sentation of a data processing system including an enhanced 
convolutional neural network in an example of an embodi 
ment of the disclosure is presented . Data processing system 
300 is an embodiment of data processing system 200 of FIG . 
2. Data processing system 300 comprises a number of 
components similar to those in data processing system 200 
of FIG . 2 and including applications 302 , input module 304 , 
output module 306 , enhanced convolutional neural network 
308 , output 310 , input repository 312 , and input 314 . 
[ 0041 ] In one embodiment of the disclosure , a multilayer 
convolutional neural network comprising multiple interme 
diate or hidden layers that perform feature extraction and 
classification , provides a foundation for enhanced convolu 
tional neural network 308. Applications 302 are used to 
manage enhanced convolutional neural network 308 and edit 
parameters for controlling input and output of enhanced 
convolutional neural network 308. Enhanced convolutional 
neural network 308 arranges input 314 received from input 
repository 312 into a set of cells or segments forming a grid 
layout or array in a two - dimensional space . 
[ 0042 ] Values in each in cell of the set of cells are used as 
input data into a set of one or more of the intermediate or 
hidden layers for extracting features from input 314. During 
operation of enhanced convolutional neural network 308 , 
output from a first layer is fed into a subsequent layer , for 
example a pooling layer , which reduces dimensionality of 
the features previously extracted in the first layer , using a 
technique of down - sampling , while retaining most important 

information by typically using a max pooling technique . 
Feature extraction is therefore performed using output from 
a previous layer as input to a subsequent layer . This sequen 
tial process continues until all intermediate or hidden layers 
have been used . 
[ 0043 ] Enhanced convolutional neural network 308 
includes an enhanced operation to more quickly attain a 
desired outcome of the convolutional neural network pro 
cessing . An embodiment of the disclosed method therefore , 
enables an immediate sending of information from one side 
of the 2D tensor . The immediacy of sending typically 
provides a capability of increasing power of the convolu 
tional neural network while decreasing a need for additional 
layers . During the operation of enhanced convolutional 
neural network 308 no new data is added during the 
enhanced operation and no data is removed after the 
enhanced operation . This enhancement will be described in 
the following sections . 
[ 0044 ] The process continues by performing additional 
operations including convolution and pooling operations , 
interspersed with one or more enhanced operations . The 
enhanced operation can be placed after a respective convo 
lution operation or other operation and may also be stacked 
in a series of enhanced operations . An intermediate output 
generated from processing a 2D tensor in a first layer is fed 
into a successor step of processing in a second layer . This 
processing continues through a defined number of interme 
diate or hidden layers between an input layer and an output 
layer of enhanced convolutional neural network 308 . 
[ 0045 ] Output module 306 sends output 310 as a final 
output including features identified in input 314. Back 
propagation is also used to adaptively modify the processing 
by feeding error correction information computed during 
forward processing of layers of enhanced convolutional 
neural network 308 backwards through layers of enhanced 
convolutional neural network 308 . 
[ 0046 ] FIG . 4 is a flow diagram of a process of an 
enhanced convolutional neural network operable for various 
embodiments of the disclosure . Process 400 is a high - level 
view of an example of processing digital data representing 
an input image using the enhanced convolutional neural 
network 308 of FIG . 3. However , this is only an example 
using digital image data and is not meant to limit the scope 
of the disclosure to the embodiment described . The dis 
closed technique , used with a 2D tensor representative of a 
digital image in this example , is therefore equally applicable 
to other two - dimensional data . 
[ 0047 ] Process 400 begins at 402. At 404 , the process 400 
commences by dividing a received input image into cells or 
segments forming a grid pattern having odd and even 
numbered rows and columns . The grid pattern formed 
ensures uniform coverage of the input image using equal 
sized cells . The grid or array is further defined using a 
number of even numbered rows and odd numbered rows and 
even numbered columns and odd numbered columns . For 
example , the grid pattern may be numbered sequentially 
from left to right and top to bottom beginning at a top left 
position . Each cell in the grid has a respective numeric value 
associated with a respective digitized portion of the input 
image . 
[ 0048 ] Process 400 continues at 406 by extracting data 
from each cell of the grid pattern to form a set of corre 
sponding inputs . The set of corresponding inputs includes 
individual values of each cell . 
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[ 0049 ] Then at 408 , in response to assigning the data 
extracted from each cell to a corresponding channel , process 
400 performs down - sampling of the digital data for each 
respective channel associated with the input image by an 
inverse of a first factor and increasing a number of channels 
by a product of the first factor . This added sub - process of 
enhanced convolutional neural network 308 of FIG . 3 results 
in the size of the input image to be reduced while the number 
of channels is increased . However , during this operation of 
enhanced convolutional neural network 308 of FIG . 3 no 
new data is added during the enhanced operation and no data 
is removed after the enhanced operation . 
[ 0050 ] Then at 410 , process 400 continues by adjusting a 
position of a received input image by applying a selected 
transform from a group of transforms consisting of a flip 
transform , a mirror transform , and a rotation transform to the 
data down - sampled . Application of a selected transform 
rapidly changes positioning of the image relative to earlier 
prior techniques that gradually changed the data through a 
number of iterations using many gradients . However , the 
prior down - sampling methods typically did not change 
position of pixels of the image being processed . As a result , 
the only option typically available using the prior down 
sampling methods is for the prior implemented convolu 
tional neural network to shift pixels using only the convo 
lutional filters . Filters of a next hidden layer of enhanced 
convolutional neural network 308 of FIG . 3 use this trans 
formed data readily available to their benefit . 
[ 0051 ] Next at 412 , process 400 continues further by 
sending transformed data as input to a next layer without 
addition or loss of data with the process terminating there 
after at 414. Although the image is repositioned , there is no 
addition or loss of data using this described process of 
enhanced convolutional neural network 308 of FIG . 3 . 
[ 0052 ] FIG . 5 is a flow diagram of an example using a 
process of an enhanced convolutional neural network oper 
able for various embodiments of the disclosure . Process 500 
is a further example of processing digital data representing 
an input image using enhanced convolutional neural net 
work 308 of FIG . 3 . 
[ 0053 ] Process 500 begins at 502. At 504 , the process 500 
commences by receiving input of digital data associated 
with an image comprising 256x256 pixels and 3 channels . 
[ 0054 ] Then , at 506 , the process 500 continues by gener 
ating an output of 256x256x64 using a first convolution 
layer with filter parameters of kernel 3 , pad 1 and stride 1 
with 64 channels . The output of 256x256x64 describes an 
image of a size of 256 units by 256 units . The units are 
typically pixels associated with the digital images . The 
number of channels is defined as 64. A value of kernel 3 
indicates a filter size of 3 units by 3 units . The filter size 
defines an area being examined within an instance of an 
intermediate or hidden layer . A value of pad 1 indicates that 
an original image is bordered by a set of cells in which each 
cell is a single unit in width . The value of stride 1 indicates 
the filter , in this example a size of 3x3 , will traverse the 
complete height and width of the input image using single 
unit increments to cover the whole area defined by the input 
image . 
[ 0055 ] A convolutional neural network typically uses filter 
kernels having a size of 3 or 5. However , these kernels also 
have a limited power when shifting the digital data of the 
image . For example , using a 3x3 filter , the input can only be 
shifted relative to a previous location by 2 pixels per filter 

operation . Therefore , when input images have a small size , 
a few layers of a convolutional neural network may be used 
to typically produce a successful result . However , as a size 
of the input image becomes larger than 64x64 , for example , 
the power of the convolutional neural network begins to 
diminish . As a result , many more layers or a greater number 
of channels is typically required with an associated increase 
in resource consumption and time taken . 
[ 0056 ] Then at 508 , the process 500 of an enhanced 
convolutional neural network continues further by generat 
ing an output of 128x128x256 by reducing a size of the 
input image from a size of 256 units by 256 units by an 
inverse of a first factor to 128x128 and increasing a number 
of channels by a second factor from 64 to 256. The input at 
508 is the output at 506 , in which the image size was 256 
units by 256 units . As can be seen , the size of the image 
produced in at 506 is now reduced by half at 508. Therefore , 
the first factor is a value of 2 , with a corresponding inverse 
of the first factor expressed as 1/2 . The number of channels 
previously defined as 64 at 506 now becomes 256 at 508 ; 
therefore , the second factor is a value of 4. As a result , the 
processing at 508 , which is not a convolution layer and does 
not apply filtering , rapidly changes the size of the image and 
the number of channels for processing . Although the image 
is repositioned , there is no addition or loss of data using this 
described process of enhanced convolutional neural network 
308 of FIG . 3 . 
[ 0057 ] Then at 510 , the process 500 continues by gener 
ating an output of 128x128x64 using a second convolution 
layer with filter parameters of kernel 3 , pad 1 and stride 1 
with 64 channels . The filter parameters remain the same as 
those at 506. Therefore , the input from 508 is now processed 
to become an output of 128x128x64 . Although the image is 
repositioned , again there is no addition or loss of data using 
this described process of enhanced convolutional neural 
network 308 of FIG . 3 . 
[ 0058 ] Next at 512 , the process 500 continues by gener 
ating an output of 64x64x256 by reducing the size of the 
input image by an inverse of a first factor to 64x64 and 
increasing a number of channels by a second factor to 256 . 
Thereafter , at 514 , the process 500 terminates . 
[ 0059 ] FIG . 6 is a flow diagram of another example using 
a process of an enhanced convolutional neural network 
operable for various embodiments of the disclosure . Process 
600 is a further example of processing digital data repre 
senting an input image using a process of enhanced convo 
lutional neural network 308 of FIG . 3. Typical cell values 
range in value between 0 and 255 comprising a typical 
digital assignment by a computer of pixel values using a 
grey scale applied to the input image . 
[ 0060 ] A dimensional of a layer , previously expressed as 
NxCxHxW , becomes in one embodiment of the disclosed 
method of down - sampling , in an enhanced convolutional 
neural network of the layer now expressed as Nx ( 4 * C ) x ( H / 
2 ) x ( W / 2 ) . As a result , by applying this new expression , the 
dimension of the image is decreased by an inverse of a first 
factor , while a number of the channels is increased by a 
product of the first factor . In this example , the first factor 
value is 2 for each of the height and width ; therefore , the 
dimension of the image is decreased by half , ( inverse of 2 ) 
while the number of the channels is increased a factor of 4 
( a product of 2x2 used in the height and width ) . Continuing 
this example , a first channel passes the input data to a next 
channel without any transformation . Each of the remaining 
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channels passes the data by selectively performing one 
action selected from a group consisting of a minoring action , 
a flipping action , and a rotating action to change image 
positions . 
[ 0061 ] With reference to the above example , an input 
image is processed in the following manner of 256x256x3 
> OP- > 128x128x12 . The number of channels in the output is 
therefore 4 times the number of channels in the input to 
maintain an equality of input to output as in 256x256x 
3 = 128x128x12 . In general , the process may be expressed as 
the input through the process to output as in WxHxC- > OP 
> ( W / 2 ) x ( H / 2 ) x ( C * 4 ) , where OP is the enhanced operation 
as disclosed . Using another example including two opera 
tions , the expression now becomes WxHxC- > OP- > OP- > 
( W / 4 ) * ( H / 4 ) x ( C * 16 ) . In this example OP is applied twice , 
but the number of pixels or data cells in the output and input 
remains the same . Therefore , using this example a general 
expression is stated in the form of WxHxC- > OP - > ( W / n ) x 
( H / m ) x ( C * m * n ) while maintaining no data is added and no 
data is lost through the transformation . 
[ 0062 ] In addition , neural networks also include use of a 
batch size , or a mini - batch size because typical processing 
does not process a single instance of an image or tensor . 
Instead the process usually operates on multiple images or 
tensors concurrently . Therefore , the general expression 
including batch size may be expressed as NxWxHxC- > OP 
> Nx ( W / n ) x ( H / m ) x ( C * m * n ) . In this case the batch size N 
represents a quantity of input data to be processed , and m 
and n represent scaling factors to be used . As can be seen a 
reduction applied to the width and height of the input data 
using an inverse of n and m respectively , corresponds to an 
increase in the channels value by the product of n and m 
whereby the end result has no addition or loss of data as a 
result of the operation . In the examples , m and n are the same 
value and referred to as the first factor , but when applied to 
the channels are referred to as the product of the first factor . 
Tensor data that passes between neural network layers may 
also be expressed using the terms arranged in different 
formats as in ( NxCxHxW ) , or ( NxHxWxC ) or any other 
format combination . 
[ 0063 ] At 604 , the process 600 begins by receiving an 
input image ( input image 602 ) ; comprising 3 channels ( R , G , 
B ) . 
[ 0064 ] Then , at 606 , the process 600 continues by gener 
ating an output in a format of 256x256x3 . Then , at 608 , the 
process 600 continues further by processing the output 
received using an enhanced operation . The enhanced opera 
tion of 608 is the processing described at 508 of FIG . 5. The 
dimensional now expressed as Nx ( 4 * C ) x ( H / 2 ) x ( W / 2 ) is 
used at 608 of process 600 creating a result output at 610 , in 
a format of 128x128x12 . Output 612 is a set of images 
resulting from a set of fixed transforms applied using 608 of 

orientation and a flip orientation . In a similar manner , 
images 622 through 626 represent images of size 128x128 
of original input image 602 resulting in a G channel view of 
an original orientation , a mirror orientation , a flip / mirror 
orientation and a flip orientation . In a similar manner , 
images 630 through 636 represent images of size 128x128 
of original input image 602 resulting in a B channel view of 
an original orientation , a mirror orientation , a flip / mirror 
orientation and a flip orientation . 
[ 0066 ] The resulting output shows a rapid transformation 
of input image 602 rather than a slower sequential iterative 
processing by traversing input image 602 in a stride of 1 
typically used when using conventional convolutional fil 
tering . Processing as described using 608 of process 600 
does not use conventional convolutional filtering . Instead 
the processing at 608 is outside of and in addition to 
processing steps used in a conventional convolutional neural 
network . Therefore , process 600 represents a process using 
an enhanced conventional convolutional neural network as 
in enhanced convolutional neural network 308 of FIG . 3 . 
[ 0067 ] FIG . 7 is a block diagram of another example using 
a process of an enhanced convolutional neural network 
operable for various embodiments of the disclosure . Process 
700 provides a detailed view of processing using an 
enhanced convolutional neural network , for example , simi 
lar to that described using 608 of process 600 of FIG . 6 . 
[ 0068 ] In this example using process 700 , input image 702 
is segmented into an array of segments to form a grid layout . 
Cells in this example grid layout are conveniently numbered 
1 through 64. The grid formed comprises an 8x8 layout . 
Therefore , a first column ( top left of the grid ) is numbered 
1 and defines odd column 706. A last column ( top right of 
the grid ) and defines even column 704. Note that a column 
is not an odd or even column because of a value in a cell . 
Instead assignment as odd or even is due to a relative 
numeric position in a numbering sequence . In an analogous 
manner , rows can also be described as odd or even . For 
example , a second row from the top ( has a cell value 9 ) and 
defines even row 718 , while a second row from the bottom 
and defines odd row 720 . 
[ 0069 ] Output 708 includes four subsets of input image 
702. Each subset represents a set of outputs corresponding 
to one of an original orientation as in self 710 , a mirror 
orientation as in mirror 712 , a flip / mirror orientation as in 
flip + mirror 716 and a flip orientation as in flip 714 of input 
image 702. Self 710 comprises values for cells selected from 
the intersection of the odd columns and the odd rows . Mirror 
712 comprises values for cells selected from the intersection 
of the even columns and the odd rows . Flip 714 comprises 
values for cells selected from the intersection of the odd 
columns and the even rows . Flip + mirror 716 comprises 
values for cells selected from the intersection of the even 
columns and the even rows . 
[ 0070 ] As in conventional convolutional neural network 
processing using back - propagation , phase gradients are 
propagated in a pixel - wise fashion and with a one - to - one 
mapping until they reach the original pixel position . Back 
propagation is also used in the enhanced convolutional 
neural network described . As with a conventional convolu 
tional neural network , the enhanced convolutional neural 
network described , also uses training of the multilayer 
neural network . In a feed forward phase data is processed 
using the inputs , as in the previous examples of image data , 
to generate an output of a final layer . During this feed 

process 600 . 
[ 0065 ] Use of the set of fixed transforms , for example , 
using rotation and flip action typically reduces a computa 
tional load of a neural network optimizer and enables a faster 
flow of data from one side of the image to another side of the 
image . Output 612 represents a result of processing input 
image 602 , which is a composite of R , G and B values into 
subsets consisting of separate R , G and B versions respec 
tively as in images 614 through 636. For example , images 
614 through 620 represent images of size 128x128 of 
original input image 602 resulting in an R channel view of 
an original orientation , a mirror orientation , a flip / mirror 
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forward phase one or more intermediate layers , typically 
referred to as hidden layers comprising convolutional layers 
are augmented with one or more new operations involving 
a modified down - sampling process in a multilayer enhanced 
convolutional neural network to more quickly map respec 
tive portions of an input image to form an output image . 
[ 0071 ] A feedback phase of the enhanced convolutional 
neural network uses a computed error value generated when 
producing the mapping of the input image to an output 
image in the feed forward process . The computed error is 
then propagated backward , adjusting weights used in the 
convolutional filters in reverse order beginning from the 
final layer ( output layer ) to the first layer input layer ) 
through all hidden layers . Because enhancements in the 
enhanced convolutional neural network do not touch the 
convolutional filtering operations of the conventional con 
volutional neural network process , conventional back 
propagation process provides ongoing adjustment to the 
enhanced convolutional neural network analogous to that of 
the conventional convolutional neural network . 
[ 0072 ] FIG . 8 is a block diagram of an enhanced convo 
lutional neural network operable for various embodiments of 
the disclosure . Enhanced convolutional neural network 800 
includes multiple layers comprising input layer 802 , one or 
more hidden or intermediate layers 804 and output layer 
806. Although enhanced convolutional neural network 800 
is shown with a single instance of input layer 802 and a 
single instance of output layer 806 a variation of enhanced 
convolutional neural network 800 may also include multiple 
instances of input layer 802 and multiple instances of output 
layer 806 without departing from the scope of the disclosure . 
For example , in one scenario there could be several of input 
layer 802 feeding input data through a set of hidden layers 
804 into a result comprising several instances of output layer 
806. As in previous examples , input layer 802 is a set of 
tensors that are passed between different layers in enhanced 
convolutional neural network 800 . 

[ 0073 ] Feed forward 816 indicates an initial phase of 
processing occurs in a forward direction using input from 
input layer 802 , through processing by one or more hidden 
layers 804 to generate a result in output layer 806. An error 
generated during the initial phase , as a result of a lack of 
precision of processing parameters , is processed in a sub 
sequent phase of backward propagation 818. Backward 
propagation 818 is a conventional process as used in con 
ventional convolutional neural networks and is also used to 
tune enhanced convolutional neural network 800 enabling 
enhanced convolutional neural network 800 to learn from 
earlier processing of the initial phase . This type of error 
correction enables enhanced convolutional neural network 
800 to improve the accuracy of results . 
[ 0074 ] Inserted enhanced operation 808 represents an 
addition of the previously described enhanced operation to 
the usual sequence of processing typically found in convo 
lutional neural networks to create enhanced convolutional 
neural network 800. Inserted enhanced operation 808 is 
shown between input layer 802 and hidden layers 804 ( e.g. , 
a first position ) . However , this operation can come between 
different layers ( convolutional layers or any other ) to trans 
form two - dimensional data / tensors . In one variation , the 
enhanced operation is shown by placement of inserted 
enhanced operation 810 between two layers of hidden layers 
804 ( e.g. , a second position ) . In another example , placement 

of inserted enhanced operation 812 is shown after hidden 
layers 804 and before output layer 806 ( e.g. , a third posi 
tion ) . 
[ 0075 ] Stacked enhanced operations 814 represents spe 
cial down - sampling operations that are sequenced or stacked 
one after another and placed between layers of hidden layers 
804. Therefore , in differing variations of enhanced convo 
lutional neural network 800 there may be one or multiples of 
these special down - sampling operations , not only between 
different layers of the enhanced convolutional neural net 
work 800 but also stacked back - to - back after one another . 
[ 0076 ] FIG . 9 is a flow diagram of a process of an 
enhanced convolutional neural network operable for various 
embodiments of the disclosure . Process 900 is a high - level 
view of an example of processing digital data representing 
an input comprising two - dimensional data and using the 
enhanced convolutional neural network 308 of FIG . 3 . 
[ 0077 ] Process 900 begins at 902. At 904 , the process 900 
commences by dividing a received input to form a grid 
pattern having odd and even numbered rows and columns . 
The grid pattern formed ensures uniform coverage of the 
input using equal sized cells . The grid is further defined 
using a number of even numbered rows and odd numbered 
rows and even numbered columns and odd numbered col 
umns . For example , the grid pattern may be numbered 
sequentially from left to right and top to bottom beginning 
at a top left position . Each cell in the grid has a respective 
numeric value associated with a respective digitized portion 
of the input image . However , this is only one example and 
is not meant to limit the scope of the disclosure to the 
embodiment described . The disclosed technique is used with 
a 2D tensor representative of digital data received as input . 
In one example , the digital data received as input may 
represent a digital image , while in another example the 
digital data may represent a set of monitor data , for a 
process , received in tabular form and used to determine a 
path selection to control a subsequent process in an indus 
trial operation . The grid may also be referred to as an array . 
[ 0078 ] Then , at 906 , the process 900 continues by extract 
ing data from each cell of the grid pattern to form a set of 
corresponding inputs . The set of corresponding inputs com 
prises respective individual values of each cell . 
[ 0079 ] Then , at 908 , in response to assigning the data 
extracted from each cell to a corresponding channel , the 
process 900 performs down - sampling of the extracted data , 
for a respective channel , associated with the input by an 
inverse of a first factor and increasing a number of channels 
by a product of the first factor . This sub - process of the 
enhanced convolutional neural network causes the size of 
each dimension of the input image to be reduced by the 
inverse of the first factor while the number of channels is 
increased by the product of the first factor . As described 
previously with reference to FIG . 6 , a reduction is applied to 
the width and height of the input data using an inverse of n 
and m respectively ( the first factor ) . A corresponding 
increase in the channels value is therefore calculated as the 
product of n and m whereby the end result has no addition 
or loss of data as a result of the operation . In the examples , 
m and n are the same value and referred to as the 1st factor , 
but when applied to the channels are referred to as the 
product of the first factor . However , no data is added or 
removed as a result of the operation . 
[ 0080 ] Then , at 910 , the process 900 continues by adjust 
ing a position of the received input by applying a transform 
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selected from a group of transforms consisting of a flip 
transform , a mirror transform , and a rotation transform to the 
data down - sampled to create transformed data . Filters of a 
next layer use this transformed data readily available to their 
benefit . Application of a selected transform operation rap 
idly changes positioning of the data relative to that of the 
input data received as shown in the previously described 
examples of FIG . 6 and FIG . 7. This rapid change in 
positioning of the data is in contrast with respect to earlier 
prior convolutional neural networks that gradually changed 
data positioning using a number of iterations in a combina 
tion of many gradients . However , prior down - sampling 
methods typically did not change position of the data being 
processed . As a result , the only option typically available 
when using the prior implemented convolutional neural 
networks was to shift data using only convolutional filters . 
[ 0081 ] Then , at 912 , the process 900 continues further by 
sending the transformed data as input to a next hidden or 
intermediate layer without addition or loss of data . Then , at 
914 , the process 900 terminates . Although the data is repo 
sitioned rapidly , there is no addition or loss of data using this 
described process of enhanced convolutional neural network 
308 of FIG . 3 . 
[ 0082 ] Thus , one embodiment of a computer - implemented 
method for a down - sampling operation for a convolutional 
neural network is described herein . The computer - imple 
mented process comprises dividing received input to form a 
grid pattern having a set of odd and even numbered rows and 
columns . Data is extracted from each cell of the grid pattern 
to form a set of corresponding inputs . In response to 
assigning data extracted from each cell to a corresponding 
channel , down - sampling of the extracted data for a respec 
tive channel associated with the input is performed using an 
inverse of a first factor and increasing a number of the 
channels by a product of the first factor . A respective 
position of the received input is adjusted by applying a 
transform selected from a group of transforms consisting of 
a flip transform , a mirror transform , and a rotation transform 
to the data down - sampled to create transformed data . The 
transformed data is sent as input to a next layer without 
addition or loss of data . 
[ 0083 ] The corresponding structures , materials , acts , and 
equivalents of all means or step plus function elements in the 
claims below are intended to include any structure , material , 
or act for performing the function in combination with other 
claimed elements as specifically claimed . The description of 
the present invention has been presented for purposes of 
illustration and description but is not intended to be exhaus 
tive or limited to the invention in the form disclosed . Many 
modifications and variations will be apparent to those of 
ordinary skill in the art without departing from the scope and 
spirit of the invention . The embodiment was chosen and 
described in order to best explain the principles of the 
invention and the practical application , and to enable others 
of ordinary skill in the art to understand the invention for 
various embodiments with various modifications as are 
suited to the particular use contemplated . 
[ 0084 ] The invention can take the form of an entirely 
hardware embodiment , an entirely software embodiment or 
an embodiment containing both hardware and software 
elements . In a preferred embodiment , the invention is imple 
mented software , which includes but is not limited to 
firmware , resident software , microcode , and other software 
media that may be recognized by one skilled in the art . 

[ 0085 ] It is important to note that while the present inven 
tion has been described in the context of a fully functioning 
data processing system , those of ordinary skill in the art will 
appreciate that the processes of the present invention are 
capable of being distributed in the form of a computer 
readable data storage device having computer executable 
instructions stored thereon in a variety of forms . Examples 
of computer readable data storage devices include record 
able - type media , such as a floppy disk , a hard disk drive , a 
RAM , CD - ROMs , DVD - ROMs . The computer executable 
instructions may take the form of coded formats that are 
decoded for actual use in a particular data processing 
system . 
[ 0086 ] A data processing system suitable for storing and / 
or executing computer executable instructions comprising 
program code will include one or more processors coupled 
directly or indirectly to memory elements through a system 
bus . The memory elements can include local memory 
employed during actual execution of the program code , bulk 
storage , and cache memories which provide temporary stor 
age of at least some program code in order to reduce the 
number of times code must be retrieved from bulk storage 
during execution . 
[ 0087 ] Input / output or 1/0 devices ( including but not 
limited to keyboards , displays , pointing devices , etc. ) can be 
coupled to the system either directly or through intervening 
I / O controllers . 
[ 0088 ] Network adapters may also be coupled to the 
system to enable the data processing system to become 
coupled to other data processing systems or remote printers 
or storage devices through intervening private or public 
networks . Modems , cable modems , and Ethernet cards are 
just a few of the currently available types of network 
adapters . 
What is claimed is : 
1. A method for a down - sampling operation for a convo 

lutional neural network , the method comprising : 
dividing a received input into a plurality of cells to form 

a grid pattern including a set of odd numbered rows and 
columns and a set of even numbered rows and columns ; 

extracting at least one data from each cell of the plurality 
of cells of the formed grid pattern to form a set of 
corresponding inputs ; 

in response to assigning the at least one extracted data 
from each cell of the plurality of cells to a correspond 
ing channel , down - sampling the at least one extracted 
data for a respective channel associated with the 
received input by an inverse of a first factor and 
increasing a number of channels by a product of the 
first factor ; 

adjusting a respective position of the received input by 
applying a transform selected from the group consisting 
of : a flip transform , a mirror transform , and a rotation 
transform to the at least one down - sampled data to 
create at least one transformed data ; and 

sending the at least one transformed data as an input to a 
next layer without at least one additional data or at least 
one lost data . 

2. The method of claim 1 , wherein down - sampling the at 
least one extracted data for the respective channel associated 
with the received input by an inverse of the first factor and 
increasing the number of channels by the product of the first 
factor further comprises : 
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down - sampling the received input using the first factor to 
create the at least one down - sampled data , wherein at 
least one dimension of the received input decreases by 
the first factor including a n value and a m value 
expressed as ( W / n ) x ( H / m ) ; and 

increasing the number of channels by a product of the first 
factor expressed as ( C * m * n ) , wherein a general expres 
sion for an enhanced operation OP including a batch 
size N is expressed as NxWxHxC- > OP- > Nx ( W / n ) x 
( H / m ) x ( C * m * n ) . 

3. The method of claim 1 , further comprising : 
passing the received input data by a first channel to a next 

channel without any transformation . 
4. The method of claim 1 , wherein adjusting further 

comprises : 
applying a predetermined transform to the at least one 
down - sampled data to move at least one information 
within the received input in preparation for the next 
layer of the convolutional neural network , wherein all 

the at le one information is maintained . 
5. The method of claim 1 , further comprising : 
propagating an error computed in a feed forward phase , 

using a back - propagation phase , using a one - to - one 
mapping until an original position is attained . 

6. The method of claim 1 , wherein a first factor value of 
the first factor is 2 and a product value of the first factor is 
4 . 

7. The method of claim 1 , wherein the down - sampling and 
the adjusting are included in an enhanced operation located 
in a position selected from the group consisting of : a first 
position that is after an input layer and before a hidden layer , 
a second position that is between a first hidden layer and a 
second hidden layer , and a third position that is after the 
hidden layer but prior to an output layer . 

8. The method of claim 1 , wherein the down - sampling and 
the adjusting are included in a set of enhanced operations 
forming an enhanced operations stack , wherein the 
enhanced operations stack is located in a position selected 
from the group consisting of : a first position that is after an 
input layer and before a hidden layer , a second position that 
is between a first hidden layer and a second hidden layer , and 
a third position that is after the hidden layer but prior to an 
output layer . 

9. The method of claim 1 , further comprising : 
providing a digital image in the received input ; and 
propagating an error computed in a feed forward phase , 

using a back - propagation phase in a pixel - wise manner 
using a one - to - one mapping until an original position is 
attained . 

10. A computer system for a down - sampling operation for 
a convolutional neural network , comprising : 
one or more processors , one or more computer - readable 
memories , one or more computer - readable tangible 
storage media , and program instructions stored on at 
least one of the one or more computer - readable tangible 
storage media for execution by at least one of the one 
or more processors via at least one of the one or more 
memories , wherein the computer system is capable of 
performing a method comprising : 

dividing a received input into a plurality of cells to form 
a grid pattern including a set of odd numbered rows and 
columns and a set of even numbered rows and columns ; 

extracting at least one data from each cell of the plurality 
of cells of the formed grid pattern to form a set of 
corresponding inputs ; 

in response to assigning the at least one extracted data 
from each cell of the plurality of cells to a correspond 
ing channel , down - sampling the at least one extracted 
data for a respective channel associated with the 
received input by an inverse of a first factor and 
increasing a number of channels by a product of the 
first factor ; 

adjusting a respective position of the received input by 
applying a transform selected from the group consisting 
of : a flip transform , a mirror transform , and a rotation 
transform to the at least one down - sampled data to 
create at least one transformed data ; and 

sending the at least one transformed data as an input to a 
next layer without at least one additional data or at least 
one lost data . 

11. The system of claim 10 , wherein down - sampling the 
at least one extracted data for the respective channel asso 
ciated with the received input by an inverse of the first factor 
and increasing the number of channels by the product of the 
first factor further comprises : 
down - sampling the received input using the first factor to 

create the at least one down - sampled data , wherein at 
least one dimension of the received input decreases by 
the first factor including a n value and a m value 
expressed as ( W / n ) x ( H / m ) ; and 

increasing the number of channels by a product of the first 
factor expressed as ( C * m * n ) , wherein a general expres 
sion for an enhanced operation OP including a batch 
size N is expressed as NxWxHxC- > OP- > Nx ( W / n ) x 
( H / m ) x ( C * m * n ) . 

12. The system of claim 10 , further comprising : 
passing the received input data by a first channel to a next 

channel without any transformation . 
13. The system of claim 10 , wherein adjusting further 

comprises : 
applying a predetermined transform to the at least one 
down - sampled data to move at least one information 
within the received input in preparation for the next 
layer of the convolutional neural network , wherein all 
of the at least one information is maintained . 

14. The system of claim 10 , further comprising : 
propagating an error computed in a feed forward phase , 

using a back - propagation phase , using a one - to - one 
mapping until an original position is attained . 

15. The system of claim 10 , wherein a first factor value of 
the first factor is 2 and a product value of the first factor is 
4 . 

16. The system of claim 10 , wherein the down - sampling 
and the adjusting are included in an enhanced operation 
located in a position selected from the group consisting of : 
a first position that is after an input layer and before a hidden 
layer , a second position that is between a first hidden layer 
and a second hidden layer , and a third position that is after 
the hidden layer but prior to an output layer . 

17. The system of claim 10 , wherein the down - sampling 
and the adjusting are included in a set of enhanced opera 
tions forming an enhanced operations stack , wherein the 
enhanced operations stack is located in a position selected 
from the group consisting of : a first position that is after an 
input layer and before a hidden layer , a second position that 
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is between a first hidden layer and a second hidden layer , and 
a third position that is after the hidden layer but prior to an 
output layer . 

18. The system of claim 10 , further comprising : 
providing a digital image in the received input ; and 
propagating an error computed in a feed forward phase , 

using a back - propagation phase in a pixel - wise manner 
using a one - to - one mapping until an original position is 
attained . 

19. A computer program product for a down - sampling 
operation for a convolutional neural network , comprising : 

one or more computer - readable tangible storage media 
and program instructions stored on at least one of the 
one or more computer - readable tangible storage media , 
the program instructions executable by a processor to 
cause the processor to perform a method comprising : 

dividing a received input into a plurality of cells to form 
a grid pattern including a set of odd numbered rows and 
columns and a set of even numbered rows and columns ; 

extracting at least one data from each cell of the plurality 
of cells of the formed grid pattern to form a set of 
corresponding inputs ; 

in response to assigning the at least one extracted data 
from each cell of the plurality of cells to a correspond 
ing channel , down - sampling the at least one extracted 
data for a respective channel associated with the 

received input by an inverse of a first factor and 
increasing a number of channels by a product of the 
first factor ; adjusting a respective position of the received input by 
applying a transform selected from the group consisting 
of : a flip transform , a mirror transform , and a rotation 
transform to the at least one down - sampled data to 
create at least one transformed data ; and 

sending the at least one transformed data as an input to a 
next layer without at least one additional data or at least 
one lost data . 

20. The computer program product of claim 19 , wherein 
down - sampling the at least one extracted data for the respec 
tive channel associated with the received input by an inverse 
of the first factor and increasing the number of channels by 
the product of the first factor further comprises : 
down - sampling the received input using the first factor to 

create the at least one down - sampled data , wherein at 
least one dimension of the received input decreases by 
the first factor including a n value and a m value 
expressed as ( W / n ) x ( H / m ) ; and 

increasing the number of channels by a product of the first 
factor expressed as ( C * m * n ) , wherein a general expres 
sion for an enhanced operation OP including a batch 
size N is expressed as NxWxHxC- > OP- > Nx ( W / n ) x 
( H / m ) x ( C * m * n ) . 


