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(57) ABSTRACT 

An image capture apparatus compares a first pixel value and 
a second pixel value at the same address of two images cap 
tured by continuous shooting with a predetermined threshold, 
and, when at least one of the first pixel value and the second 
pixel value exceeds the predetermined threshold, updates the 
second pixel value with a not smaller one of the first pixel 
value and the second pixel value. After repeating updating of 
the image data for a plurality of image planes, the image 
capture apparatus generates a combined image data using the 
image data in a memory. 
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IMAGE CAPTURE APPARATUS AND 
CONTROL METHOD FOR THE IMAGE 

CAPTURE APPARATUS 

BACKGROUND OF THE INVENTION 

0001 1. Field of the Invention 
0002 The present invention relates to an image capture 
apparatus and a control method for the image capture appa 
ratuS. 

0003 2. Description of the Related Art 
0004 To capture an image of a light trajectory like fire 
works, conventionally, a method for generating a combined 
image using a plurality of images captured by shooting under 
manually-adjusted exposure in which a shutter time is set 
relatively long or by continuous shooting is available. 
0005 Japanese Patent Application Laid-Open No. 2005 
086228 discusses a combination method in which a predeter 
mined number of frames of images captured by shooting an 
object at a predetermined time interval are retained in order of 
time series and combined together by specifying a combina 
tion range from viewpoints of time series. 
0006. However, the method discussed in Japanese Patent 
Application Laid-OpenNo. 2005-086228 has such a problem 
that its required operation for acquiring a desired combined 
image is troublesome. 

SUMMARY OF THE INVENTION 

0007. The present invention is directed to an image cap 
ture apparatus capable of generating a desired combined 
image using a plurality of images captured by continuous 
shooting with a simple operation, and to a method for the 
image capture apparatus. 
0008 According to an aspect of the present invention, an 
image capture apparatus includes an imaging unit configured 
to capture an image of an object to output image data, a 
memory having a capacity capable of storing image data for 
one image plane output from the imaging unit, a comparison 
unit configured to compare both a first pixel value of first 
image data output from the imaging unit and a second pixel 
value, corresponding to the first pixel value of the first image 
data, of second image data for one image plane stored in the 
memory with a predetermined threshold, an updating unit 
configured to, when at least one of the first pixel value and the 
second pixel value exceeds the predetermined threshold in 
comparison by the comparison unit, update the second pixel 
value with a not smaller one of the first pixel value and the 
second pixel value, and a control unit configured to generate, 
using image data stored in the memory after causing the 
comparison unit and the updating unit to repeat the compari 
son and the updating of image data for a plurality of image 
planes, combined image data from the image data for a plu 
rality of image planes. 
0009 Further features and aspects of the present invention 
will become apparent from the following detailed description 
of exemplary embodiments with reference to the attached 
drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0010. The accompanying drawings, which are incorpo 
rated in and constitute a part of the specification, illustrate 
exemplary embodiments, features, and aspects of the inven 
tion and, together with the description, serve to explain the 
principles of the invention. 
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0011 FIG. 1 is a block diagram illustrating the configura 
tion of an image capture apparatus according to a first exem 
plary embodiment of the present invention. 
0012 FIG. 2 is a flow chart illustrating a driving method 
for the image capture apparatus according to the first exem 
plary embodiment. 
0013 FIGS. 3A and 3B illustrate a driving timing of an 
image sensor according to the first exemplary embodiment. 
(0014 FIGS. 4A, 4B, 4C, and 4D illustrate captured 
images and a combined image according to the first exem 
plary embodiment. 
(0015 FIG. 5, which is composed of FIGS.5A and 5B, is a 
flow chart illustrating a driving method for an image capture 
apparatus according to a second exemplary embodiment of 
the present invention. 
0016 FIGS. 6A and 6B illustrate a driving timing of an 
image sensor according to the second exemplary embodi 
ment. 

0017 FIGS. 7A, 7B, 7C, 7D, 7E, and 4F illustrate cap 
tured images and a combined image according to the second 
exemplary embodiment. 
(0018 FIG. 8, which is composed of FIGS. 8A and 8B, is a 
flow chart illustrating a driving method for an image capture 
apparatus according to a third exemplary embodiment of the 
present invention. 
(0.019 FIGS. 9A, 9B, 9C, 9D, 9F, and 9G illustrate cap 
tured images and a combined image according to the third 
exemplary embodiment. 

DESCRIPTION OF THE EMBODIMENTS 

0020 Various exemplary embodiments, features, and 
aspects of the invention will be described in detail below with 
reference to the drawings. 
0021 FIG. 1 is a block diagram illustrating the configura 
tion of an image capture apparatus according to a first exem 
plary embodiment of the present invention. The image cap 
ture apparatus according to the present exemplary 
embodiment Switches between selective storage of a signal 
value larger thana threshold and storage of an averaged signal 
value of a low luminance portion, depending on the signal 
value. 
0022. The configuration of the image capture apparatus 
according to the present exemplary embodiment will be 
described with reference to FIG.1. A lens 1001 for forming an 
image of an object includes a diaphragm configured to adjust 
the amount of light. A mechanical shutter 1002 is disposed on 
a light path of the lens 1001. 
0023. An imaging unit 1003 captures an object image 
formed by the lens 1001 and converts the image to electric 
information. According to the present exemplary embodi 
ment, a complementary metal-oxide semiconductor (CMOS) 
image sensorora charge-coupled device (CCD) image sensor 
is used as an image sensor included in the imaging unit 1003. 
The imaging unit 1003 includes a correlated double sampling 
(CDS) circuit and an auto gain control (AGC) circuit as well 
as the image sensor. An output of the imaging unit 1003 is sent 
to a comparison unit 1006 and a buffer memory 1004. 
0024. A buffer memory 1004 is capable of temporarily 
storing information from the imaging unit 1003 and has a 
capacity enough for storing information for at least one image 
plane from the imaging unit 1003. 
(0025. A central processing unit (CPU) 1005 configured to 
control the image capture apparatus controls a display unit 
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1009 and an external memory 1008 as well as the lens 1001, 
the mechanical shutter 1002 and the imaging unit 1003. 
0026. The comparison unit 1006 compares a signal output 
from the imaging unit 1003 with a signal stored on the buffer 
memory 1004. 
0027. A calculation processing unit 1007 makes a calcu 
lation based on a comparison result of the comparison unit 
1006, an output signal value from the imaging unit 1003, and 
a signal value stored on the buffer memory 1004. The external 
memory 1008 stores an image generated by processing a 
signal stored in the buffer memory 1004 by the CPU 1005. 
0028. The display unit 1009 displays a variety of informa 
tion about the image capture apparatus, such as a shooting 
condition and through-the-lens images. 
0029. An operation unit 1010 includes a shutter button 
serving as a trigger for shooting, a shooting interruption but 
ton for interrupting the shooting, and a shooting condition 
setting button. When one of those buttons is pressed, a variety 
ofoperations can be executed based on a determination by the 
CPU 1005. 

0030. The shape of the operation unit 1010 is not limited to 
a button as long as the operation intended by a user is enabled, 
and it may be a ring or a surface pressure sensor. 
0031. A signal processing unit 1011 executes develop 
ment processing, Such as white balance processing and color 
space conversion processing, on an image signal output from 
the calculation processing unit 1007. 
0032) Ordinary members and processing blocks provided 
on the image capture apparatus will not be described because 
they are not directly related to the present exemplary embodi 
ment. 

0033 Next, an operation of the image capture apparatus 
according to the present exemplary embodiment will be 
described with reference to FIG. 2. FIG. 2 is a flow chart 
illustrating an image capture operation of the image capture 
apparatus according to the present exemplary embodiment. 
Each processing is executed at each unit by the CPU 1005 or 
according to an instruction from the CPU 1005. 
0034) First, in step S1001, thresholds KR, KG, and KB are 
set. These thresholds are set for respective color filters of the 
image sensor. 
0035. The reason is that an image sensor in which red (R), 
green (G), and blue (B) color filters, which are used fre 
quently in the image capture apparatus, are arranged in the 
Bayer array, suffers a difference in sensitivity to a white 
object depending on the color filters. 
0036 Further, the sensitivity ratio of the aforementioned 
color filters changes depending on the kind of a light source, 
Such as Solar light or fluorescent. 
0037. In views of the above, the thresholds KR, KG, and 
KB of the color filters for R pixel, G pixel, and B pixel 
respectively can be calculated with respect to a luminance 
value Y, as expressed in the following equations: 

KB=(Y-1.77200xCh)/WBh (1) 

where Cb and Cr indicate color difference signals. 
0038. Once the luminance value Yserving as the threshold 

is determined as described above, the thresholds KR, KG, and 
KB of the color filters are automatically determined accord 
ing to equations (1). 
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0039. The equation for conversion from the signal value of 
each color filter is expressed in the following equations. 

Y=0.298.91XSR-0.58661XSG--O-11448XSB 

Ch=-0.16874xSR-0.33126xSG+0.50000xSB 

were SR indicates a signal value of the R pixel, SG indicates 
a signal value of the G pixel, and SB indicates a signal value 
of the B pixel. 
0040 WBr indicates a white balance coefficient of the R 
pixel, WBg indicates a white balance coefficient of the G 
pixel and WBb indicates a white balance coefficient of the B 
pixel. These white balance coefficients are used for white 
balance processing by the signal processing unit (white bal 
ance processing unit) 1011. 
0041 Although the details of the luminance value and the 
white balance coefficients are not described here because they 
are generally known, with the white balance coefficients 
already determined, specifying only the luminance value as 
described above enables the threshold of the pixel signal 
value of each of the RGB color filters to be specified easily. 
0042. Alternatively, the white balance coefficients may be 
determined according to a program prepared in the image 
capture apparatus using a result of a preliminary image cap 
ture operation (preliminary exposure) prior to a regular image 
capture operation for a combined image. 
0043. The luminance value Yserving as the threshold may 
be stored in the image capture apparatus as a predetermined 
value or may be determined arbitrarily for a user to generate 
the desired image. 
0044) Next, in step S1002, an exposure operation is started 
according to an exposure condition specified prior to start of 
the shooting. Assume that the exposure condition is predeter 
mined by a user or according to a program stored in the image 
capture apparatus. Further, assume that the exposure condi 
tions for a plurality of images are identical. The reason for this 
is due to an assumption that according to the first exemplary 
embodiment, a plurality of exposures are executed on an 
identical object whose shape may change with time. 
0045 An introduction method for the exposure condition 

is not described here because it is not directly related to signal 
processing particular to the present exemplary embodiment. 
As the aforementioned exposure condition, exposure time, 
aperture value, and ISO sensitivity (corresponding to a signal 
gain of an output from the imaging unit 1003) may be men 
tioned. 
0046 According to the first exemplary embodiment, the 
exposure time is Substantially equal to a readout time for one 
image plane, namely, the frame rate. The purpose for this is to 
capture the trajectory of a bright line changing with time 
continuously not to be interrupted on a combined image by 
making a non-exposure time as short as possible upon shoot 
ing for a plurality of images. 
0047. If the exposure amount is over an appropriate level, 
the diaphragm may be narrowed to control the amount of 
incident light on the image sensor in the imaging unit 1003, or 
the frame rate of the image plane is adjusted to be substan 
tially equal to the exposure time by decreasing the signal gain 
in an AGC circuit of the imaging unit 1003. 
0048. When the signal gain of the AGC circuit in the 
imaging unit 1003 is increased, the signal-to-noise (SN) ratio 
deteriorates. Thus, if the exposure amount cannot be adjusted 
with the diaphragm, e.g., a case where the light amount is 
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short even when the diaphragm is opened fully or a case 
where the diaphragm needs to be kept narrow in order to 
secure a large depth of field, the gain may be increased. 
0049. In step S1003, after the exposure, a signal of each 
pixel is readout from the image sensor, and in step S1004, 
stored in the buffer memory 1004. 
0050. In step S1005, the above-described signal readout is 
repeated until the readout of all the pixels ends. Upon the 
readout, an appropriate gain is given to an output signal from 
the imaging unit 1003 by the AGC circuit in the imaging unit 
1003. The aforementioned processing is necessary for 
increasing signals to agree with a preliminarily set ISO sen 
sitivity. 
0051. Next, in step S1006, a second exposure is started. As 
described above, the exposure condition for the second time 
and on is equal to the exposure condition for the first time. 
0052. In step S1007, after the second exposure is com 
pleted, a signal for one pixel is read out. Likewise, upon the 
readout, an appropriate gain is given to the signal in order to 
secure a desired ISO sensitivity. 
0053 Assume that a signal value of a pixel in image data 

(first image data) read out form the imaging unit 1003 is Si 
(first pixel value) and that a signal value of a pixel in the image 
data (second image data) stored in the buffer memory 1004, 
corresponding to the pixel of the signal value Si, is Sm (sec 
ond pixel value). The pixel “corresponding to the pixel of the 
signal value Si refers to a pixel corresponding to an object 
being shot. In the present exemplary embodiment, in which 
no positioning processing for images is carried out, the “cor 
responding pixels refer to pixels located at the same address. 
When generating a combined image by combining images 
after the positioning processing is made by calculating an 
amount of deviation between the two images based on a 
difference between the two images, the “corresponding pix 
els refer to pixels regarded to be at the same address after the 
positioning. In step S1008, the comparison unit 1006 deter 
mines, by comparison, whether both the signal values Si and 
Smare smaller than each of the predetermined thresholds KR, 
KG, and KB of the color filters. 
0054) If both the signal values Siand Smare smaller (YES 
in step S1008), then in step S1009, the calculation processing 
unit 1007 performs averaging processing on the signal read 
out from the imaging unit 1003 and the signal value at the 
same address stored in the buffer memory 1004 and over 
writes its result as a signal value at the same address. 
0.055 As the averaging processing, weighted averaging 
processing may be carried out to equalize the weight of the 
image data of a plurality of images to be shot. 
0056 More specifically, the signal value obtained by the 
averaging processing made by readout of an n-th image fol 
lowing the first one is expressed as follows: 

A result Sm' of the aforementioned weighted averaging pro 
cessing is written at the same address on the buffer memory 
1004. 

0057. Unless, in step S1008, at least one of the signal 
values Si and Sm is smaller than the threshold (NO in step 
S1008), then in step S1010, the calculation processing unit 
1007 writes a not smaller one of the signal values Si and Sm 
at the same address on the buffer memory 1004. 
0058 According to the first exemplary embodiment, as 
described above, selective storage of a signal value larger than 
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the threshold and storage of an averaged signal value of the 
low luminance portion are Switched over depending on a 
signal value. 
0059. The reason why the processing is changed depend 
ing on the signal value as described above is that rising of a 
signal due to random noise can be suppressed compared to a 
case of storing large signal values for all the pixels. 
0060. In step S1011, the aforementioned processing is 
repeated until the readout of the signal values for one image 
plane is completed. In step S1012, after the readout of the 
signal values for one image plane is completed, whether 
shooting should be ended is determined. If a user's instruction 
of ending the shooting is issued, image data generated in the 
memory at that time is output as final combined image data, 
and then, the processing for acquiring the combined image 
ends. 

0061. Determining whether the shooting should be ended 
may be made depending on whetheran instruction by the user 
for ending the shooting is input via the operation unit 1010. 
0062. The instruction by the user for ending the shooting 
may be defined to be a period until the user releases a shooting 
start button after it is pressed, like ordinarily known bulb 
shooting, or a shooting end button may be allocated to the 
operation unit 1010 as a function. Additionally, the number of 
images to be captured may be preliminarily specified by the 
USC. 

0063. The user may determine a shooting period in real 
time by the above-described operation. The CPU 1005 may 
read out a signal value recorded in the buffer memory 1004 
each time the signal value for one image plane is updated and 
determine whether an average luminance value of the image 
exceeds a predetermined value. If the average luminance 
value exceeds the predetermined value, the shooting may be 
ended to output a combined image. 
0064. Further, the user may be allowed to specify the num 
ber of images to be captured and a shooting time via the 
operation unit 1010, and if that condition is reached, the CPU 
1005 may issue an instruction for ending the shooting. 
0065 According to the above-described operation 
method, the shooting operation can be simplified without any 
particular user's operation for combining images. 
0.066 An exposure timing during shooting will be 
described with reference to FIGS 3A and 3B. FIGS 3A and 
3B illustrate the exposure timing of the image capture appa 
ratus according to the first exemplary embodiment. FIG. 3A 
illustrates a case of using a CMOS image sensor as the imag 
ing unit 1003. 
0067. Hereinafter, the exposure timing will be described 
with reference to FIG. 3A. SR indicates a readout signal 
output by the CPU 1005 to the imaging unit 1003 and RST 
indicates a reset signal. EXP indicates the exposure timing for 
an image, while UP indicates the upper portion of an image 
plane and LO indicates the lower portion of the image plane. 
0068 First, at time t+1, the CPU 1005 outputs a reset 
signal to the imaging unit 1003. Receiving the aforemen 
tioned signal, pixels in the imaging unit 1003 undergo dis 
charge of electric charges in order from the upper portion, so 
that discharge of electric charges of all the pixels is completed 
by time t2. The discharge of electric charges is called a reset 
operation of the pixel. 
0069. When shooting with the CMOS image sensor 
through an electronic shutter, theoretically, pixel readout tim 
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ing and exposure end timing are substantially equal, so that, 
generally, the contents of the image plane cannot be read out 
at the same time. 
0070 Then, by providing the timing of the reset operation 
with a time difference equal to the time difference of the 
readout in the image plane, the exposure time within the 
image plane is maintained equal. 
0071. The aforementioned operation is called rolling shut 

ter, which will not be mentioned further because it has been 
known to the public. 
0072 Time t3 indicates a start timing of the readout from 
the image plane, and a period from time t1 to time t3 is the 
exposure period of the upper portion of the image plane. At 
time t3, a readout pulse is output from the CPU 1005 to the 
imaging unit 1003, so that signals of pixels are read out 
Successively. 
0073. A period taken to read out the whole image plane is 
timetS-time t3, and the time difference serves as a difference 
in exposure timing between the upper portion of the image 
plane and the lower portion of the image plane. Time tal 
indicates a reset start position for the second frame of the 
image plane. 
0074 To minimize the non-exposure period, the reset 
operation for the second frame is started before the readout of 
the first frame is completed. 
0075 Reduction of the non-exposure time enables the tra 

jectory of the bright line changing with time to be captured 
continuously. Time t6 indicates a timing of the reset comple 
tion of the second frame. Times t7, t8, t9, and t10 correspond 
to times tak, t5, t6, and t7, respectively. The same repetition 
occurs Subsequently. 
0076 Assuming that the final number of exposures is n, 
the timing of the frame is as follows. 
0077. At time tan, the exposure is started from the upper 
portion of the image plane, and at time tan+2, the exposure up 
to the lower portion of the image plane is ended. 
0078. At time tan--3, readout is started from the upper 
portion of the image plane, and at time tan+4, readout up to 
the lower portion of the image plane is ended. 
0079. To capture images continuously without any gap in 
exposure, exposure of a next frame may be started before the 
readout of a current frame is completed. As described above, 
the exposure time is desired to be substantially equal to the 
frame rate. 
0080. If the exposure exceeds its appropriate level under 
an exposure time Substantially equal to the aforementioned 
frame rate, the amount of light is reduced by narrowing the 
diaphragm or the signal gain is lowered. Consequently, an 
appropriate signal value can be secured with the exposure 
time substantially equal to the frame rate. 
0081. To acquire a signal value corresponding to an appro 
priate exposure as described above, the diaphragm or the 
signal gain may be adjusted. 
0082) Any specific method for securing the appropriate 
exposure will not be described here because it belongs to 
general knowledge. Unless a Sufficient exposure time can be 
secured at the above frame rate, when the diaphragm or the 
gain is over their setting ranges, an appropriate frame rate can 
be secured by retarding the frame rate. 
0083 FIG. 3B illustrates a case where a CCD image sen 
sor is used as the imaging unit 1003. Hereinafter, the exposure 
timing will be described with reference to FIG. 3B. 
0084. Here, SR1 indicates a readout signal for the first 
field output from the CPU 1005 to the imaging unit 1003, SR2 
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indicates a readout signal for the second field, and SR3 indi 
cates a readout signal for the third field. Other symbols are 
used in the same way as in FIG. 3A. 
I0085 Generally, the CCD image sensor carries out not the 
rolling shutter, which is seen in the CMOS image sensor, but 
the reset operation for the whole image plane all at once. 
I0086 According to the readout method which executes no 
addition of pixels or thinning of pixels with the CCD image 
sensor, that is, the whole-pixel readout method, generally, the 
whole image plane is divided into a plurality of fields when 
reading out the image plane. 
I0087. The reason for the readout by dividing the whole 
image plane into a plurality of fields will not be described in 
detail because this has been generally discussed. Although 
this example will be described with the whole image plane 
divided into three fields, actually, any number of the division 
fields is acceptable. 
I0088 According to the present exemplary embodiment, 
assume that, in the first field, the image plane is read out every 
third line from the first line as a beginning. For the second 
field, a line just below the line read out in the first field is 
successively read out. For the third field, the remaining lines 
are read out. 

I0089 First, at time t1, the readout signal of the first field is 
sent from the CPU 1005 to the imaging unit 1003, and after 
receiving the aforementioned readout signal, the imaging unit 
1003 reads out signals corresponding to pixels corresponding 
to the first field. 

0090 Next, at timet2 and time t3, the CPU 1005 sends the 
readout signals of the second field and the third field to the 
imaging unit 1003 to read out the signals of the pixels. 
0091 Generally, the CCD image sensor executes a one 
shot-type exposure of the whole image plane. In this case, 
unless a mechanical shutter is used when ending the expo 
sure, a difference in exposure time occurs between the fields. 
However, according to the present exemplary embodiment, 
an electronic shutter is used to minimize the non-exposure 
time, so that not simultaneous reset for the whole image plane 
but a reset operation by the readout of each field is carried out. 
0092. The readout period of each field is time ta-time t1 
for the first field, timet5-time t2 for the second field, and time 
t6-time t3 for the third field. The respective field readout 
periods are substantially equal. 
0093. At time tak, time t5, and time té, output values from 
the first field, the second field, and the third field of the first 
frame are read out and the output values are stored in the 
buffer memory 1004 as the first image. 
0094. Next, at time t7, time t3, and time t9, output values 
from the first field, the second field, and the third field of the 
second frame are readout and the output values are compared 
with signal values in the buffer memory 1004 as the second 
image and then, a calculation result is written into the buffer 
memory 1004 again. 
0095. In exposure for the n-th frame, the exposure start 
timings of the first field, the second field, and the third field 
are time t3n+1, time t3n+2, and time t3n+3, which are readout 
timings for a previous frame. 
0096. The exposure end timings of the first field, the sec 
ond field, and the third field are time t3n+4, time t3n+5, and 
time t3n+6. 

0097. As described above, the CCD image sensor starts 
exposure of a next frame at the same time when the readout is 
executed. 
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0098. To capture images without any exposure interval, 
the exposure for the next frame may be started before the 
readout of the previous frame is completed. As described 
above, the exposure time may be substantially equal to the 
frame rate. 

0099. If the exposure amount exceeds an appropriate level 
under an exposure time Substantially equal to the frame rate, 
the amount of light is reduced by narrowing the diaphragm or 
the signal gain is lowered. Consequently, an appropriate 
exposure amount can be secured with the exposure time Sub 
stantially equal to the frame rate. 
0100. To secure an appropriate exposure amount as 
described above, the diaphragm or the signal gain may be 
adjusted. Unless a Sufficient exposure time can be secured at 
the above frame rate, when the diaphragm or the gain is over 
their setting ranges, the appropriate frame rate can be secured 
by retarding the frame rate. 
0101. An example of images captured by the image cap 
ture apparatus according to the first exemplary embodiment 
will be described with reference to FIGS. 4A, 4B, 4C, and 4D. 
0102 FIG. 4A illustrates an image captured by the first 
exposure, FIG. 4B illustrates an image captured by the second 
exposure, and FIG. 4C illustrates an image captured by the 
third exposure. 
0103) If, in the exposure according to the first exemplary 
embodiment, a pixel address exceeds its threshold in each of 
three images, its signal value is retained. A pixel address not 
exceeding the threshold undergoes averaging processing. The 
above-described processing enables reduction of noise com 
ponents in a dark portion and, at the same time, Suppresses 
rising of a signal due to retention of the maximum value. 
0104. As a result, an image in which portions having a high 
luminance are overlapped as illustrated in FIG. 4D is 
obtained, so that the bright lines changing with time can be 
easily acquired without interruption. According to the present 
exemplary embodiment, updating of a pixel value using a 
predetermined threshold is performed every time images are 
combined just after being captured. Thus, a combined image 
can be generated with a small capacity memory. 
0105. Although, according to the present exemplary 
embodiment, the combination of images is carried out by 
updating the pixel values just after the images are captured, 
the present invention is not restricted to this example, but, 
after a plurality of images are captured and stored in the 
memory, the same processing as the present exemplary 
embodiment of comparison and updating of the pixels may be 
carried out at the same time when the images are combined. 
0106 FIG.5, which is composed of FIGS.5A and 5B, is a 
flow chart illustrating an image capture operation of an image 
capture apparatus according to a second exemplary embodi 
ment of the present invention. Here, assume that the exposure 
condition is predetermined by a user or a program for the 
image capture apparatus, similar to the first exemplary 
embodiment. 

0107. In the present exemplary embodiment, the exposure 
condition for capturing a plurality of images is not always 
equal. The reason for this is that the second exemplary 
embodiment intends to generate a combined image by shoot 
ing different objects. The introduction method of the expo 
Sure condition for capturing images will not be mentioned 
here because this is not directly related to the signal process 
ing particular to the present exemplary embodiment, similar 
to the first exemplary embodiment. As the aforementioned 
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exposure condition, exposure time, aperture value, and ISO 
sensitivity (corresponds to a signal gain of an image sensor) 
may be mentioned. 
0.108 Because, according to the second exemplary 
embodiment, the mechanical shutter 1002 is used for captur 
ing images, the one-shot-type exposure to the whole image 
plane is enabled, thereby generating no difference in expo 
Sure time in the image plane, unlike the first exemplary 
embodiment. 

0109 For the above reason, the exposure time does not 
need to be substantially equal to the frame rate, which is a 
readout time necessary for reading one image, and thus, the 
restriction on the exposure time, the diaphragm, and the gain 
due to the frame rate is decreased like the first exemplary 
embodiment. Thus, a user can easily perform shooting under 
the desired shooting condition (aperture value, gain, and 
exposure time). 
0110 First, in step S2001, the thresholds KR, KG, and KB 
are set, similar to the first exemplary embodiment. The setting 
of the threshold is the same as the first exemplary embodi 
ment. 

0111. In step S2002, whether the shutter button is pressed 
is determined. If the shutter button is pressed (YES in step 
S2002), then in step S2003, the exposure is started under a 
condition specified prior to the start of shooting. 
0112. After the exposure ends, the mechanical shutter 
1002 is closed to protect an imaging Surface of the image 
sensor included in the imaging unit 1003 from light. 
0113. In step S2004, after the exposure, a signal for one 
pixel is readout from the image sensor, and in step S2005, 
stored in the buffer memory 1004. 
0114. In step S2006, the above-described signal readout is 
repeated until the readout of the signals of all pixels ends. 
Upon the readout, an appropriate gain is given to a signal. The 
aforementioned operation is necessary for increasing signals 
to agree with a preliminarily set ISO sensitivity. 
(0.115. In step S2007, whether the shutter button is pressed 
second time is determined. If the shutter button is pressed 
second time (YES in step S2007), then in step S2008, the 
exposure is started. The second exposure does not need to be 
executed under the same condition as the first time and rather, 
and the exposure condition may be set up in accordance with 
the purpose for shooting. 
0116. When the second exposure ends, the mechanical 
shutter 1002 is closed like the first exposure. In step S2009, a 
signal for one pixel is read out and an appropriate gain is given 
to the signal in the same manner as described previously. 
0117 Next, in step S2010, both a signal value Si of a pixel 
read out from the imaging unit 1003 and a signal value Sm of 
a pixel stored in the buffer memory 1004, corresponding to 
the signal value Si read out from the imaging unit 1003, are 
compared with a predetermined threshold. The pixel “corre 
sponding to the signal value Si refers to a pixel correspond 
ing to an object being shot, and in the present exemplary 
embodiment in which no positioning processing for images is 
carried out, the “corresponding pixels refer to pixels located 
at the same address. When generating a combined image by 
combining images after the positioning processing is made by 
calculating an amount of deviation between the two images 
based on a difference between the two images, the “corre 
sponding pixels refer to pixels regarded to be at the same 
address after the positioning. If both the signal values Si and 
Sm are smaller than the threshold (YES in step S2010), then 
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in step S2011, the averaging processing of the signal values Si 
and Sm is carried out and its result is overwritten as a signal 
value at the same address. 

0118. The weighted averaging processing has been 
already described in the first exemplary embodiment. Unless 
at least one of the signal values Si and Sm is smaller than the 
threshold (NO in step S2010), then in step S2012, the buffer 
memory 1004 is updated with a not smaller one of the signal 
values Si and Sm. 

0119 The purpose for changing the processing in 
response to the signal value is (1) to keep a signal value of a 
high luminance portion and (2) to average the signal values of 
a low luminance portion, to Suppress noise. 
0120 Discriminating the processing for a dark portion 
from that for a high luminance portion as described above 
enables effectively suppressing rising of signals at the black 
portion due to random noise compared to a case of storing a 
larger signal value for each of all the pixels. 
0121. In step S2013, the above-described processing is 
repeated until the readout of the signal values for one image 
plane is completed. Each time the shutter button is pressed in 
step S2014, the exposure in step S2008, the readout in step 
S2009, the comparison in step S2010, and updating of the 
memory in steps S2011 and S2012 are repeated. 
0122) When receiving an instruction for ending the shoot 
ing or acquiring image data of a predetermined number of 
images or when a shooting time is finished or an instruction 
for ending the shooting is issued from the CPU 1005, the 
shooting ends in step S2015. At this time, image data already 
generated in the memory is output as final image data and 
then, the processing for acquiring a combined image ends. 
0123. As an instruction for ending the shooting, a shooting 
end button may be allocated to the operation unit 1010 as a 
function for user's convenience. 

0.124 FIGS.6A and 6B illustrate an exposure timing of the 
image capture apparatus according to the second exemplary 
embodiment. FIG. 6A illustrates a case in which the CMOS 
image sensor is used as the imaging unit 1003. Here, MST 
indicates a shutter signal output from the CPU 1005 to the 
mechanical shutter 1002. CLOSE indicates that the mechani 
cal shutter 1002 is closed, and OPEN indicates that it is open. 
Other symbols are used in the same manner as in FIGS. 3A 
and 3B. 

0.125 Hereinafter, the exposure timing will be described 
with reference to FIG. 6A. First, when a user presses the 
shutterbutton, at time t1, a reset signal is output from the CPU 
to the imaging unit 1003. Receiving the aforementioned sig 
nal, electric charges of all pixels in the image sensor included 
in the imaging unit 1003 are discharged all at once. 
0126. Next, at time t2, a CLOSE signal is sent from the 
CPU 1005 to the mechanical shutter 1002, so that the 
mechanical shutter 1002 is closed to complete the exposure. 
0127. According to the second exemplary embodiment, 
the mechanical shutter 1002 can be used because of provision 
of shooting intervals for a plurality of images. Use of the 
mechanical shutter 1002 enables a deviation in exposure tim 
ing between the images to be suppressed, unlike the first 
exemplary embodiment. 
0128. At time t2, at the same time when the mechanical 
shutter 1002 is closed, the readout of the signal from the 
imaging unit 1003 is started. 
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I0129. As described in the first exemplary embodiment, the 
CMOS image sensor reads out signals successively from the 
upper portion of the image plane to the lower portion of the 
image plane. 
0.130. At time t3, the signal readout from the imaging unit 
1003 is completed, and a next operation is user's pressing the 
shutter button provided on the operation unit 1010. 
I0131 When the user presses the shutter button again after 
some time, at time tak, the CPU 1005 sends the reset signal to 
the imaging unit 1003 to start the second exposure. 
0.132. In the exposure and readout operations, times tak, t5. 
and to correspond to times t1, t2, and t3, respectively. The 
same operation is repeated Subsequently. 
0.133 Assuming that the number of exposures to be per 
formed up to the final exposure is n, times t3n+1, t3n+2, and 
t3n+3 when the n-th image is captured correspond to times t1, 
t2, and t3, respectively. 
0.134 FIG. 6B illustrates a case where the CCD image 
sensor is used as the image sensor included in the imaging 
unit 1003. The symbols in FIG. 6B are used in the same way 
as FIGS. 3A, 3B and FIG. 4A. 
I0135. Hereinafter, the exposure timing will be described 
with reference to FIG. 6B. According to the present exem 
plary embodiment also, assume that, in the first field, the 
whole image plane is read out every third line from the first 
line as a beginning, and in the second field, a line just below 
the line read out in the first field is read out successively, and 
then, in the third field, the remaining lines are read out. 
I0136 First, when the user presses the shutter button, at 
time t1, the CPU 1005 sends the reset signal to the imaging 
unit 1003. Receiving the aforementioned signal, electric 
charges of all pixels in the image sensor included in the 
imaging unit 1003 are discharged all at once. 
I0137 Next, at time t2, the CPU 1005 sends a signal to the 
mechanical shutter 1002, so that the mechanical shutter 1002 
is closed to complete the exposure. 
0.138. At time t2, at the same time when the mechanical 
shutter 1002 is closed, the readout of signals in the first field 
from the imaging unit 1003 is started. 
0.139. After the readout of signals in the first field is com 
pleted, at time t3, the readout of signals in the second field 
from the imaging unit 1003 is started. 
0140. After the readout of signals in the second field is 
completed, at time tA, the readout of signals in the third field 
from the imaging unit 1003 is started. 
0.141. After the readout of all the fields is completed, a next 
step is user's pressing the shutter button provided on the 
operation unit 1010. 
0.142 Next, when the user presses the shutter button, at 
time t5, the CPU 1005 sends the reset signal to the imaging 
unit 1003. Receiving the aforementioned signal, electric 
charges of all pixels in the image sensor included in the 
imaging unit 1003 are discharged all at once. According to a 
Subsequent timing chart, the same exposure as the first time is 
repeated, and times t5, t6, t7, and t8 correspond to times t1, t2, 
t3, and tá, respectively. The same operation is repeated Sub 
sequently. 
0.143 Assuming that the number of exposures to be per 
formed up to the final exposure is n, times tan+1, tan+2, 
t4n+3, and tan+4 when the n-th image is captured correspond 
to times t1, t2, t3, and tak, respectively. 
0144. As described above, the second exemplary embodi 
ment provides no restriction on the exposure time because the 
frame rate does not vary depending on which is used the 
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CMOS image sensor or the CCD image sensor. Thus, a user 
can set the exposure time at his or her disposal. The user can 
capture images at his or her desired timing by securing a 
shooting interval. 
0145 Securing the shooting interval enables the user to set 
a shooting condition (gain, aperture value, and exposure time) 
for each of a plurality of images to be captured at his or her 
disposal. 
0146 The above-described setting enables the user to 
expand user's possibility of generating a combined image 
with a simple operation. 
0147 FIGS. 7A, 7B, 7C, 7D, 7E, and 7F illustrate results 
of shooting by the image capture apparatus according to the 
second exemplary embodiment. An example of captured 
images of fireworks will be described here. 
0148 FIG. 7A illustrates an image captured with the first 
exposure, FIG. 7B illustrates an image captured with the 
second exposure, and FIG. 7C illustrates an image obtained 
with a combination of the images. 
014.9 The exposure according to the second exemplary 
embodiment enables the user to perform shooting with a 
higher freedom because the user can arbitrarily specify the 
exposure condition for each image. 
0150. Two images are utilized while one comes from the 
imaging unit 1003 and the other comes from the buffer 
memory 1004. If, at Some pixel address, any one of the signal 
values from the imaging unit 1003 and the buffer memory 
1004 exceeds a threshold, a higher one of the signal values is 
used to update the buffer memory 1004. A pixel address 
which does not exceed the threshold undergoes averaging 
processing. As a result of the above-described processing, 
like the first exemplary embodiment, noise components at the 
dark portion are reduced, and at the same time, rising of a 
signal due to retention of the maximum value can be Sup 
pressed. 
0151. As a result, a combined image is generated by over 
lapping high luminance portions as illustrated in FIG. 7C, so 
that the user can easily acquire a combined image generated 
by combining a plurality of firework images without a loss of 
highlight detail or underexposure. Further, in the present 
exemplary embodiment, no difference in exposure time 
within the image plane is generated when the CMOS image 
sensor or the CCD image sensor reads out images, unlike the 
first exemplary embodiment, and consequently, a higher 
quality image can be obtained. 
0152 FIG. 7D illustrates an image captured with the first 
exposure, FIG. 7E illustrates an image captured with the 
second exposure, and FIG. 7F illustrates an image obtained 
with a combination of the images. 
0153. This example illustrates an example of generating a 
combined image (FIG. 7F) which expresses both indoor 
scene and outdoor scene generated using a captured night 
view image (FIG. 7D) seen through a window of a not 
illuminated room and an indoor illuminated room view image 
(FIG. 7E). 
0154) The images illustrated in FIGS. 7D and 7E are 
results captured by shooting each object under an appropriate 
exposure condition. 
0155 Generally, to obtain such a combined image, addi 
tion processing on the images illustrated in FIGS. 7D and 7E 
is executed, or the image illustrated in FIG. 7D is embedded 
into the window frame of the image illustrated in FIG. 7E. 
0156 Further, because such processing is often executed 
using a personal computer for the reason of its processing 
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characteristic, it is difficult to generate any combined image 
immediately after capturing necessary images. 
0157 However, according to the present exemplary 
embodiment, a user can obtain the combined image in a short 
time without any worrisome burden by shooting twice and 
executing simple signal processing. 
0158 Thus, a combined image generated based on a plu 
rality of images captured by the continuous shooting can be 
obtained with a small capacity memory by a simple operation. 
0159. A driving method for an image capture apparatus 
according to a third exemplary embodiment of the present 
invention will be described with reference to FIG.8. FIG. 8, 
which is composed of FIGS. 8A and 8B, is a flow chart 
illustrating a shooting operation of the image capture appa 
ratus according to the present exemplary embodiment. Here, 
assume that the exposure condition is predetermined by a user 
or a program stored in the image capture apparatus. 
0160 Additionally, assume that the exposure condition 
for capturing each of a plurality of images is identical, similar 
to the first exemplary embodiment. The reason for this is due 
to an assumption that, like the first exemplary embodiment, a 
plurality of exposures are executed on an identical object 
whose shape changes with time. 
0.161 Further, like the first exemplary embodiment, the 
introduction method for the exposure condition is not 
described here because it is not directly related to signal 
processing particular to the present exemplary embodiment. 
As the aforementioned exposure condition, exposure time, 
aperture value, and ISO sensitivity (corresponding to a signal 
gain of an output from the imaging unit) may be mentioned. 
0162 According to the third exemplary embodiment also, 
the exposure time is substantially the same as the readout time 
for one image, namely, the frame rate, like the first exemplary 
embodiment. The purpose for this is to capture the trajectory 
of a moving bright line without interruption by making a 
non-exposure time as short as possible. 
0163. If the exposure amount is over an appropriate level, 
the diaphragm may be narrowed to reduce the amount of 
incident light on the image sensor, or the frame rate is 
adjusted Substantially equal to the exposure time by decreas 
ing the signal gain. 
0164. When the signal gain is increased, the SN ratio 
deteriorates. Thus, if the light amount is short even when the 
diaphragm is opened fully or the diaphragm needs to be kept 
narrow in order to secure a large depth of field, the gain may 
be increased. 

0.165. The third exemplary embodiment has a shooting 
interruption function added to the first exemplary embodi 
ment and its flow chart is the same except a part. 
(0166 First, in step S3001, thresholds KR, KG, and KB are 
set. Steps up to step S3006 are similar to steps S1001 to S1006 
in the first exemplary embodiment. 
0167. After the second exposure is completed in step 
S3006, then in step S3014, whether recording is being inter 
rupted is determined. The operation unit 1010 may be pro 
vided with a recording interruption button, and when a user 
presses the recording interruption button, it is determined that 
the recording is being interrupted. 
0168 If it is determined that the recording is being inter 
rupted (YES in step S3.014), then in step S3013, signals for 
one image plane are read out from the imaging unit 1003 to 
start a next exposure in step S3006. Thus, the content of the 
buffer memory 1004 is not updated here. The signal readout 
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from the imaging unit 1003 without updating of the buffer 
memory 1004 is called blank readout. 
0169. Next, unless it is determined that the recording is 
being interrupted (NO in step S3.014), then in step S3007, a 
signal for one pixel is read out, followed by comparison with 
signal values recorded in the buffer memory 1004 and updat 
ing of the signal values in the memory. The above-mentioned 
operations are executed for one image plane. Steps S3007 to 
S3012 in the third exemplary embodiment are similar to steps 
S1007 to S1012 in the first exemplary embodiment. 
0170 As described above, each time a plurality of images 
are read out, whether recording is being interrupted is deter 
mined. Unless recording is being interrupted, the content of 
the buffer memory 1004 is updated similar to the first exem 
plary embodiment. 
0171 The exposure timing for shooting in the third exem 
plary embodiment will not be described because it is similar 
to the first exemplary embodiment. 
0172 FIGS. 9A, 9B, 9C, 9D,9F, and 9G illustrate results 
of shooting with the image capture apparatus according to the 
third exemplary embodiment. This example illustrates a case 
of capturing images of fireworks. 
0173 FIG. 9A illustrates an image captured with the first 
exposure, and FIGS. 9B to 9F illustrate images captured with 
the second exposure and subsequent ones. FIGS. 9A,9B, 9C 
illustrate three images captured by continuous exposures. 
(0174 FIGS. 9D,9E, and 9F illustrate three images cap 
tured under continuous exposures performed after an inter 
ruption after capturing the image illustrated in FIG. 9C. 
0.175. In the third exemplary embodiment, blank readout, 
in which no signal value in the buffer memory 1004 is 
updated, is carried out in a period between images illustrated 
in FIG.9C and FIG.9D. 
0176 User's operations are as follows. If the user deter 
mines that no exposure is necessary after exposing for the 
images illustrated in FIGS. 9A, 9B, and 9C, the user can stop 
updating the signal values in the buffer memory 1004 by 
pressing the exposure interruption button. Any images cap 
tured in this period is not reflected on the combined image. 
Next, when the user restarts the shooting by pressing an 
exposure restart button, images illustrated in FIGS. 9D, 9E, 
and 9F are acquired continuously. When the user ends the 
shooting, an image illustrated in FIG. 9G is generated by 
combining the images illustrated in FIGS. 9A to 9F. 
0177 According to the third exemplary embodiment, 
addition of the exposure interruption function to the first 
exemplary embodiment enables the user to acquire images for 
use for combining images at a user's desired timing to gen 
erate an image intended by the user. 
0.178 Although the present exemplary embodiment men 
tions nothing about signals read out at the time of the blank 
readout, the read out signal may be sent directly to the CPU 
1005 to display a through-the-lens image. 
0179 Although, according to the present exemplary 
embodiment, the imaging unit 1003 is driven even during an 
exposure interruption, the imaging unit 1003 may be stopped 
during the exposure interruption for power saving. 
0180. In the above-described way, a combined image gen 
erated based on a plurality of images captured by continuous 
shooting can be obtained with a Small capacity memory by a 
simple operation. 
0181 Aspects of the present invention can also be realized 
by a computer of a system or apparatus (or devices such as a 
CPU or MPU) that reads out and executes a program recorded 

Jul. 19, 2012 

on a memory device to perform the functions of the above 
described embodiment(s), and by a method, the steps of 
which are performed by a computer of a system or apparatus 
by, for example, reading out and executing a program 
recorded on a memory device to perform the functions of the 
above-described embodiment(s). For this purpose, the pro 
gram is provided to the computer for example via a network 
or from a recording medium of various types serving as the 
memory device (e.g., computer-readable medium). 
0182 While the present invention has been described with 
reference to exemplary embodiments, it is to be understood 
that the invention is not limited to the disclosed exemplary 
embodiments. The scope of the following claims is to be 
accorded the broadest interpretation so as to encompass all 
modifications, equivalent structures, and functions. 
0183 This application claims priority from Japanese 
Patent Application No. 2011-006124 filed Jan. 14, 2011, 
which is hereby incorporated by reference herein in its 
entirety. 

What is claimed is: 
1. An image capture apparatus comprising: 
an imaging unit configured to capture an image of an object 

to output image data; 
a memory; 
a comparison unit configured to compare both a first pixel 

value of first image data output from the imaging unit 
and a second pixel value, corresponding to the first pixel 
value of the first image data, of second image data stored 
in the memory with a predetermined threshold; 

an updating unit configured to, when at least one of the first 
pixel value and the second pixel value exceeds the pre 
determined threshold in comparison by the comparison 
unit, update the second pixel value with a pixel value that 
is equal to or greater than the first pixel value and the 
second pixel value; and 

a control unit configured to generate, using image data 
stored in the memory after causing the comparison unit 
and the updating unit to repeat the comparison and the 
updating of image data for a plurality of image planes, 
combined image data from the image data for a plurality 
of image planes. 

2. The image capture apparatus according to claim 1, 
wherein, if neither the first pixel value nor the second pixel 
exceeds the predetermined threshold in comparison by the 
comparison unit, the updating unit is configured to update the 
second pixel value with an average value of the first pixel 
value and the second pixel value. 

3. The image capture apparatus according to claim 2, 
wherein the average value used by the updating unit is a value 
obtained by weighted-averaging so that a weight of each 
image plane is equal. 

4. The image capture apparatus according to claim 1, 
wherein the predetermined threshold is set for each color 
filter of an image sensor. 

5. The image capture apparatus according to claim 4, fur 
ther comprising a white balance processing unit configured to 
perform white balance processing on image data output from 
the imaging unit, 

wherein the predetermined threshold for each color filter is 
determined based on a white balance coefficient used for 
the white balance processing. 
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6. The image capture apparatus according to claim 5. 
wherein the white balance coefficient is determined using a 
result of a preliminary shooting prior to a shooting with the 
imaging unit. 

7. The image capture apparatus according to claim 3, 
wherein, when an average of aluminance value of image data 
for one image plane stored in the memory to be updated by the 
updating unit exceeds a predetermined luminance value, the 
control unit is configured to end generation of the combined 
image data. 

8. The image capture apparatus according to claim 3 fur 
ther comprising a specifying unit configured to specify a 
number of images to be captured by the imaging unit with a 
user's operation, 

wherein the control unit is configured to generate the com 
bined image data using image data for the number of 
images specified by the specifying unit. 

9. The image capture apparatus according to claim 1 fur 
ther comprising an instruction unit configured to issue an 
instruction to end shooting by the imaging unit with a user's 
operation. 

10. The image capture apparatus according to claim 1, 
wherein the imaging unit is configured to use an electronic 
shutter for an exposure for acquiring the image data for a 
plurality of image planes. 

11. The image capture apparatus according to claim 1, 
wherein the imaging unit includes a complementary metal 
oxide semiconductor (CMOS) image sensor, and 

wherein the imaging unit uses a rolling shutter for an expo 
Sure for acquiring the image data of a plurality of image 
planes, and, during a signal readout of a current frame, 
starts a reset operation for a next frame. 

12. The image capture apparatus according to claim 1, 
wherein the imaging unit is configured to capture an image 
under an identical exposure condition to acquire the image 
data of a plurality of image planes. 

13. The image capture apparatus according to claim 1, 
wherein an exposure condition for the imaging unit to acquire 
the image data of a plurality of image planes is specified by a 
user prior to shooting for capturing a first image. 

14. The image capture apparatus according to claim 1, 
wherein the imaging unit is configured to determine an expo 
Sure condition for acquiring the image data of a plurality of 
image planes based on a result of executing a preliminary 
shooting prior to a shooting for capturing a first image, and to 
capture the image data under the determined exposure con 
dition. 

15. The image capture apparatus according to claim 1, 
wherein, when acquiring the image data of a plurality of 
image planes, the imaging unit is configured to use a 
mechanical shutter as a shutter for ending an exposure 

16. An image capture apparatus comprising: 
an imaging unit configured to capture an image of an object 

to output image data; and 
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a combination unit configured to combine a plurality of 
image data obtained from the imaging unit on a pixel 
by-pixel basis to generate a combined image data, 

wherein, if at least one of pixel values of mutually-corre 
sponding pixels between the plurality of image data at an 
address is larger than a predetermined threshold, the 
combination unit is configured to set a maximum value 
of the pixel values as a pixel value at the address, and 

if all the pixel values of the mutually-corresponding pixels 
between the plurality of image data at the address are 
smaller than the predetermined threshold, the combina 
tion unit is configured to set an average of the pixel 
values as the pixel value at the address, to generate the 
combined image data for one image plane. 

17. A method for controlling an image capture apparatus 
including an imaging unit configured to capture an image of 
an object to output image data, and a memory, the method 
comprising: 

comparing both a first pixel value of first image data output 
from the imaging unit and a second pixel value, corre 
sponding to the first pixel value of the first image data, of 
second image data stored in the memory with a prede 
termined threshold; 

updating, when at least one of the first pixel value and the 
second pixel value exceeds the predetermined threshold 
in the comparison, the second pixel value with a greater 
pixel value than the first pixel value and the second pixel 
value; and 

generating, using image data stored in the memory after 
repeating the comparison and the updating of the image 
data for a plurality of image planes, combined image 
data from the image data for a plurality of image planes. 

18. A method for controlling an image capture apparatus 
including an imaging unit configured to capture an image of 
an object to output image data, and a combination unit con 
figured to combinea plurality of image data obtained from the 
imaging unit on a pixel-by-pixel basis to generate a combined 
image data, the method comprising: 

comparing each of pixel values of mutually-corresponding 
pixels between the plurality of image data at an address 
with a predetermined threshold; 

setting, if at least one of the pixel values is larger than the 
predetermined threshold in the comparison, a maximum 
value of the pixel values as a pixel value at the address; 
and 

setting, if all the pixel values are smaller than the predeter 
mined threshold in the comparison, an average of the 
pixel values as the pixel value at the address, to generate 
the combined image data for one image plane. 

19. A computer-readable storage medium storing a pro 
gram for causing the image capture apparatus to execute the 
method according to claim 17. 

20. A computer-readable storage medium storing a pro 
gram for causing the image capture apparatus to execute the 
method according to claim 18. 
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