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Box No. IT Observations where certain claims were found unsearchable (Continuation of item 2 of first sheet)

This international search report has not been established in respect of certain claims under Article 17(2)(a) for the following reasons:

1. D Claims Nos.:

because they relate to subject matter not required to be searched by this Authority, namely:

2. I:I Claims Nos.:

because they relate to parts of the international application that do not comply with the prescribed requirements to such an
extent that no meaningful international search can be carried out, specifically:

3. El Claims Nos.:

because they are dependent claims and are not dratted in accordance with the second and third sentences of Rule 6.4(a).

Box No.IIl  Observations where unity of invention is lacking (Continuation of item 3 of first sheet)

This International Searching Authority found multiple inventions in this international application, as follows:
-***-Please See Supplemental Page-***-

1. I:I As all required additional search fees were timely paid by the applicant, this international search report covers all searchable
claims.

2. I:l As all searchable claims could be searched without effort justifying additional fees, this Authority did not invite payment of
additional fees.

3. D As only some of the required additional search fees were timely paid by the applicant, this international search report covers
only those claims for which fees were paid, specifically claims Nos.:

4. K{ No required additional search fees were timely paid by the applicant. Consequently, this international search report is restricted
to the invention first mentioned in the claims; it is covered by claims Nos.:
1-15, 102

Remark on Protest D The additional search fees were accompanied by the applicant’s protest and, where applicable, the
payment of a protest fee.

D The additional search fees were accompanied by the applicant’s protest but the applicable protest:
fee was not paid within the time limit specified in the invitation.

D No protest accompanied the payment of additional search fees.
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-***.Continued From Box No. Ill: Observations where unity of invention is lacking-***-

This application contains the following inventions or groups of inventions which are not so linked as to form a single general inventive
concept under PCT Rule 13.1. In order for all inventions to be examined, the appropriate additional examination fee must be paid.

Group I: Claims 1-15 and 102 are directed towards a method comprising: finding at least one relevant person.

Group lI:'Claims 16-43 and 103 are directed towards a method comprising: receiving direction of gaze information.

Group lII: Claims 44-55 and 104 are directed towards a method for sharing content.

Group IV: Claims 56-67 and 105 are directed towards a method for foreground and background segmentation.

Group V: Claims 68-79 and 106 are directed towards a method comprising: generating a second participant 3D representation under
different constraints.

Group Vi: Claims 80-91 and 107 are directed a method audio quality improvement.

Group VII: Claims 92-101 and 108 are directed a method for predicting behavior changes.

The inventions listed as Groups [-VIl do not relate to a single general inventive concept under PCT Rule 13.1 because, under PCT Rule
13.2, they lack the same or corresponding special technical features for the following reasons:

The special technical features of Group | include at least finding, out of the multiple persons, at least one relevant person; determining
3D entity representation information, for each of the at least one relevant person; and generating, for at least one participant, a
representation of a virtual 3D video conference environment, based on the 3D entity representation information for each of the at least
one relevant person, which are not present in Groups lI-VII.

The special technical features of Group Il include at least receiving direction of gaze information regarding a direction of gaze of each
participant within a representation of a virtual 3D video conference environment; estimating whether a gaze of a certain participant is
aimed towards a person located within a field of view of a visual sensing unit that also captures at least a head of the participant;
deciding whether a 3D representation of the person should appear within the virtual 3D video conference environment;, that reflects the
direction of gaze of the participant; wherein the determining, for the certain participant, of the updated 3D participant representation
information, is responsive to an outcome of the estimating and the deciding, which are not present in Groups | & [lI-VII.

The special technical features of Group lll include at least a method for sharing content during a virtual 3D video conference, the method
comprises: inviting multiple participants to join a virtual 3D video conference; creating a shared folder dedicated for storing shared
content items, wherein the shared content is accessible during at least during the virtual 3D video conference; enabling access, to the
multiple participants, to the shared folder; wherein the access is governed by one or more access control rule; wherein conducting
comprises sharing at least one of the content items, which are not present in Groups I-ll & IV-VII.

The special technical features of Group IV include at least a method for foreground and background segmentation related to a virtual
three-dimensional (3D) video conference, the method comprises: segmenting each image of multiple images of a video stream, to
segments, each segment has one or more properties that are constant; determining temporal properties of the segments; classifying
-each segment as a background segment or a foreground segment, based at least in part, on the temporal properties of the segments,
which are not present in groups I-lll & V-VII.

The special technical features of Group V include at least receiving by a user device of a first participant of the virtual 3D video
conference, reference second participant 3D representation information for generating a second participant 3D representation under
different constraints; wherein the different constraints comprise at least one out of (a) a touch up constraint, (b) a makeup constraint, and
(c) one or more circumstances constraint; receiving, by the user device of the first participant and during the 3D video conference call,
second participant constraints metadata indicative of one or more current constraints regarding a second participant; updating, based on
the second participant constraints metadata, and by the user device of the first participant, a 3D participant representation of the second
participant; and generating an avatar of the second participate based on 3D participant representation information of the second
participant, which are not present in Groups I-IV & VI-VIl.

The special technical features of Group VI include at least a method audio quality improvement related to a participant of a virtual three
dimensional (3D) video conference, the method comprises: determining participant generated audio, by a machine learning process and
based on image analysis of a video of the participant obtained during the virtual 3D video conference; and generating participant related
audio information based at [east on the participant generated audio; wherein the participant related audio information, once provided to a
computerized system of another participant, causes the computerized system of the other participant to generate participant related
audio of higher quality than participant audio when the participant audio is included in sensed audio that is sensed by an audio sensor
that is associated with the participant, which are not present in Groups |-V & VII.

The special technical features of Group VIl include at least a method for predicting behavior changes of a participant of a virtual three
dimensional (3D) video conference, the method comprises: determining, for each part of multiple parts of the virtual 3D video
conference, and by a first computerized unit, (a) a participant behavioral predictor to be applied by a second computerized unit during
the part of the virtual 3D video conference, (b) one or more prediction inaccuracies related to the applying of the participant behavioral
predictor during the part of the virtual 3D video conference, and (c) whether to generate and transmit to the second computerized unit
prediction inaccuracy metadata that is indicative of at least one prediction inaccuracy that affects a representation of the participant
within a virtual 3D video conference environment presented to another participant of the virtual 3D video conference during the part of
the virtual 3D video conference; and generating and transmitting to the second computerized unit the prediction inaccuracy metadata,
when determining to generate and transmit to the second-computerized unit prediction inaccuracy metadata, which are not present in
Groups I-VIL. .

The common technical features shared by Groups -Vl are a method for conducting a three dimensional (3D) video conference between
multiple participants, the method comprising: acquiring visual information, analyzing the visual information; generating, for at least one
participant, a representation of a virtual 3D video conference environment, based on the 3D entity representation information;
determining, for each participant, updated 3D participant representation information within the virtual 3D video conference environment;

-***.Continued Within the Next Supplemental Box-***-
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_Ekx,

-Continued from previous Supplemental Box-***-

and generating, for at least one participant, an updated representation of virtual 3D video conference environment, the updated
representation of virtual 3D video conference environment represents the updated 3D participant representation information.

However, these common features are previously disclosed by US 2014/0033044 A1 to XMOBB, INC, (hereinafter “XMOBB").

XMOBB discloses a method for conducting a 3D video conference between multiple participants (a three-dimensional platform to enable
friends to interact within a three-dimensional social venue; Abstract; para [0042]), the method comprising: acquiring visual information,
analyzing the visual information (acquiring field of view position and orientation from a streaming video of a user; para [0077]);
generating, for at least one participant, a representation of a virtual 3D video conference environment, based on the 3D entity
representation information (users in virtual scene are represented as avatars; para [0067]); determining, for each participant, updated 3D
participant representation information within the virtual 3D video conference environment and generating, for at least one participant, an
updated representation of virtual 3D video conference environment, the updated representation of virtual 3D video conference
environment represents the updated 3D participant representation information (platform three-dimensionally transforms content of
streaming video in real time to each user consistent with user's unique relative position and crientation; para [0077]).

Since the common technical features are previously disclosed by the XMOBB reference, these common features are not special and so
Groups I-VII lack unity.
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