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(57) ABSTRACT 

An automated process of assigning Storage resources to 
logical units (“LU's') is informed of contention avoidance, 
in order to yield reduced contention. LU's are defined and 
assigned to logical groups. Then a proceSS having automatic 
aspects assigns physical Storage resources to the LU's 
responsive to the LU logical groupings. In another aspect, 
the assignment of physical Storage resources is responsive to 
the logical groups in a manner Such that the LU's in one 
logical group cannot contend for physical Storage resources 
with the LU's in another group, but the LU's in a single 
group may contend with one another. In lieu of LU's being 
manually assigned to logical groups, certain contention 
avoidance relations among the LU's are defined and then an 
automated proceSS assigns the LU's to logical groups 
responsive to the contention avoidance relations. 
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MANAGING STORAGE CONTENTION IN 
AUTOMATED STORAGE SYSTEMS 

FIELD OF THE INVENTION 

0001. This invention relates to nonvolatile memory sys 
tems, Such as computer disk arrays, having data acceSS 
contention management. 

BACKGROUND OF THE INVENTION 

0002 Many software programs access data stored on 
arrays of disks, which are typically accessed via a network. 
For example, with recent the growth of the Internet and Web 
Hosts, there has been a corresponding growth in Storage 
Server applications in which Software programs access data 
on disk arrayS. Conventionally, Storage Space on each disk of 
a disk array is divided into blocks, data is assigned to Sets of 
blocks and each Set of blockS is spread acroSS a number of 
the disks. 

0003. In many cases, a network administrator has infor 
mation about the nature of the data or how the Software 
programs access the data and can use this information to 
reduce contention among accesses to the disks. As a simple 
example, consider that the administrator knows two Soft 
ware programs will commonly be running concurrently. 
Therefore, if the two programs access data that is on the 
Same Set of disks, the programs will contend for the disks 
and Slow down program execution. Furthermore, it is com 
mon that the programs will access the data as data Streams. 
During a data Stream connection to a set of blocks, the disks 
for those blocks are less available for other data transfers. 
Thus, data-stream-type transferS tend to further aggravate 
the disk contention. 

0004. If the administrator knows that the two programs 
frequently access two Sets of data which are largely different 
Sets, the administrator can use this information to assign the 
data to two different sets of disks in the disk array so that 
data accesses to the two Sets of data can be more nearly 
independent of one another. As a result, the two programs 
can run faster. Moreover, this also tends to reduce the effects 
of data loSS. 

0005. An LU is a container for data. The data is stored on 
groups of blocks on one or more disks. LU's are created and 
then data on the groups of blocks are assigned to the LUs. 
The process of assigning data blocks to LU's may be a 
tedious, time consuming and error prone manual proceSS or 
it may be a process having automatic aspects, as is described 
in the following publications, which are hereby incorporated 
herein by reference: Voigt, Ahivers, and Dolphin, U.S. Pat. 
No. 5,960,451, “System and Method for Reporting Available 
Capacity in a Data Storage System with Variable Consump 
tion Characteristics,” Sept. 28, 1999; Jacobson, Fordemwalt, 
Voigt, Nelson, Vazire, and Baird, U.S. Pat. No. 5,394,244, 
“Memory Systems with Data Storage Redundancy Manage 
ment,” Feb. 21, 1995; “HP Disk Array with AutoRAID 
Models 12 and 12H; HP 9000 Enterprise Servers and 
Workstations'; J. Wilkes, R. Golding, C. Staelin and T. 
Sullivan, “The HP AutoRAID hierarchical storage system,” 
Hewlett-Packard Laboratories, Palo Alto, Calif., SIGOPS 
95 December 1995 CO, USA; “ACM Transactions on 
Computer Systems,” vol. 14, No. 1, ACM 1996, pp. 1-27, 
Wilkes et al., “The HP AutoRAID Hierarchical Storage 
System” (0734-2071/96). The process having automatic 
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aspects is less time consuming and error prone than the 
manual process but tends either to not take into account 
certain data acceSS patterns or to require Substantial manual 
intervention to do so. Therefore a need exists to marry the 
best aspects of manual and automatic assignment of Storage 
CSOUCCS. 

SUMMARY OF THE INVENTION 

0006 The foregoing need is addressed in the present 
invention, according to which contention avoidance infor 
mation is imparted to an automated process of assigning 
Storage resources to Logical Units ("LU's). It is an objec 
tive for the more informed, automated process to yield 
reduced contention. In an aspect of the invention, LUS are 
manually defined and assigned to logical groups. That is, 
Some of the LU's are grouped together as a first logical 
group and others of the LU's are grouped together as a 
Second logical group. There may also be other LUS in a 
third logical group, and fourth logical group, and So on. Then 
a proceSS having automatic aspects assigns physical Storage 
resources to the LU's responsive to the LU logical group 
IngS. 

0007. The physical storage resources may include any 
nonvolatile, randomly accessible, rewritable mass Storage 
device which has the ability of detecting its own Storage 
failures. It includes both rotating magnetic and optical disks 
and Solid-State disks, or nonvolatile electronic Storage ele 
ments (such as PROMs, EPROMs, and EEPROMs). 
0008. As used herein, the term “automatic” refers to a 
method, apparatus or computer program product which 
proceeds or is operable to proceed or enables proceeding, 
without human intervention to Some extent and does So 
according to predetermined constraints or algorithms. 
0009. In one aspect, the assignment of physical storage 
resources is responsive to the logical groups in a manner 
Such that the LUS in one logical group cannot contend for 
physical Storage resources with the LU's in another group. 
That is, physical Storage resources are assigned to the LU's 
in the first logical group Such that the physical Storage 
resources are independent of the Storage resources assigned 
to the LU's in the Second logical group. Likewise, if there is 
a third logical group, the physical Storage resources are 
assigned to LU's in that logical group and those physical 
Storage resources are independent of the Storage resources 
assigned to the LU's in the first and Second logical groups, 
and So on for all the logical groups. While an administrator 
must assign LU's to logical groups, it is advantageous that 
the administrator does not deal with the more laborious 
assignment of physical Storage resources, but still achieves 
a reduction in contention for the physical Storage resources. 
0010. In one aspect, the process assigns physical Storage 
resources to the LU's in a manner Such that the LU's within 
a logical group are capable of contending for the physical 
Storage resources with one another. That is, for example, the 
physical Storage resources automatically assigned to a first 
LU in the first logical group are not necessarily independent 
of the physical Storage resources automatically assigned to 
a Second LU in the first logical group. 
0011. In another feature, any LU's not manually assigned 
to logical groups are deemed a default logical group, and 
when the proceSS assigns the physical Storage resources to 
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the LU's the process does this in a manner such that the LU's 
in the default logical group cannot contend for physical 
Storage resources with the LU's in the other logical groups. 
0012. As described above, LU's are manually assigned to 
logical groups with the understanding that the logical groups 
will be automatically assigned to physical Storage resources 
in Such a way that the logical groups will not contend with 
one another for physical Storage resources. In an alternative, 
in lieu of LU's being manually assigned to logical groups, 
certain contention avoidance relations among the LU's are 
manually defined and then an automated process assigns the 
LUS to logical groups. According to one feature of this 
alternative, individual pairs of LU's are manually assigned 
a contention avoidance value with respect to one another. In 
one alternative, the value is binary and designates that the 
two LU's of a pair should either avoid or else permit 
contention. Then, an automatic proceSS assigns the LU's to 
logical groups. The automatic proceSS assigns an LU to a 
logical group responsive to the LU's contention avoidance 
value with respect to other LU's already assigned to the 
logical group. 

0013 In one aspect, the automatic assigning of LU's to 
logical groups is responsive to the respective LU contention 
avoidance values in a manner Such that if a first LU has an 
“avoid contention' value with respect to a second LU, the 
first and Second LU's are assigned to different logical 
groups. Furthermore, the logical group for the first LU and 
the logical group for the Second LU are accordingly assigned 
physical Storage resources Such that the two logical groups 
do not contend for physical Storage resources with one 
another. 

0.014. In another aspect of the alternative, the automatic 
assigning of LUs to logical groups proceeds in a Serial 
fashion, according to which, a first one of the LU's is 
assigned to a logical group, then a next LU is assigned, then 
a next, and So on. Thus it is inherent in this process of 
assigning LU's to logical groups that the size of a logical 
group grows as more LU's are assigned to it during the 
process. Furthermore, each LU is assigned to the logical 
group that is the largest group, at the time of the assignment, 
among those logical groups to which the LU may correctly 
be assigned. That is, the LU may be correctly assigned only 
to a logical group having Solely LU's that are compatible 
with the contention avoidance value for the LU that is being 
assigned at the time. 
0.015. In a further aspect, the process for automatically 
assigning physical Storage resources to the LU's includes 
automatically grouping the physical Storage resources, i.e., 
assigning the physical Storage resources to physical groups 
and mapping the physical groups to the logical groups. It 
also includes mapping blocks within Such a physical group 
to the LU's within the logical group or groups mapped to the 
physical group. 

0016 Other objects and advantages of the invention will 
become apparent upon reading the following detailed 
description and upon reference to the accompanying draw 
ings. 

DESCRIPTION OF THE DRAWINGS 

0.017. The novel features believed characteristic of the 
invention are set forth in the appended claims. The invention 
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itself, however, as well as a preferred mode of use, further 
objectives and advantages thereof, will best be understood 
by reference to the following detailed description of an 
illustrative embodiment when read in conjunction with the 
accompanying drawings, wherein: 
0018 FIG. 1 illustrates logical groups and physical 
groups, according to an embodiment of the invention. 
0019 FIG. 2 illustrates a contention avoidance matrix, 
according to an embodiment. 
0020 FIG. 3 illustrates a main algorithm for assigning 
logical units to logical groups, according to an embodiment 
of the invention. 

0021 FIG. 4 illustrates a “place” function, according to 
an embodiment. 

0022 FIG. 5 illustrates an "avoid” function, according to 
an embodiment. 

0023 FIG. 6 illustrates a sequence of assignments of 
logical units to logical groups, according to an embodiment. 
0024 FIG. 7 illustrates a computer system generally 
applicable for the embodiments described herein. 
0025 FIG. 8 shows, in more detail, the host computer 
and data storage system of the system of FIG. 7. 
0026 FIG. 9 illustrates an algorithm for assigning physi 
cal disks to logical groups, according to an embodiment. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0027. In the following detailed description of the pre 
ferred embodiments, reference is made to the accompanying 
drawings illustrating embodiments in which the invention 
may be practiced. It should be understood that other embodi 
ments may be utilized and changes may be made without 
departing from the Scope of the present invention. 
0028. While the invention is susceptible to various modi 
fications and alternative forms, specific embodiments 
thereof are shown by way of example in the drawings and 
will be described herein in detail. It should be understood, 
however, that the drawings and detailed description thereto 
are not intended to limit the invention to the particular form 
disclosed, but on the contrary, the intention is to cover all 
modifications, equivalents and alternatives falling within the 
Spirit and Scope of the present invention as defined by the 
appended claims. 
0029 Referring now to FIG. 1, aspects of the invention 
are illustrated, according to an embodiment. AS shown, LUS 
are grouped in logical groups. This grouping is done manu 
ally in one embodiment. 
0030. In another embodiment, described later hereinbe 
low, certain aspects of the grouping are automated. LU0, 
LU3 and LU4 are shown grouped together as a first logical 
group 110. LU1 and LU2 are grouped together as a Second 
logical group 120. LU5 is assigned to a third logical group 
130. In this illustration there are only three logical groups, 
but it should be understood that there could be a fourth 
logical group, a fifth logical group, and So on. 
0031. In the embodiment shown, physical storage 
resources are data blocks on disks. For example, disk 180, 
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in the first physical group 140, is shown with four data 
blocks, one typical one of which, data block 181, is specifi 
cally numbered in FIG. 1. Also numbered, in the third 
physical group 160, is a typical RAID stripe 161, which 
includes the bottom data blocks on the two disks in the group 
160. FIG. 1 illustrates assignment of these physical storage 
resources to the LU's responsive to the LU logical groupings 
in a manner Such that the LUS in one logical group cannot 
contend for physical Storage resources with the LU's in 
another group. That is, a first physical group of diskS 140 is 
assigned to the first logical group 110. The first physical 
group 140 is independent of the Second physical group of 
diskS 150 assigned to the Second logical group 120, Since 
neither of the physical groups have disks in common. 
Likewise, a third physical disk group 160 is assigned to the 
third logical group 130. The third physical group is inde 
pendent of the physical disk groups 140 and 150 assigned to 
the LU's in the first and second logical groups 110 and 120 
respectively, Since the third physical group does not have 
any disks in common with the first two physical groupS. 
Later hereinbelow an embodiment is described that concerns 
further details about how physical resource groups are 
assigned to LU's. 

0032. Note that in an embodiment, physical groups are 
RAID redundancy groups acroSS which Striping and redun 
dancy are employed. All of the disks in a RAID Stripe are in 
one RAID group. As shown in the embodiment of FIG. 1, 
the bottom Stripe of each disk in physical group 1 is assigned 
to LU4, the second stripe from the bottom of each disk is 
assigned to LU3, and the third stripe from the bottom is 
assigned to LU0. However, it is not meant to imply that the 
Same block on each disk must be assigned to an LU. Disk 
blockS may be assigned to an LU in any pattern consistent 
with RAID algorithms. The capacity of a disk group is the 
net capacity after Subtracting physical capacity that is used 
for redundancy in a given RAID mode. 

0033. Note also that in this embodiment, the physical 
disk groups are assigned to the LU's in a manner Such that 
the LU's within a logical group are capable of contending 
with one another for the disks in the physical disk group. 
That is, for example, data blocks on disks 170, 175 and 180 
are assigned to LU0 in the first logical group 110, while 
other data blocks on the same disks 170, 175 and 180 are 
assigned to LU3, and still other data blocks on the same 
disks 170, 175 and 180 are assigned to LU4 in the same 
logical group 110. Thus LU0, LU3 and LU4 can contend 
with one another for the same disks 170, 175 and 180. 

0034. In one feature, any LU's not manually assigned to 
logical groups are deemed to be a default logical group, and 
when the automatic proceSS assigns the physical Storage 
resources to the LU's the process does this in a manner Such 
that the LU's in the default logical group cannot contend for 
physical Storage resources with the LU's in the other logical 
groups. For example, in FIG. 1, LU5 may not have been 
manually assigned to any logical group, in which case the 
automatic process assigned LU5 to the third physical disk 
group 160, which is independent of the first and second disk 
groups 140 and 150. 

0035) Referring now to FIG. 2, a contention matrix 200 
is illustrated. The contention matrix is a tool for automati 
cally assigning LU's to logical groups. The contention 
matrix 200 of FIG. 2 defines certain contention avoidance 
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relations among the LU's shown in FIG. 1. Then an auto 
mated proceSS assigns the LU's to logical groups responsive 
to these predetermined contention avoidance relations. In 
the contention matrix 200, individual pairs of LU's are 
assigned a contention avoidance value with respect to one 
another. In the embodiment of FIG. 2, the value is binary 
and designates that the two LU's of a pair should either 
avoid contention, which is represented by an entry “A” in 
the matrix 200, or else permit contention, which is repre 
sented by no entry in the matrix 200. Thus, proceeding 
across the columns of the matrix 200 of FIG. 2, the first 
column of matrix 200 indicates that LU0 has contention 
avoidance values of “A” with respect to LU1, LU2 and LU5, 
and should therefore avoid contention with these LUs. The 
next column indicates LU1 has contention avoidance values 
of “A” with respect to LU3 and LU5. The next column 
indicates LU2 also has contention avoidance values of “A” 
with respect to LU3 and LU5. The next column indicates 
LU3 has a contention avoidance value of “A” with respect 
to LU5. The next column indicates LU4 also has a conten 
tion avoidance value of “A” with respect to LU5. (Note that 
these contention relations among LU5 and all the other LU's 
could either result from a manual assignment of these 
relations, or could arise from LU5 being defined by default, 
as described in the immediately preceding paragraph, 
according to which a logical group is assigned to LU5 by 
default and is deemed to require contention avoidance with 
all the other LU's.) 
0036). According to an embodiment, after the contention 
matrix 200 has been defined, an automatic process assigns 
the LU's to logical groups responsive to each individual 
LU's respective contention avoidance value. In one Such 
embodiment, this is done in a manner Such that if a first LU 
has an "avoid contention' value with respect to a Second LU, 
i.e., an “A” entry in the matrix 200 at the intersection of the 
indices for the first and second LU's, the first and second 
LU's are assigned to different logical groups. Furthermore, 
the logical group for the first LU and the logical group for 
the Second LU are accordingly assigned physical Storage 
resources Such that the two logical groups do not contend for 
physical Storage resources with one another. 

0037. This may be better understood with reference to 
both FIGS. 1 and 2, as follows. As previously stated, the 
matrix 200 of FIG. 2 indicates that LU0 should avoid 
contention with LU1, LU2 and LU5. Thus, LU0 is assigned 
to a logical group 120 with solely LU3 and LU4, the only 
other LU's with which LU0 is compatible, that is, the only 
other LU's having no contention avoidance value of “A” 
with respect to LU0. Further, as shown in FIG. 1, according 
to this embodiment physical disk groups are assigned to 
logical groups with a one-to-one correspondence. Accord 
ingly, physical disk groups 140, 150 and 160 are assigned 
exclusively to logical groups 110, 120 and 130 respectively. 
Thus, with these logical group and physical group assign 
ments neither LU1, LU2 nor LU5 can contend with LU0 for 
the disks of the first disk group 140. Likewise, the matrix 
200 of FIG. 2 indicates that LU1 should avoid contention 
with LU3 and LU5 and is compatible with LU2 and LU4, so 
LU1 is assigned to a Second logical group 120 having LU2, 
and this logical group 120 is assigned exclusively to the 
second disk group 150. Finally, the only remaining LU is 
LU5, and matrix 200 of FIG. 2 indicates that LU5 should 
avoid contention with LU0, LU1, LU2, LU3 and LU4, So 
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LU5 is assigned to its own logical group 130, which is 
exclusively assigned to the third physical disk group 160. 

0038. The method set out in FIGS. 3 through 5 for 
automatically assigning LU's to logical groups results in 
assigning a first one of the LU's to a logical group at a first 
time, then a next one of the LU's at a next time, and So on. 
Furthermore, during the assigning of LU's to logical groups, 
the size of a logical group grows as more LU's are assigned 
to the logical group, and each LU is assigned, at the time of 
its respective assignment, to a logical group that is largest 
among those logical groups having Solely LU's compatible 
with the contention avoidance value for the LU that is being 
assigned at the time. Referring now to FIG. 3, method 
aspects are illustrated for a main routine 300 for automati 
cally assigning LUs to logical groups, according to an 
embodiment. According to the routine 300 the assigning 
proceeds in a Serial fashion. That is, after beginning, at 310, 
a variable “Current LU' is initialized at 320 to a first LU, 
e.g. LU0 in FIG. 1. Then, at 330, the “place” function is 
called for assigning the first LU to a logical group. It is 
inherent in this process of assigning LU's to logical groups 
that the size of a logical group grows as more LU's are 
assigned to it during the process. It is advantageous in at 
least Some respects to assign each LU to the logical group 
that is the largest group, i.e., that has the largest capacity, at 
the time of the assignment, among those logical groups to 
which the LU may correctly be assigned. Larger disk groups 
have larger Stripe sizes, yielding larger net capacity per 
physical disk in the group. This is a reason for biasing LU 
groups in favor of larger groups. The capacity of an LU 
group is the Sum of the capacities of the LU's in the group. 

0039. In order to ensure that the next LU is assigned to 
the biggest logical group, the logical groups are Sorted, at 
340, in order of their size, with the largest logical group first. 
Then, at 350, if the LU assigned to variable Current LU is 
the last logical group, the routine 300 ends at 370. Other 
wise, the next LU is assigned to Current LU at 360, and the 
place function is again called at 330, to assign the next LU 
to a logical group, and So on. 

0040. Referring now to FIG. 4, method aspects are 
illustrated for the “place” function 400, according to an 
embodiment. After beginning at 410, the function 400 
initializes the variable “Current Logical Group” to the first 
logical group at 420, which is the largest of the logical 
groups due to the sorting at 340 (FIG. 3). Then, at 430, the 
"avoid” function is called. If, at 440, the avoid function 
returns a value of “False' for the variable "avoid,” then at 
450 the current LU is inserted into the current logical group, 
and the function returns at 490. If, at 440, the avoid function 
returns a value of “True” for the variable "avoid,” then if the 
current logical group is not the last, at 460, the Current 
Logical Group is Set to the next logical group, at 470, and the 
avoid function is called again at 430, and so on. If the 
function 400 has proceeded serially through all the logical 
groups without finding one to insert the current LU into, So 
that at 460 the current logical group is the last, then a new 
logical group is created at 480, the current LU is inserted 
into the new logical group, at 485, and the function 400 
returns at 490. 

0041 Referring now to FIG. 5, method aspects are 
illustrated for the “avoid” function 500, according to an 
embodiment. After beginning, at 510, the function 500 then 
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initializes, at 520, a variable “Eval LU” to the first LU in the 
current logical group. Then, at 530, the contention avoidance 
value in the contention matrix 200 (FIG. 2) is checked for 
the LU which is being placed, i.e., variable Current LU set 
by main routine 300 (FIG.3), and the current Eval LU of the 
current logical group. That is, if the Subject LU pair, 
“Current LU, Eval LU,” have a contention avoidance value 
of “avoid,” then the function 500 returns a value of “True” 
for variable “avoid” at 540, and then returns at 580. If the 
Subject LU pair have a contention avoidance value that is not 
“avoid” then, if the LU assigned to variable Eval LU is not 
the last LU in the current logical group, at 550, the variable 
Eval LU is set to the next LU at 560, and the contention 
avoidance value is looked up for the new LU pair at 530, and 
So on. If the last LU in the current logical group has been 
reached at 550, then the “avoid” variable is set to “false,” 
and the function 500 returns at 580. 

0042 FIGS. 3 through 5 have illustrated method steps 
for assigning an LU to the largest logical group having 
Solely LU's compatible with the current LU being assigned. 
The method may be better understood with reference to 
FIG. 6 as follows. 

0043. In the example of FIG. 6, the LU's are all the same 
size, except LU3, which is larger than any of the others. LU0 
is the first logical Storage unit to be assigned to a logical 
group in accordance with the algorithms set out in FIGS. 3 
through 5. Since there are no logical groups initially 
defined, a first logical group 110 is defined for LU0. Next, 
LU1 is assigned. In accordance with the algorithms, the 
contention avoidance value for LU1 with respect to the LUs 
in the only existing logical group, i.e., LU0 in the first 
logical group 110, is checked for compatibility. Since the 
value in the matrix 200 (FIG.2) for this pair of LU's is “A,” 
LU0 and LU1 are not compatible, and since there is no other 
logical group at this time, a Second logical group 120 is 
created and LU1 is assigned to it. Next, the logical groups 
110 and 120 are sorted in order of size, so that the first 
logical group considered for the next placement is the 
largest. However, since both LU0 and LU1 are the same 
size, the logical groups at this point are also the same size, 
so the order of the logical groups 110 and 120 is inconse 
quential at this time. 
0044) Next placement of LU2 is considered. Since LU2 
and LU0 are incompatible, and LU2 and LU1 are compat 
ible, LU2 is assigned to the Second logical group 120 with 
LU2. Then the groups 110 and 120 are sorted again. At this 
point, the Second logical group 120 is ordered first, Since it 
has two LU's, each of the same size as the one LU in first 
logical group 110, and is therefore bigger than the first 
logical group 110. 

0045 Next LU3 is placed, i.e., assigned in the fourth 
assignment. Consideration is first given to assigning LU3 to 
the Second logical group 120, due to the larger Size of the 
second logical group 120, but the contention matrix 200 
(FIG. 2) dictates that LU3 must avoid LU1 and LU2, which 
are in the Second logical group 120. So, LU3 is instead 
assigned to the first logical group 110. 
0046) Next, the logical groups are sorted again. The first 
logical group 110 now has LU0 and LU3, and the second 
logical group 120 now has LU1 and LU2, so the first logical 
group 110 is now bigger than the Second logical group 120. 
Therefore, the first logical group 110 comes up first in the 
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Sorting, and is assigned the next LU, provided that the 
contention matrix 200 permits. With respect to contention, 
LU4 could go in any logical group, SOLU4 is assigned in the 
fifth assignment to the first logical group 110, because it is 
the largest. 
0047 Next, the logical groups are sorted again. However, 
the contention matrix 200 dictates that the last LU, LU5 
must avoid contention with all the other LU's, so a third 
logical group 130 is created for the Sixth assignment, and 
LU5 is assigned to it. 
0048 Referring now to FIG. 9, an algorithm 900 is 
shown, beginning at 905, for assigning physical Storage 
resources, i.e., disks to logical groups, according to an 
embodiment. The available disks which may be assigned to 
logical groups are Sorted, at 910, in order of capacity, with 
the largest disk first. Then, at 915, the current disk variable 
is Set to the first disk, and at 920, the current logical group 
is Set to the first logical group. Next, at 925, a disk group is 
created. Then, at 930, the disk group is associated with the 
current logical group. And, at 935, the current disk is 
assigned to the disk group. 
0049) If, at 940, the capacity of the current logical group 
has been met, that is, if the capacity of the physical disks 
which at this point have now been associated with the logical 
group is sufficient, then at 960 the algorithm 900 checks to 
See if all logical groups have been handled. 
0050. If all logical groups have been handled, the algo 
rithm 900 ends at 970. If all logical groups have not yet been 
handled, then at 960 the algorithm branches to step 965, at 
which point the current logical group is Set to the next 
logical group. Then, at 925, another disk group is created, 
and So on. 

0051) If, at 940, the capacity of the logical group has not 
yet been met, the algorithm branches to 945, at which point 
it is determined whether there are any remaining disks 
available for assigning to logical groups. If there are no more 
disks available, then at 955 the algorithm returns a message 
indicating that it has failed to Satisfy the capacity required. 
That is, there were not enough disks available. If, on the 
other hand, there are more disks available, as determined in 
step 945, then at 950 the current disk is set to the next disk, 
the new current disk is assigned, at step 93.5 to the current 
disk group, and So on. 
0.052 Referring now to FIG. 7, a computer system 20 is 
shown having a host computer 22 connected to a data 
Storage System 24 via an I/O interface buS 26. Instances of 
this System 20 are generally applicable for the embodiments 
described herein. Host computer 22 is a general purpose 
computer that can be configured, for example, as a Server or 
WorkStation. Computer 22 has a visual display monitor 28, 
a central processing unit (CPU) 30, a keyboard 32, and a 
mouse 34. Other data entry and output peripherals may also 
be included, such as a printer, tape, CD-ROM, network 
interfaces, and so forth. In FIG. 7, the host computer 22 is 
coupled to a network 36 to Serve data from the data Storage 
System 24 to one or more clients (not shown). 
0053. The data storage system 24 holds user data and 
other information. In an embodiment, the data Storage 
system 24 is a hierarchical RAID system that is capable of 
Storing data according to different redundancy Schemes. The 
host computer 22 provides an interface for an administrator 
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to configure the memory Space in the RAID System 24, run 
diagnostics, evaluate performance, and otherwise manage 
the RAID storage system. 
0054 According to one particular aspect of this inven 
tion, the host computer 22 enables the administrator to 
propose different memory configurations for the data Storage 
System 24 during ongoing operation. For example, the 
administrator can define and Specify characteristics of one or 
more LU's, including the contention avoidance values for 
the respective pairs of LU's. This can be done for hypo 
thetical LU's, Such as for Study purposes, or the LU's can be 
actually created. 

0055 FIG. 8 shows the host computer 22 and data 
Storage System 24 in more detail. The computer 22 has a 
processor 40, a volatile memory 42 (i.e., RAM), a keyboard 
32, a mouse 34, a nonvolatile memory 44 (e.g., ROM, hard 
disk, floppy disk, CD-ROM, etc.), and a display 28. An 
administrator module 46 is stored in memory 44 and 
executes on processor 40. 
0056. The data storage system 24 has a disk array 50 with 
multiple Storage diskS 52, a disk array controller 54, and a 
RAID management system 56. The disk array controller 54 
is coupled to the disk array 50 via one or more interface 
buses 58, such as a small computer system interface (SCSI). 
The RAID management system 56 is coupled to the disk 
array controller 54 via an interface protocol 60. It is noted 
that the RAID management system 56 can be embodied as 
a separate component (as shown), or within the disk array 
controller 54, or within the host computer 22. The RAID 
management System 56 is preferably a Software module that 
runs on the processing unit of the data Storage System 24, or 
on the processor 40 of the computer 22. 

0057 The disk array controller 54 coordinates data trans 
fer to and from the disk array 50. The disk array controller 
54 is implemented as dual controllers having a first disk 
array controller 54a and a second disk array controller 54b. 
The dual controllers enhance reliability by providing con 
tinuous backup and redundancy in the event that one con 
troller becomes inoperable. The dual controllers 54a and 54b 
have nonvolatile RAM (NVRAM) 62a and 62b to provide 
cache memory, which is further presented to the user as part 
of the Storage Space. 

0.058. The disk array 50 can be characterized as different 
Storage spaces, including its physical Storage groups (FIG. 
1) and one or more logical Storage groups (FIG. 1) each 
having one or more LU's (FIG. 1). Maps relate the various 
views of storage. The RAID management system 56 man 
ages how user data is Stored in the Storage Spaces according 
to different redundancy Schemes, automatically assigns 
LU's to logical groups, logical groups to physical groups, 
LU's to data blocks, and so on, as described herein. U.S. Pat. 
No. 5,960,451 describes an administrator tool relating to 
these matters in more detail. This incorporated patent has a 
more detailed discussion of administration. 

0059 Those of ordinary skill in the art will appreciate 
that the hardware in FIGS. 7 and 8 may vary depending on 
the implementation. For example, other peripheral devices, 
Such as optical disk drives and the like, may be used in 
addition to or in place of the hardware depicted. The 
depicted example is not meant to imply architectural limi 
tations with respect to the present invention. 
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0060. It is also important to note that while the present 
invention has been described in the context of a fully 
functioning data processing System, those of ordinary skill 
in the art will appreciate that the processes of the present 
invention are capable of being distributed in the form of a 
computer readable medium of instructions and a variety of 
forms and that the present invention applies equally regard 
less of the particular type of Signal bearing media actually 
used to carry out the distribution. Examples of computer 
readable media include recordable-type media Such a floppy 
disc, a hard disk drive, a RAM, and CD-ROMs and trans 
mission-type media Such as digital and analog communica 
tions linkS. 

0061. It should be understood from the foregoing, that it 
is a particular advantage of the invention that contention for 
Storage resources is reduced with little human effort. 
0062) The description of the present embodiment has 
been presented for purposes of illustration, but is not 
intended to be exhaustive or to limit the invention to the 
form disclosed. Many modifications and variations will be 
apparent to those of ordinary skill in the art. For example, it 
should be understood that while contention avoidance values 
are binary and designates that the two LU's of a pair should 
either avoid or else permit contention, it would be within the 
Spirit and Scope of the invention to encompass an embodi 
ment wherein the values could be non-binary. For example, 
the contention avoidance values in the contention matrix 
could represent degrees of avoidance on a sliding Scale, Such 
as a Scale of one to ten, rather than having merely a binary 
value representing “avoid” or “permit contention. Also, the 
algorithms shown in FIGS. 3 through 5 for assigning LU's 
to logical groups are exemplary bin packing algorithms. 
Variations of these algorithms could be used and still 
achieve the contention constraints Set out herein. 

0.063. Further, as has been described, the process for 
automatically assigning physical Storage resources to the 
LUS includes automatically grouping the physical Storage 
resources, i.e., assigning the physical Storage resources to 
physical groups, and one embodiment has been described 
according to which the physical Storage groups are assigned 
to logical groups on a one-to-one correspondence basis. It 
should be understood that this is not necessarily the only 
possibility. For example, there could be multiple physical 
groups assigned to a Single logical group. 

0064. To reiterate, the embodiments were chosen and 
described in order to best explain the principles of the 
invention, the practical application, and to enable others of 
ordinary skill in the art to understand the invention. Various 
other embodiments having various modifications may be 
Suited to a particular use contemplated, but may be within 
the Scope of the present invention. 
What is claimed is: 

1. A method for managing Storage contention in an 
automated Storage System, the method comprising the Steps 
of: 

a) assigning logical Storage units (“LU's') to logical 
groups, wherein Some of the LU's are grouped together 
as a first logical group, and others of the LU's are 
grouped together as a Second logical group; and 

b) assigning physical Storage resources responsive to the 
LU logical groupings, wherein the physical Storage 
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resources assigned to the LU's in the first logical group 
are independent of the physical Storage resources 
assigned to the LUS in the Second logic group, So that 
the LU's in the first logical group cannot contend for 
physical Storage resources with the LU's in the Second 
logical group. 

2. The method of claim 1, wherein Step a) comprises 
assigning one of the LU's to a third logical group, and Step 
b) comprises assigning the LU's in the third logical group to 
physical Storage resources that are independent of the Stor 
age resources assigned to the LUS in the first and Second 
logical groups. 

3. The method of claim 1, wherein step b) comprises 
assigning physical Storage resources to the LU's Such that 
the LU's within the first logical group are capable of 
contending with one another for the physical Storage 
resources, and the LU's within the Second logical group are 
capable of contending with one another for the physical 
Storage reSources. 

4. The method of claim 1, wherein step b) comprises 
assigning the physical Storage resources to physical groups, 
and assigning a first one of the physical groups to the first 
LU logical group and a Second one of the physical groups to 
the Second LU logical group, So that there is a one-to-one 
correspondence of physical groupS and logical groups. 

5. The method of claim 1, wherein the assigning in Step 
a) comprises manually assigning LUs to logical groups, and 
wherein any LU's not manually assigned to logical groups 
are automatically assigned as a default logical group, and 
wherein Step b) comprises assigning the physical Storage 
resources to the LU's such that the LU's in the default 
logical group are assigned to physical Storage resources that 
are independent of the Storage resources assigned to the 
LUS in the first and Second logic groups, So that the LU's 
in the default logical group cannot contend for physical 
Storage resources with the LU's in the first and Second 
logical groups. 

6. The method of claim 1, wherein step a) comprises 
automatically assigning the LU's to the logical groups 
responsive to predetermined contention avoidance relations 
among the LUS. 

7. The method of claim 6, wherein the contention avoid 
ance relations include contention avoidance values for 
respective pairs of LU's. 

8. The method of claim 7, wherein automatically assign 
ing the LU's to the logical groups responsive to predeter 
mined contention avoidance relations among the LU's com 
prises assigning one of the LU's to a logical group 
responsive to the LU's contention avoidance values with 
respect to other LU's already assigned to the logical group. 

9. The method of claim 6, wherein the automatic assign 
ing of LU's to logical groups comprises assigning a first one 
of the LU's to a logical group at a first time, then a next one 
of the LU's at a next time, So that during the assigning of 
LUS to logical groups the Size of a logical group grows as 
more LU's are assigned to the logical group, and wherein 
each LU is assigned, at the time of its respective assignment, 
to a logical group that is largest among those logical groups 
having solely LU's compatible with the contention avoid 
ance value for the LU that is being assigned at the time. 

10. An apparatus for managing Storage contention in an 
automated Storage System, the apparatus comprising: 

a processor coupled to a storage device, wherein the 
Storage device is for Storing a program for controlling 
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the processor, and wherein the processor is operative 
with the Storage device to execute the program for 
performing the Steps of 
a) assigning logical Storage units ("LUs) to logical 

groups, wherein Some of the LU's are grouped 
together as a first logical group, and others of the 
LUS are grouped together as a Second logical group; 
and 

b) assigning physical Storage resources responsive to 
the LU logical groupings, wherein the physical Stor 
age resources assigned to the LU's in the first logical 
group are independent of the physical Storage 
resources assigned to the LU's in the Second logic 
group, So that the LU's in the first logical group 
cannot contend for physical Storage resources with 
the LU's in the Second logical group. 

11. The apparatus of claim 10, wherein step a) comprises 
automatically assigning the LU's to the logical groups 
responsive to predetermined contention avoidance relations 
among the LUS. 

12. The apparatus of claim 11, wherein the contention 
avoidance relations include contention avoidance values for 
respective pairs of LU's. 

13. The apparatus of claim 12, wherein automatically 
assigning the LU's to the logical groups responsive to 
predetermined contention avoidance relations among the 
LU's comprises assigning one of the LUS to a logical group 
responsive to the LU's contention avoidance values with 
respect to other LU's already assigned to the logical group. 

14. The apparatus of claim 11, wherein the automatic 
assigning of LUs to logical groups comprises assigning a 
first one of the LU's to a logical group at a first time, then 
a next one of the LU's at a next time, So that during the 
assigning of LU's to logical groups the Size of a logical 
group grows as more LU's are assigned to the logical group, 
and wherein each LU is assigned, at the time of its respective 
assignment, to a logical group that is largest among those 
logical groups having Solely LU's compatible with the 
contention avoidance value for the LU that is being assigned 
at the time. 

15. A computer program product for managing Storage 
contention in an automated Storage System, the computer 
program product comprising: 

a) instructions for assigning logical Storage units ("LUS) 
to logical groups, wherein Some of the LU's are 
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grouped together as a first logical group, and others of 
the LU's are grouped together as a Second logical 
group; and 

b) instructions for assigning physical storage resources 
responsive to the LU logical groupings, wherein the 
physical Storage resources assigned to the LU's in the 
first logical group are independent of the physical 
Storage resources assigned to the LUS in the Second 
logic group, So that the LUS in the first logical group 
cannot contend for physical Storage resources with the 
LUS in the Second logical group. 

16. The computer program product of claim 15, wherein 
a) comprises instructions for automatically assigning the 
LUS to the logical groups responsive to predetermined 
contention avoidance relations among the LU's. 

17. The computer program product of claim 16, wherein 
the contention avoidance relations include contention avoid 
ance values for respective pairs of LU's. 

18. The computer program product of claim 17, wherein 
automatically assigning the LU's to the logical groups 
responsive to predetermined contention avoidance relations 
among the LU's comprises assigning one of the LU's to a 
logical group responsive to the LU's contention avoidance 
values with respect to other LU's already assigned to the 
logical group. 

19. The computer program product of claim 16, wherein 
the automatic assigning of LUS to logical groups comprises 
assigning a first one of the LUs to a logical group at a first 
time, then a next one of the LU's at a next time, So that 
during the assigning of LU's to logical groups the size of a 
logical group grows as more LU's are assigned to the logical 
group, and wherein each LU is assigned, at the time of its 
respective assignment, to a logical group that is largest 
among those logical groups having Solely LU's compatible 
with the contention avoidance value for the LU that is being 
assigned at the time. 

20. The computer program product of claim 15, wherein 
b) comprises instructions for assigning physical Storage 
resources to the LU's Such that the LU's within the first 
logical group are capable of contending with one another for 
the physical Storage resources, and the LU's within the 
Second logical group are capable of contending with one 
another for the physical Storage resources. 
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