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(54) ENABLING A BULK RELEASE OF MULTIPLE LOGINS FOR A SERVER DEVICE

(57) A network device may receive, from endpoint
devices, login requests for a server device and may es-
tablish logins with the server device based on the login
requests. The network device may generate a discover
message with a bulk release message indicating that the
network device is capable of bulk release and including
an identifier of the network device. The network device
may include the address of the network device in the bulk
release message based on the address of the network

device not being shared across interfaces of the network
device or may include a group identifier for the endpoint
devices in the bulk release message based on the ad-
dress of the network device being shared across the in-
terfaces. The network device may provide the bulk re-
lease message to the server device based on determin-
ing that a restart of components of the network device is
to occur.
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Description

BACKGROUND

[0001] The dynamic host configuration protocol (DH-
CP) is a network management protocol used on Internet
protocol (IP) networks for automatically assigning IP ad-
dresses and other communication parameters to devices
connected to the network using a client-server architec-
ture.

SUMMARY

[0002] Particular aspects are set out in the appended
independent claims. Various optional embodiments are
set out in the dependent claims.
[0003] Some implementations described herein relate
to a method. The method may include receiving, from a
plurality of endpoint devices, a plurality of login requests
for a server device and establishing a plurality of logins
with the server device based on the plurality of login re-
quests. The method may include generating a discover
message with a bulk release message indicating that the
network device is capable of bulk release and including
an identifier of the network device in the bulk release
message. The method may include determining whether
an address of the network device is shared across inter-
faces of the network device with the plurality of endpoint
devices. The method may include selectively including
the address of the network device in the bulk release
message based on the address of the network device
not being shared across the interfaces of the network
device, or including a group identifier for the plurality of
endpoint devices in the bulk release message based on
the address of the network device being shared across
the interfaces of the network device. The method may
include determining that a restart of one or more compo-
nents of the network device is to occur and providing the
bulk release message to the server device based on de-
termining that the restart of the one or more components
of the network device is to occur.
[0004] Some implementations described herein relate
to a network device. The network device may include one
or more memories and one or more processors. The one
or more processors may be configured to receive, from
a plurality of endpoint devices, a plurality of login requests
for a server device and establish a plurality of logins with
the server device based on the plurality of login requests.
The one or more processors may be configured to include
an identifier of the network device in a bulk release mes-
sage indicating that the network device is capable of bulk
release and determine whether an address of the net-
work device is shared across interfaces of the network
device with the plurality of endpoint devices. The one or
more processors may be configured to selectively include
the address of the network device in the bulk release
message based on the address of the network device
not being shared across the interfaces of the network

device, or include a group identifier for the plurality of
endpoint devices in the bulk release message based on
the address of the network device being shared across
the interfaces of the network device. The one or more
processors may be configured to determine that a restart
of one or more components of the network device is to
occur and provide the bulk release message to the server
device based on determining that the restart of the one
or more components of the network device is to occur.
[0005] Some implementations described herein relate
to a computer-readable medium that comprises a set of
instructions. The set of instructions, when executed by
one or more processors of a network device, may cause
the network device to receive, from a plurality of endpoint
devices, a plurality of login requests for a server device
and establish a plurality of logins with the server device
based on the plurality of login requests. The set of in-
structions, when executed by one or more processors of
the network device, may cause the network device to
generate a discover message with a bulk release mes-
sage indicating that the network device is capable of bulk
release and include an identifier of the network device in
the bulk release message. The set of instructions, when
executed by one or more processors of the network de-
vice, may cause the network device to selectively include
the address of the network device in the bulk release
message based on the address of the network device
not being shared across interfaces of the network device,
or include a group identifier for the plurality of endpoint
devices in the bulk release message based on the ad-
dress of the network device being shared across the in-
terfaces of the network device. The set of instructions,
when executed by one or more processors of the network
device, may cause the network device to provide the bulk
release message to the server device based on deter-
mining that a restart of one or more components of the
network device is to occur and perform a single logout
for the plurality of logins based on the bulk release mes-
sage and based on the server device being capable of
bulk release.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006]

Figs. 1A-1E are diagrams of an example associated
with enabling a bulk release of multiple logins for a
server device.
Fig. 2 is a diagram of an example environment in
which systems and/or methods described herein
may be implemented.
Figs. 3 and 4 are diagrams of example components
of one or more devices of Fig. 2.
Fig. 5 is a flowchart of an example process for ena-
bling a bulk release of multiple logins for a server
device.
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DETAILED DESCRIPTION

[0007] The following detailed description of example
implementations refers to the accompanying drawings.
The same reference numbers in different drawings may
identify the same or similar elements.
[0008] Current client-server architectures for dynamic
host configuration protocol (DHCP) provide a network
device (e.g., a broadband network gateway or a DHCP
relay) between endpoint devices (e.g., clients) and a
server device (e.g., a DHCP server). For example, the
network device may support a large quantity (e.g., thou-
sands) of endpoint devices and may receive a large quan-
tity (e.g., thousands) of corresponding login requests
from the endpoint devices. The network device may es-
tablish a large quantity (e.g., thousands) of correspond-
ing logins with the server device, based on the login re-
quests, so that endpoint devices may communicate with
the server device. When one or more components (e.g.,
line cards, flexible physical interface card (PIC) concen-
trators, and/or the like) of the network device restarts or
power cycles, the network device may generate a large
quantity (e.g., thousands) of logout release messages.
The network device may attempt to provide the logout
release messages to the server device, but the logout
release messages may be dropped due to distributed
denial of service (DDOS) prevention mechanisms, cyber-
physical systems (CPS) attack prevention mechanisms,
and/or the like.
[0009] Thus, current techniques for providing client-
server architectures for DHCP consume computing re-
sources (e.g., processing resources, memory resources,
communication resources, and/or the like), networking
resources, and/or the like, associated with expending
hardware processing resources of a network device
caused by generating the large quantity of logout release
messages, losing the large quantity of logout release
messages due to DDOS prevention mechanisms or CPS
attack mechanisms, failing to release resources of the
server device due to losing the large quantity of logout
release messages, and/or the like.
[0010] Some implementations described herein relate
to a network device that enables a bulk release of multiple
logins for a server device. For example, a network device
may receive, from a plurality of endpoint devices, a plu-
rality of login requests for a server device and may es-
tablish a plurality of logins with the server device based
on the plurality of login requests. The network device may
generate a discover message with a bulk release mes-
sage indicating that the network device is capable of bulk
release and may include an identifier of the network de-
vice in the bulk release message. The network device
may selectively include the address of the network device
in the bulk release message based on the address of the
network device not being shared across interfaces of the
network device, or may include a group identifier for the
plurality of endpoint devices in the bulk release message
based on the address of the network device being shared

across the interfaces of the network device. The network
device may provide the bulk release message to the serv-
er device based on determining that a restart of one or
more components of the network device is to occur and
may perform a single logout for the plurality of logins
based on the bulk release message and based on the
server device being capable of bulk release.
[0011] In this way, the network device enables a bulk
release of multiple logins for a server device. For exam-
ple, by enabling the bulk release of multiple logins for the
server device, the network device may reduce a quantity
of logout release messages (e.g., DHCP logout release
messages) from being flooded in a network. The network
device may utilize an address and an identifier of the
network device, or a group identifier for endpoint devices
and the identifier of the network device, to enable a bulk
release of multiple logins by the endpoint devices with
the server device (e.g., instead of utilizing individual iden-
tifiers of the endpoint devices). Thus, the network device
conserves computing resources, networking resources,
and/or the like that would otherwise have been consumed
by expending hardware processing resources of a net-
work device caused by generating the large quantity of
logout release messages, losing the large quantity of lo-
gout release messages due to DDOS prevention mech-
anisms or CPS attack mechanisms, failing to release re-
sources of the server device due to losing the large quan-
tity of logout release messages, and/or the like.
[0012] Figs. 1A-1E are diagrams of an example 100
associated with enabling a bulk release of multiple logins
for a server device. As shown in Figs. 1A-1E, example
100 includes a plurality of endpoint devices, a server de-
vice, and a network with a plurality of network devices.
In some implementations, the endpoint devices may cor-
respond to DHCP clients, the network device may cor-
respond to a DHCP relay (e.g., a broadband network
gateway), and the server device may correspond to a
DHCP server. Further details of the endpoint devices,
the server device, the network, and the network devices
are provided elsewhere herein.
[0013] As shown in Fig. 1A, and by reference number
105, a network device may receive, from the plurality of
endpoint devices, a plurality of login requests for the serv-
er device. For example, users of the plurality of endpoint
devices may wish to communicate with the server device
to receive one or more services from the server device,
via the plurality of endpoint devices. In order to access
the one or more services of the server device, the plurality
of endpoint devices may generate the plurality of login
requests for logging into the server device. The plurality
of endpoint devices may provide the plurality of login re-
quests to the network and the network device may re-
ceive the plurality of login requests from the plurality of
endpoint devices. In some implementations, each of plu-
rality of login requests may include an identifier of the
server device, a request to log into the server device, an
identifier of a service requested by an endpoint device,
and/or the like. In some implementations, each of the
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plurality of login requests is a DHCP discover, offer, re-
quest, and acknowledge (DORA) request.
[0014] As further shown in Fig. 1A, and by reference
number 110, the network device may establish a plurality
of logins with the server device based on the plurality of
login requests. For example, the network device may pro-
vide the plurality of login requests to the server device
and the network device and server device may establish
the plurality of logins based on the plurality of login re-
quests. In some implementations, the server device may
receive the plurality of login requests and may approve
the plurality of login requests to establish a plurality of
logins between the plurality of endpoint devices and the
server device. The plurality of logins may enable the plu-
rality of endpoint devices to communicate with and re-
ceive one or more services from the server device, via
the network (e.g., the network device).
[0015] As further shown in Fig. 1A, and by reference
number 115, the network device may generate a discover
message with a bulk release flag (e.g., message) indi-
cating that the network device is capable of bulk release.
For example, the network device may generate a discov-
er message (e.g., an initial boot request message) with
a bulk release message indicating that the network de-
vice is capable of bulk release of the plurality of logins
with the server device. In some implementations, the bulk
release message may be a bulk release flag. In some
implementations, the bulk release message may include
a relay agent information option (e.g., referred to as "op-
tion 82") that includes a first sub-option indicating that
the network device is capable of bulk release (e.g., and
that the server device is capable of handling bulk release)
and a second sub-option identifying an identifier of the
network device and an address of the network device or
identifying the identifier of the network device and a group
identifier for the plurality of endpoint devices. In some
implementations, when generating the bulk release mes-
sage, the network device may generate the bulk release
message based on receiving the plurality of login re-
quests for the server device.
[0016] As further shown in Fig. 1A, and by reference
number 120, the network device may include an identifier
of the network device in the bulk release flag. For exam-
ple, the network device may include the identifier of the
network device in the second sub-option of the relay
agent information option (e.g., the bulk release flag). In
some implementations, the identifier of the network de-
vice may include a unique identifier of the network device,
such as a serial number of the network device, a unique
numeric or alphanumeric code of the network device, a
model of the network device, and/or the like.
[0017] As shown in Fig. 1B, and by reference number
125, the network device may determine whether an ad-
dress of the network device is shared across interfaces
of the network device with the endpoint devices. For ex-
ample, the network device may include multiple interfac-
es that communicate with the plurality of endpoint devic-
es. The network device may determine whether the ad-

dress of the network device is shared across two or more
interfaces of the network device with the plurality of end-
point devices. In some implementations, the address of
the network device may include a gateway Internet pro-
tocol (IP) address of the network device. In some imple-
mentations, the network device may determine that the
address of the network device is shared across the in-
terfaces of the network device with the plurality of end-
point devices. Alternatively, the network device may de-
termine that the address of the network device is not
shared across the interfaces of the network device with
the plurality of endpoint devices.
[0018] As further shown in Fig. 1B, and by reference
number 130, the network device may include the address
of the network device in the bulk release flag based on
the address not being shared across the interfaces. For
example, when the network device determines that the
address of the network device is not shared across the
interfaces of the network device with the plurality of end-
point devices, the network device may include the ad-
dress of the network device in the bulk release flag. In
some implementations, the network device may include
the address of the network device in the second sub-
option of the relay agent information option (e.g., the bulk
release flag).
[0019] As shown in Fig. 1C, and by reference number
135, the network device may include a group identifier
for the plurality of endpoint devices in the bulk release
flag based on the address being shared across the inter-
faces. For example, when the network device determines
that the address of the network device is shared across
the interfaces of the network device with the plurality of
endpoint devices, the network device may include the
group identifier for the plurality of endpoint devices in the
bulk release flag. In some implementations, the network
device may include the group identifier for the plurality
of endpoint devices in the second sub-option of the relay
agent information option (e.g., the bulk release flag). In
some implementations, the group identifier for the plu-
rality of endpoint devices may include a secure gateway
redundancy protocol (SGRP) identifier.
[0020] As further shown in Fig. 1C, and by reference
number 140, the network device may determine that a
restart of one or more components of the network device
is to occur. For example, the network device may deter-
mine whether a restart (or power cycle) of one or more
components of the network device is to occur. In some
implementations, the one or more components of the net-
work device may be scheduled to periodically restart (or
power cycle) after a predetermined time period, may be
scheduled to restart based on a command received by
the network device, and/or the like. In such implementa-
tions, the network device may determine that the restart
of one or more components of the network device is to
occur based on the schedule, receipt of the command,
and/or the like. In some implementations, the one or more
components of the network device may include one or
more line cards of the network device, one or more flex-
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ible PIC concentrators of the network device, and/or the
like.
[0021] As further shown in Fig. 1C, and by reference
number 145, the network device may provide the bulk
release flag to the server device. For example, the net-
work device may attempt to perform a bulk release based
on determining that the restart of the one or more com-
ponents of the network device is to occur. In some im-
plementations, the network device may provide the bulk
release flag to the server device based on determining
that the restart of the one or more components of the
network device is to occur. The server device may receive
the bulk release flag from the network device.
[0022] As further shown in Fig. 1C, and by reference
number 150, the network device may perform a single
logout for the plurality of logins based on the bulk release
flag and based on the server device being capable of
bulk release. For example, the server device may pro-
vide, to the network device, a bulk release flag response
indicating that the server device is capable of bulk re-
lease. In some implementations, the network device may
perform a single logout for the plurality of logins based
on the bulk release flag and based on the server device
being capable of bulk release. In some implementations,
the single logout may cause the server device to release
the plurality of endpoint devices associated with the iden-
tifier of the network device and the address of the network
device when the identifier and the address of the network
device are provided via the bulk release flag to the server
device. Alternatively, the single logout may cause the
server device to release the plurality of endpoint devices
associated with the identifier of the network device and
the group identifier for the plurality of endpoint devices
when the identifier of the network device and the group
identifier are provided via the bulk release flag to the serv-
er device.
[0023] As shown in Fig. 1D, and by reference number
155, the network device may perform a plurality of logouts
for the plurality of logins based on the server device not
being capable of bulk release. For example, the server
device may provide, to the network device, a bulk release
flag response indicating that the server device is not ca-
pable of bulk release. In some implementations, the net-
work device may perform a plurality of logouts for the
plurality of logins when the server device is not capable
of bulk release. In such implementations, the network
device may utilize addresses of the plurality of endpoint
devices to perform the plurality of logouts for the plurality
of logins.
[0024] Fig. 1E is a call flow diagram describing inter-
actions between the plurality of endpoint devices, the net-
work device, and the server device. As shown at step 1
of Fig. 1E, the plurality of endpoint devices may generate
a plurality of login requests and may provide the plurality
of login requests to the network device. The network de-
vice may receive the plurality of login requests. As shown
at step 2, the network device may establish a plurality of
logins with the server device based on the plurality of

login requests. As shown at step 3, the network device
may determine that a restart of one or more components
of the network device is to occur. As shown at step 4, the
network device may perform a single logout for the plu-
rality of logins based on the bulk release flag (e.g., the
address and the identifier of the network device or the
group identifier and the identifier of the network device)
and based on the server device being capable of bulk
release.
[0025] In this way, the network device enables a bulk
release of multiple logins for a server device. For exam-
ple, by enabling the bulk release of multiple logins for the
server device, the network device may reduce a quantity
of logout release messages (e.g., DHCP logout release
messages) from being flooded in a network. The network
device may utilize an address and an identifier of the
network device, or a group identifier for endpoint devices
and the identifier of the network device, to enable a bulk
release of multiple logins by the endpoint devices with
the server device (e.g., instead of utilizing individual iden-
tifiers of the endpoint devices). Thus, the network device
conserves computing resources, networking resources,
and/or the like that would otherwise have been consumed
by expending hardware processing resources of a net-
work device caused by generating the large quantity of
logout release messages, losing the large quantity of lo-
gout release messages due to DDOS prevention mech-
anisms or CPS attack mechanisms, failing to release re-
sources of the server device due to losing the large quan-
tity of logout release messages, and/or the like.
[0026] As indicated above, Figs. 1A-1E are provided
as an example. Other examples may differ from what is
described with regard to Figs. 1A-1E. The number and
arrangement of devices shown in Figs. 1A-1E are pro-
vided as an example. In practice, there may be additional
devices, fewer devices, different devices, or differently
arranged devices than those shown in Figs. 1A-1E. Fur-
thermore, two or more devices shown in Figs. 1A-1E may
be implemented within a single device, or a single device
shown in Figs. 1A-1E may be implemented as multiple,
distributed devices. Additionally, or alternatively, a set of
devices (e.g., one or more devices) shown in Figs. 1A-
1E may perform one or more functions described as be-
ing performed by another set of devices shown in Figs.
1A-1E.
[0027] Fig. 2 is a diagram of an example environment
200 in which systems and/or methods described herein
may be implemented. As shown in Fig. 2, environment
200 may include endpoint devices 210, a group of net-
work devices 220 (shown as network device 220-1
through network device 220-N), a server device 230, and
a network 240. Devices of the environment 200 may in-
terconnect via wired connections, wireless connections,
or a combination of wired and wireless connections.
[0028] The endpoint device 210 includes one or more
devices capable of receiving, generating, storing,
processing, and/or providing information, such as infor-
mation described herein. For example, the endpoint de-
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vice 210 may include a mobile phone (e.g., a smart phone
or a radiotelephone), a set-top box, a laptop computer,
a tablet computer, a desktop computer, a handheld com-
puter, a gaming device, a wearable communication de-
vice (e.g., a smart watch, a pair of smart glasses, a heart
rate monitor, a fitness tracker, smart clothing, smart jew-
elry, or a head mounted display), a network device (e.g.,
a router, a residential gateway, and/or the like), or a sim-
ilar type of device. In some implementations, the endpoint
device 210 may receive network traffic from and/or may
provide network traffic to the server device 230, via the
network 240 (e.g., by routing packets using the network
devices 220 as intermediaries).
[0029] The network device 220 includes one or more
devices capable of receiving, processing, storing, rout-
ing, and/or providing traffic (e.g., a packet or other infor-
mation or metadata) in a manner described herein. For
example, the network device 220 may include a router,
such as a label switching router (LSR), a label edge router
(LER), an ingress router, an egress router, a provider
router (e.g., a provider edge router or a provider core
router), a virtual router, a route reflector, an area border
router, or another type of router. Additionally, or alterna-
tively, the network device 220 may include a gateway, a
switch, a firewall, a hub, a bridge, a reverse proxy, a
server (e.g., a proxy server, a cloud server, or a data
center server), a load balancer, and/or a similar device.
In some implementations, the network device 220 may
be a physical device implemented within a housing, such
as a chassis. In some implementations, the network de-
vice 220 may be a virtual device implemented by one or
more computer devices of a cloud computing environ-
ment or a data center. In some implementations, a group
of network devices 220 may be a group of data center
nodes that are used to route traffic flow through the net-
work 240.
[0030] The server device 230 may include one or more
devices capable of receiving, generating, storing,
processing, providing, and/or routing information, as de-
scribed elsewhere herein. The server device 230 may
include a communication device and/or a computing de-
vice. For example, the server device 230 may include a
server, such as an application server, a client server, a
web server, a database server, a host server, a proxy
server, a virtual server (e.g., executing on computing
hardware), or a server in a cloud computing system. In
some implementations, the server device 230 may in-
clude computing hardware used in a cloud computing
environment.
[0031] The network 240 includes one or more wired
and/or wireless networks. For example, the network 240
may include a packet switched network, a cellular net-
work (e.g., a fifth generation (5G) network, a fourth gen-
eration (4G) network, such as a long-term evolution (LTE)
network, and/or a third generation (3G) network), a code
division multiple access (CDMA) network, a public land
mobile network (PLMN), a local area network (LAN), a
wide area network (WAN), a metropolitan area network

(MAN), a telephone network (e.g., the Public Switched
Telephone Network (PSTN)), a private network, an ad
hoc network, an intranet, the Internet, a fiber optic-based
network, a cloud computing network, or the like, and/or
a combination of these or other types of networks.
[0032] The number and arrangement of devices and
networks shown in Fig. 2 are provided as an example.
In practice, there may be additional devices and/or net-
works, fewer devices and/or networks, different devices
and/or networks, or differently arranged devices and/or
networks than those shown in Fig. 2. Furthermore, two
or more devices shown in Fig. 2 may be implemented
within a single device, or a single device shown in Fig. 2
may be implemented as multiple, distributed devices. Ad-
ditionally, or alternatively, a set of devices (e.g., one or
more devices) of the environment 200 may perform one
or more functions described as being performed by an-
other set of devices of the environment 200.
[0033] Fig. 3 is a diagram of example components of
one or more devices of Fig. 2. The example components
may be included in a device 300, which may correspond
to the endpoint device 210, the network device 220,
and/or the server device 230. In some implementations,
the endpoint device 210, the network device 220, and/or
the server device 230 may include one or more devices
300 and/or one or more components of the device 300.
As shown in Fig. 3, the device 300 may include a bus
310, a processor 320, a memory 330, an input component
340, an output component 350, and a communication
interface 360.
[0034] The bus 310 includes one or more components
that enable wired and/or wireless communication among
the components of the device 300. The bus 310 may
couple together two or more components of Fig. 3, such
as via operative coupling, communicative coupling, elec-
tronic coupling, and/or electric coupling. The processor
320 includes a central processing unit (CPU), a graphics
processing unit (GPU), a microprocessor, a controller, a
microcontroller, a digital signal processor (DSP), a field-
programmable gate array (FPGA), an application-specif-
ic integrated circuit (ASIC), and/or another type of
processing component. The processor 320 is implement-
ed in hardware, firmware, or a combination of hardware
and software. In some implementations, the processor
320 includes one or more processors capable of being
programmed to perform one or more operations or proc-
esses described elsewhere herein.
[0035] The memory 330 includes volatile and/or non-
volatile memory. For example, the memory 330 may in-
clude random access memory (RAM), read only memory
(ROM), a hard disk drive, and/or another type of memory
(e.g., a flash memory, a magnetic memory, and/or an
optical memory). The memory 330 may include internal
memory (e.g., RAM, ROM, or a hard disk drive) and/or
removable memory (e.g., removable via a universal serial
bus connection). The memory 330 may be a non-transi-
tory computer-readable medium. The memory 330
stores information, instructions, and/or software (e.g.,
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one or more software applications) related to the opera-
tion of the device 300. In some implementations, the
memory 330 includes one or more memories that are
coupled to one or more processors (e.g., the processor
320), such as via the bus 310.
[0036] The input component 340 enables the device
300 to receive input, such as user input and/or sensed
input. For example, the input component 340 may include
a touch screen, a keyboard, a keypad, a mouse, a button,
a microphone, a switch, a sensor, a global positioning
system sensor, an accelerometer, a gyroscope, and/or
an actuator. The output component 350 enables the de-
vice 300 to provide output, such as via a display, a speak-
er, and/or a light-emitting diode. The communication in-
terface 360 enables the device 300 to communicate with
other devices via a wired connection and/or a wireless
connection. For example, the communication interface
360 may include a receiver, a transmitter, a transceiver,
a modem, a network interface card, and/or an antenna.
[0037] The device 300 may perform one or more op-
erations or processes described herein. For example, a
computer-readable medium (e.g., the memory 330) may
store or otherwise provide a set of instructions (e.g., one
or more instructions or code) for execution by the proc-
essor 320. The processor 320 may execute the set of
instructions to perform one or more operations or proc-
esses described herein. In some implementations, exe-
cution of the set of instructions, by one or more proces-
sors 320, causes the one or more processors 320 and/or
the device 300 to perform one or more operations or proc-
esses described herein. In some implementations, hard-
wired circuitry may be used instead of or in combination
with the instructions to perform one or more operations
or processes described herein. Additionally, or alterna-
tively, the processor 320 may be configured to perform
one or more operations or processes described herein.
Thus, implementations described herein are not limited
to any specific combination of hardware circuitry and soft-
ware.
[0038] The number and arrangement of components
shown in Fig. 3 are provided as an example. The device
300 may include additional components, fewer compo-
nents, different components, or differently arranged com-
ponents than those shown in Fig. 3. Additionally, or al-
ternatively, a set of components (e.g., one or more com-
ponents) of the device 300 may perform one or more
functions described as being performed by another set
of components of the device 300.
[0039] Fig. 4 is a diagram of example components of
one or more devices of Fig. 2. The example components
may be included in a device 400. The device 400 may
correspond to the network device 220. In some imple-
mentations, the network device 220 may include one or
more devices 400 and/or one or more components of the
device 400. As shown in Fig. 4, the device 400 may in-
clude one or more input components 410-1 through 410-
B (B > 1) (hereinafter referred to collectively as input com-
ponents 410, and individually as input component 410),

a switching component 420, one or more output compo-
nents 430-1 through 430-C (C > 1) (hereinafter referred
to collectively as output components 430, and individually
as output component 430), and a controller 440.
[0040] The input component 410 may be one or more
points of attachment for physical links and may be one
or more points of entry for incoming traffic, such as pack-
ets. The input component 410 may process incoming traf-
fic, such as by performing data link layer encapsulation
or decapsulation. In some implementations, the input
component 410 may transmit and/or receive packets. In
some implementations, the input component 410 may
include an input line card that includes one or more pack-
et processing components (e.g., in the form of integrated
circuits), such as one or more interface cards (IFCs),
packet forwarding components, line card controller com-
ponents, input ports, processors, memories, and/or input
queues. In some implementations, the device 400 may
include one or more input components 410.
[0041] The switching component 420 may intercon-
nect the input components 410 with the output compo-
nents 430. In some implementations, the switching com-
ponent 420 may be implemented via one or more cross-
bars, via busses, and/or with shared memories. The
shared memories may act as temporary buffers to store
packets from the input components 410 before the pack-
ets are eventually scheduled for delivery to the output
components 430. In some implementations, the switch-
ing component 420 may enable the input components
410, the output components 430, and/or the controller
440 to communicate with one another.
[0042] The output component 430 may store packets
and may schedule packets for transmission on output
physical links. The output component 430 may support
data link layer encapsulation or decapsulation, and/or a
variety of higher-level protocols. In some implementa-
tions, the output component 430 may transmit packets
and/or receive packets. In some implementations, the
output component 430 may include an output line card
that includes one or more packet processing components
(e.g., in the form of integrated circuits), such as one or
more IFCs, packet forwarding components, line card con-
troller components, output ports, processors, memories,
and/or output queues. In some implementations, the de-
vice 400 may include one or more output components
430. In some implementations, the input component 410
and the output component 430 may be implemented by
the same set of components (e.g., and input/output com-
ponent may be a combination of the input component
410 and the output component 430).
[0043] The controller 440 includes a processor in the
form of, for example, a CPU, a GPU, an accelerated
processing unit (APU), a microprocessor, a microcontrol-
ler, a DSP, an FPGA, an ASIC, and/or another type of
processor. The processor is implemented in hardware,
firmware, or a combination of hardware and software. In
some implementations, the controller 440 may include
one or more processors that can be programmed to per-
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form a function.
[0044] In some implementations, the controller 440
may include a RAM, a ROM, and/or another type of dy-
namic or static storage device (e.g., a flash memory, a
magnetic memory, an optical memory, etc.) that stores
information and/or instructions for use by the controller
440.
[0045] In some implementations, the controller 440
may communicate with other devices, networks, and/or
systems connected to the device 400 to exchange infor-
mation regarding network topology. The controller 440
may create routing tables based on the network topology
information, may create forwarding tables based on the
routing tables, and may forward the forwarding tables to
the input components 410 and/or output components
430. The input components 410 and/or the output com-
ponents 430 may use the forwarding tables to perform
route lookups for incoming and/or outgoing packets.
[0046] The controller 440 may perform one or more
processes described herein. The controller 440 may per-
form these processes in response to executing software
instructions provided by or from a computer-readable
medium. A computer readable medium may take the form
of a computer-readable storage medium and/or a com-
puter readable transmission medium. A computer read-
able storage medium, may be a non-transitory memory
device. A memory device includes memory space within
a single physical storage device or memory space spread
across multiple physical storage devices. A computer
readable transmission medium may include a carrier
wave, transmission signal or the like encoded with the
software instructions. Such a computer-readable trans-
mission medium may occur between components of a
single computer system and/or between plural separate
computer systems.
[0047] Software instructions may be read into a mem-
ory and/or storage component associated with the con-
troller 440 from another computer-readable medium or
from another device via a communication interface
(which may receive the instructions by way of a computer-
readable transmission medium). When executed, soft-
ware instructions received via communication interface
and/or stored in a memory and/or storage component
associated with the controller 440 may cause the con-
troller 440 to perform one or more processes described
herein. Additionally, or alternatively, hardwired circuitry
may be used in place of or in combination with software
instructions to perform one or more processes described
herein. Thus, implementations described herein are not
limited to any specific combination of hardware circuitry
and software.
[0048] The number and arrangement of components
shown in Fig. 4 are provided as an example. In practice,
the device 400 may include additional components, fewer
components, different components, or differently ar-
ranged components than those shown in Fig. 4. Addi-
tionally, or alternatively, a set of components (e.g., one
or more components) of the device 400 may perform one

or more functions described as being performed by an-
other set of components of the device 400.
[0049] Fig. 5 is a flowchart of an example process 500
for enabling a bulk release of multiple logins for a server
device. In some implementations, one or more process
blocks of Fig. 5 may be performed by a network device
(e.g., the network device 220). In some implementations,
one or more process blocks of Fig. 5 may be performed
by another device or a group of devices separate from
or including the network device, such as an endpoint de-
vice (e.g., the endpoint device 210) and/or a server de-
vice (e.g., the server device 230). Additionally, or alter-
natively, one or more process blocks of Fig. 5 may be
performed by one or more components of the device 300,
such as the processor 320, the memory 330, the input
component 340, the output component 350, and/or the
communication interface 360. Additionally, or alternative-
ly, one or more process blocks of Fig. 5 may be performed
by one or more components of the device 400, such as
the input component 410, the switching component 420,
the output component 430, and/or the controller 440.
[0050] As shown in Fig. 5, process 500 may include
receiving, from a plurality of endpoint devices, a plurality
of login requests for a server device (block 510). For ex-
ample, the network device may receive, from a plurality
of endpoint devices, a plurality of login requests for a
server device, as described above. In some implemen-
tations, each of the plurality of login requests is a DHCP
DORA request. In some implementations, the network
device is a broadband network gateway. In some imple-
mentations, the network device is a DHCP relay and the
server device is a DHCP server.
[0051] As further shown in Fig. 5, process 500 may
include establishing a plurality of logins with the server
device based on the plurality of login requests (block
520). For example, the network device may establish a
plurality of logins with the server device based on the
plurality of login requests, as described above.
[0052] As further shown in Fig. 5, process 500 may
include generating a discover message with a bulk re-
lease message indicating that the network device is ca-
pable of bulk release (block 530). For example, the net-
work device may generate a bulk release message indi-
cating that the network device is capable of bulk release,
as described above. In some implementations, the bulk
release message is a bulk release flag. In some imple-
mentations, the bulk release message is a relay agent
information option that includes a first sub-option indicat-
ing that the network device is capable of bulk release and
a second sub-option identifying the identifier of the net-
work device and the address of the network device or
identifying the identifier of the network device and the
group identifier for the plurality of endpoint devices. In
some implementations, generating the bulk release mes-
sage includes generating the bulk release message
based on receiving the plurality of login requests for the
server device.
[0053] As further shown in Fig. 5, process 500 may
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include including an identifier of the network device in
the bulk release message (block 540). For example, the
network device may include an identifier of the network
device in the bulk release message, as described above.
[0054] As further shown in Fig. 5, process 500 may
include determining whether an address of the network
device is shared across interfaces of the network device
with the plurality of endpoint devices (block 550). For
example, the network device may determine whether an
address of the network device is shared across interfaces
of the network device with the plurality of endpoint de-
vices, as described above. In some implementations, the
address of the network device is a gateway IP address
of the network device.
[0055] As further shown in Fig. 5, process 500 may
include selectively including the address of the network
device in the bulk release message based on the address
of the network device not being shared across the inter-
faces of the network device, or including a group identifier
for the plurality of endpoint devices in the bulk release
message based on the address of the network device
being shared across the interfaces of the network device
(block 560). For example, the network device may selec-
tively include the address of the network device in the
bulk release message based on the address of the net-
work device not being shared across the interfaces of
the network device, or include a group identifier for the
plurality of endpoint devices in the bulk release message
based on the address of the network device being shared
across the interfaces of the network device, as described
above. In some implementations, the group identifier for
the plurality of endpoint devices is an SGRP identifier.
[0056] As further shown in Fig. 5, process 500 may
include determining that a restart of one or more compo-
nents of the network device is to occur (block 570). For
example, the network device may determine that a restart
of one or more components of the network device is to
occur, as described above. In some implementations,
the one or more components of the network device in-
clude one or more of a line card of the network device or
a flexible PIC concentrator of the network device.
[0057] As further shown in Fig. 5, process 500 may
include providing the bulk release message to the server
device based on determining that the restart of the one
or more components of the network device is to occur
(block 580). For example, the network device may pro-
vide the bulk release message to the server device based
on determining that the restart of the one or more com-
ponents of the network device is to occur, as described
above.
[0058] In some implementations, process 500 includes
performing a single logout for the plurality of logins based
on the bulk release message and based on the server
device being capable of bulk release. In some implemen-
tations, the single logout causes the server device to re-
lease the plurality of endpoint devices associated with
the identifier of the network device and the address of
the network device, or to release the plurality of endpoint

devices associated with the identifier of the network de-
vice and the group identifier for the plurality of endpoint
devices. In some implementations, process 500 includes
performing a plurality of logouts for the plurality of logins
based on the server device not being capable of bulk
release.
[0059] Although Fig. 5 shows example blocks of proc-
ess 500, in some implementations, process 500 may in-
clude additional blocks, fewer blocks, different blocks, or
differently arranged blocks than those depicted in Fig. 5.
Additionally, or alternatively, two or more of the blocks
of process 500 may be performed in parallel.
[0060] Therefore, from one perspective, there has
been described a network device that may receive, from
endpoint devices, login requests for a server device and
may establish logins with the server device based on the
login requests. The network device may generate a dis-
cover message with a bulk release message indicating
that the network device is capable of bulk release and
including an identifier of the network device. The network
device may include the address of the network device in
the bulk release message based on the address of the
network device not being shared across interfaces of the
network device or may include a group identifier for the
endpoint devices in the bulk release message based on
the address of the network device being shared across
the interfaces. The network device may provide the bulk
release message to the server device based on deter-
mining that a restart of components of the network device
is to occur.
[0061] Further examples are set out in the following
numbered clauses.
[0062] Clause 1. A method, comprising: receiving, by
a network device and from a plurality of endpoint devices,
a plurality of login requests for a server device; estab-
lishing, by the network device, a plurality of logins with
the server device based on the plurality of login requests;
generating, by the network device, a discover message
with a bulk release message indicating that the network
device is capable of bulk release; including, by the net-
work device, an identifier of the network device in the
bulk release message; determining, by the network de-
vice, whether an address of the network device is shared
across interfaces of the network device with the plurality
of endpoint devices; selectively: including, by the network
device, the address of the network device in the bulk
release message based on the address of the network
device not being shared across the interfaces of the net-
work device; or including, by the network device, a group
identifier for the plurality of endpoint devices in the bulk
release message based on the address of the network
device being shared across the interfaces of the network
device; determining, by the network device, that a restart
of one or more components of the network device is to
occur; and providing, by the network device, the bulk re-
lease message to the server device based on determin-
ing that the restart of the one or more components of the
network device is to occur.
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[0063] Clause 2. The method of clause 1, further com-
prising: performing a single logout for the plurality of lo-
gins based on the bulk release message and based on
the server device being capable of bulk release.
[0064] Clause 3. The method of clause 2, wherein the
single logout causes the server device to release the plu-
rality of endpoint devices associated with the identifier of
the network device and the address of the network de-
vice, or to release the plurality of endpoint devices asso-
ciated with the identifier of the network device and the
group identifier for the plurality of endpoint devices.
[0065] Clause 4. The method of any preceding clause,
further comprising: performing a plurality of logouts for
the plurality of logins based on the server device not being
capable of bulk release.
[0066] Clause 5. The method of any preceding clause,
wherein each of the plurality of login requests is a dy-
namic host configuration protocol discover, offer, re-
quest, and acknowledge request.
[0067] Clause 6. The method of any preceding clause,
wherein the address of the network device is a gateway
Internet protocol address of the network device.
[0068] Clause 7. The method of any preceding clause,
wherein the group identifier for the plurality of endpoint
devices is a secure gateway redundancy protocol iden-
tifier.
[0069] Clause 8. A network device, comprising: one or
more memories; and one or more processors to: receive,
from a plurality of endpoint devices, a plurality of login
requests for a server device; establish a plurality of logins
with the server device based on the plurality of login re-
quests; include an identifier of the network device in a
bulk release message indicating that the network device
is capable of bulk release; determine whether an address
of the network device is shared across interfaces of the
network device with the plurality of endpoint devices; se-
lectively: include the address of the network device in the
bulk release message based on the address of the net-
work device not being shared across the interfaces of
the network device; or include a group identifier for the
plurality of endpoint devices in the bulk release message
based on the address of the network device being shared
across the interfaces of the network device; determine
that a restart of one or more components of the network
device is to occur; and provide the bulk release message
to the server device based on determining that the restart
of the one or more components of the network device is
to occur.
[0070] Clause 9. The network device of clause 8,
wherein the bulk release message is a bulk release flag.
[0071] Clause 10. The network device of clause 8 or
9, wherein the bulk release message is a relay agent
information option that includes a first sub-option indicat-
ing that the network device is capable of bulk release and
a second sub-option identifying the identifier of the net-
work device and the address of the network device or
identifying the identifier of the network device and the
group identifier for the plurality of endpoint devices.

[0072] Clause 11. The network device of clause 8, 9
or 10, wherein the one or more components of the net-
work device include one or more of a line card of the
network device or a flexible physical interface card con-
centrator of the network device.
[0073] Clause 12. The network device of any of clauses
8 to 11, wherein the network device is a broadband net-
work gateway.
[0074] Clause 13. The network device of any of clauses
8 to 12, wherein the network device is a dynamic host
configuration protocol (DHCP) relay and the server de-
vice is a DHCP server.
[0075] Clause 14. The network device of any of clauses
8 to 13, wherein the one or more processors are further
to: generate the bulk release message based on receiv-
ing the plurality of login requests for the server device.
[0076] Clause 15. A computer-readable medium com-
prising a set of instructions, the set of instructions com-
prising: one or more instructions that, when executed by
one or more processors of a network device, cause the
network device to: receive, from a plurality of endpoint
devices, a plurality of login requests for a server device;
establish a plurality of logins with the server device based
on the plurality of login requests; generate a discover
message with a bulk release message indicating that the
network device is capable of bulk release; include an
identifier of the network device in the bulk release mes-
sage; selectively: include an address of the network de-
vice in the bulk release message based on the address
of the network device not being shared across interfaces
of the network device; or include a group identifier for the
plurality of endpoint devices in the bulk release message
based on the address of the network device being shared
across the interfaces of the network device; provide the
bulk release message to the server device based on de-
termining that a restart of one or more components of
the network device is to occur; and perform a single lo-
gout for the plurality of logins based on the bulk release
message and based on the server device being capable
of bulk release.
[0077] Clause 16. The computer-readable medium of
clause 15, wherein the single logout causes the server
device to release the plurality of endpoint devices asso-
ciated with the identifier of the network device and the
address of the network device or to release the plurality
of endpoint devices associated with the identifier of the
network device and the group identifier for the plurality
of endpoint devices.
[0078] Clause 17. The computer-readable medium of
clause 15 or 16, wherein each of the plurality of login
requests is a dynamic host configuration protocol discov-
er, offer, request, and acknowledge request.
[0079] Clause 18. The computer-readable medium of
clause 15, 16 or 17, wherein the bulk release message
is a relay agent information option that includes a first
sub-option indicating that the network device is capable
of bulk release and a second sub-option identifying the
identifier of the network device and the address of the
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network device or identifying the identifier of the network
device and the group identifier for the plurality of endpoint
devices.
[0080] Clause 19. The computer-readable medium of
any of clauses 15 to 18, wherein the network device is a
dynamic host configuration protocol (DHCP) relay and
the server device is a DHCP server.
[0081] Clause 20. The computer-readable medium of
any of clauses 15 to 19, wherein the one or more instruc-
tions, that cause the network device to generate the bulk
release message, cause the network device to: generate
the bulk release message based on receiving the plurality
of login requests for the server device.
[0082] The foregoing disclosure provides illustration
and description but is not intended to be exhaustive or
to limit the implementations to the precise form disclosed.
Modifications may be made in light of the above disclo-
sure or may be acquired from practice of the implemen-
tations.
[0083] As used herein, the term "component" is intend-
ed to be broadly construed as hardware, firmware, or a
combination of hardware and software. It will be apparent
that systems and/or methods described herein may be
implemented in different forms of hardware, firmware,
and/or a combination of hardware and software. The ac-
tual specialized control hardware or software code used
to implement these systems and/or methods is not limit-
ing of the implementations. Thus, the operation and be-
havior of the systems and/or methods are described
herein without reference to specific software code - it
being understood that software and hardware can be
used to implement the systems and/or methods based
on the description herein.
[0084] Although particular combinations of features
are recited in the claims and/or disclosed in the specifi-
cation, these combinations are not intended to limit the
disclosure of various implementations. In fact, many of
these features may be combined in ways not specifically
recited in the claims and/or disclosed in the specification.
Although each dependent claim listed below may directly
depend on only one claim, the disclosure of various im-
plementations includes each dependent claim in combi-
nation with every other claim in the claim set.
[0085] No element, act, or instruction used herein
should be construed as critical or essential unless explic-
itly described as such. Also, as used herein, the articles
"a" and "an" are intended to include one or more items
and may be used interchangeably with "one or more."
Further, as used herein, the article "the" is intended to
include one or more items referenced in connection with
the article "the" and may be used interchangeably with
"the one or more." Furthermore, as used herein, the term
"set" is intended to include one or more items (e.g., re-
lated items, unrelated items, a combination of related and
unrelated items, and/or the like), and may be used inter-
changeably with "one or more." Where only one item is
intended, the phrase "only one" or similar language is
used. Also, as used herein, the terms "has," "have," "hav-

ing," or the like are intended to be open-ended terms.
Further, the phrase "based on" is intended to mean
"based, at least in part, on" unless explicitly stated oth-
erwise. Also, as used herein, the term "or" is intended to
be inclusive when used in a series and may be used
interchangeably with "and/or," unless explicitly stated
otherwise (e.g., if used in combination with "either" or
"only one of’).
[0086] In the preceding specification, various example
embodiments have been described with reference to the
accompanying drawings. It will, however, be evident that
various modifications and changes may be made thereto,
and additional embodiments may be implemented, with-
out departing from the broader scope as set forth in the
claims that follow. The specification and drawings are
accordingly to be regarded in an illustrative rather than
restrictive sense.

Claims

1. A method, comprising:

receiving, by a network device and from a plu-
rality of endpoint devices, a plurality of login re-
quests for a server device;
establishing, by the network device, a plurality
of logins with the server device based on the
plurality of login requests;
generating, by the network device, a discover
message with a bulk release message indicating
that the network device is capable of bulk re-
lease;
including, by the network device, an identifier of
the network device in the bulk release message;
determining, by the network device, whether an
address of the network device is shared across
interfaces of the network device with the plurality
of endpoint devices;
selectively:

including, by the network device, the ad-
dress of the network device in the bulk re-
lease message based on the address of the
network device not being shared across the
interfaces of the network device; or
including, by the network device, a group
identifier for the plurality of endpoint devices
in the bulk release message based on the
address of the network device being shared
across the interfaces of the network device;

determining, by the network device, that a restart
of one or more components of the network de-
vice is to occur; and
providing, by the network device, the bulk re-
lease message to the server device based on
determining that the restart of the one or more
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components of the network device is to occur.

2. The method of claim 1, further comprising:
performing a single logout for the plurality of logins
based on the bulk release message and based on
the server device being capable of bulk release.

3. The method of claim 2, wherein the single logout
causes the server device to release the plurality of
endpoint devices associated with the identifier of the
network device and the address of the network de-
vice, or to release the plurality of endpoint devices
associated with the identifier of the network device
and the group identifier for the plurality of endpoint
devices.

4. The method of any preceding claim, further compris-
ing:
performing a plurality of logouts for the plurality of
logins based on the server device not being capable
of bulk release.

5. The method of any preceding claim, wherein each
of the plurality of login requests is a dynamic host
configuration protocol discover, offer, request, and
acknowledge request.

6. The method of any preceding claim, wherein the ad-
dress of the network device is a gateway Internet
protocol address of the network device.

7. The method of any preceding claim, wherein the
group identifier for the plurality of endpoint devices
is a secure gateway redundancy protocol identifier.

8. A network device, comprising:

one or more memories; and
one or more processors to:

receive, from a plurality of endpoint devices,
a plurality of login requests for a server de-
vice;
establish a plurality of logins with the server
device based on the plurality of login re-
quests;
include an identifier of the network device
in a bulk release message indicating that
the network device is capable of bulk re-
lease;
determine whether an address of the net-
work device is shared across interfaces of
the network device with the plurality of end-
point devices;
selectively:

include the address of the network de-
vice in the bulk release message based

on the address of the network device
not being shared across the interfaces
of the network device; or
include a group identifier for the plural-
ity of endpoint devices in the bulk re-
lease message based on the address
of the network device being shared
across the interfaces of the network de-
vice;

determine that a restart of one or more com-
ponents of the network device is to occur;
and
provide the bulk release message to the
server device based on determining that the
restart of the one or more components of
the network device is to occur.

9. The network device of claim 8, wherein the bulk re-
lease message is a bulk release flag.

10. The network device of claim 8 or 9, wherein the bulk
release message is a relay agent information option
that includes a first sub-option indicating that the net-
work device is capable of bulk release and a second
sub-option identifying the identifier of the network
device and the address of the network device or iden-
tifying the identifier of the network device and the
group identifier for the plurality of endpoint devices.

11. The network device of claim 8, 9 or 10, wherein the
one or more components of the network device in-
clude one or more of a line card of the network device
or a flexible physical interface card concentrator of
the network device.

12. The network device of any of claims 8 to 11, wherein
the network device is a broadband network gateway.

13. The network device of any of claims 8 to 12, wherein
the network device is a dynamic host configuration
protocol "DHCP" relay and the server device is a
DHCP server.

14. The network device of any of claims 8 to 13, wherein
the one or more processors are further to:
generate the bulk release message based on receiv-
ing the plurality of login requests for the server de-
vice.

15. A computer-readable medium comprising a set of
instructions that, when executed by one or more
processors of a network device, cause the network
device to become configured to carry out the method
of any oc claims 1 to 7 and/or as the device of any
of claims 8 to 14.
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