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the executable file, the second behavior pro-
file comprising a second observable execu-
tion trace of the executable file from a real
environment, and comparing the first and
second observable execution traces so as to
determine the malign or non-malign behavior
of the executable file. In another method as-
pect, the method comprises the steps of re-
ceiving a trigger condition, collecting, re-
sponsive to the trigger condition, first and
second behavior profiles of the executable
file from first and second one of two or more
file-execution devices, the first and second
behavior profiles comprising first and second
observable execution traces of the executable
file, and the first and second observable exe-

cution traces being non-mapped to the first and second file- execution device, respectively.
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Technique for Determining a Malign or Non-Malign Behavior of an
Executable File.

Technical Field

The present disclosure generally relates to determining a malign or non-malign
behavior of an executable file.

Background

Since the appearance of the iPhone™ smartphone the word “app” has become
synonym for applications that users of smartphone can use for various tasks.
Although applications can be pre-stored on a smartphone (or similar device), the
most common case is that a user downloads his/her application and installs it on
his/her device. This is, for example, true for iPhone™, Android™, or Windows™
Phone devices. For instance, iPhone™ users download their applications from
Apple™’s App Store, and Android™ phone users from Google™ Play although the
latter users also can load their applications from other sources.

A problem with the possibility to download and install programs is the threat that the
programs may be malware, that is they contain functionality that is designed to
exhibit malign functions (e.g. theft of user information, corrupt user data, or code
that modifies the working of other applications or even system functions) or it
functions in a way that is not conforming the owner of the device (e.g. a phone used
by a corporate user).

Apple™ has partially addressed this issue by introducing mandatory digital signing of
applications through its application distribution point App™ Store and by screening
applications before releasing them on App™ Store. For Android™ phones Google™
operates Google™ Play as a common distribution point and recently started an
automated screening of applications before being made available via Google™ Play.
Also Android™ applications are digitally signed.

When detecting anomalies of application or system execution, it is often desired to
have or collect information about a host device. Scenarios where this is crucial
involve targeted attacks where malware triggers its malicious functionality when
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located in a specific world-region or using a specific connectivity provider, but also
for debugging purpose of crashed executables.

For the sake of simplicity in this disclosure, the term "malware" denotes all types of
programs they either contain or entirely consist of functionality aiming a task that
when performed successfully causes harm to the owner of the device where it
operates or to the organization where the device is in operation. Well-known types of
malware are virus and Trojan-horse programs but also programs like remote device
managers can become malware when being installed and operated without proper
authorization.

While the screening efforts of the applications by, for example, Apple™ and
Google™, has a sanitizing effect on the employment of applications that a user can
choose from at the official distribution points, there are still applications at the
distribution points that are malware.

There are several reasons for this and most importantly one has to deal with:

- Human failures, e.g. when manually screening applications or writing the screening
tool for automated screening;

- Screening covers only a set of known maiign effects in the app code and thus new
constructs may be undetected;

- Code obfuscation that could be used to protected applications from being exposed
to software piracy can be used to hide malware functions that thus cannot be
detected through code inspection;

- The malware code is devised to evade malware detection by behaving properly
when being executed in a detection environment.

There exist reputation based systems for applications where people can express their
opinion on an application and there are solutions where the people's approval can be
secured through digital signatures. Such schemes can help to prevent a wide spread
of bad applications but have the disadvantage that they are slow in detecting
malware, susceptible to false opinion insertion, and that it is in practice to setup
schemes that are reliable/secure. Today most distribution points have means where
users can rate the app and leave any opinion in an unprotected way.
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Summary

Accordingly, there is a need for an implementation of a scheme that avoids one or
more of the problems discussed above, or other related problems.

In a first aspect, there is provided a method for determining a malign or non-malign
behavior of an executable file, wherein the method comprises the steps of first
acquiring a first behavior profile of the executable file, the first behavior profile
comprising a first observable execution trace of the executable file from an emulated
environment, second acquiring a second behavior profile of the executable file, the
second behavior profile comprising a second observable execution trace of the
executable file from a real environment and comparing the first and second
observable execution traces so as to determine the malign or non-malign behavior of
the executable file.

In optional refinements of the first aspect, there is or are provided at least one of the
following:

- the method is performed in a file-execution device comprising the real environment,
further comprising in the first acquiring receiving, from a distribution point
comprising the emulated environment, both the first behavior profile and the
executable file, wherein, in the second acquiring, second behavior profile is
generated in the file-execution device;

- the receiving step further comprises receiving, along with the first behavior profile
and the executable file, a signature of the first behavior profile;

- the signature is the result of application of a the private key of a private/public key
cryptosystem, and the public key used for verifying the signature is stored on the
file-execution device or is received as a part of a digital certificate;

- the method further comprises separating the executable file from the signed first
behavior profile;

- the method further comprises installing, at the file-execution device, the separated
executable file under the prerequisite that the separated signature is verified as
correct, and linking the separated first profile to the executable file;

- the method further comprises, if the comparing step yields deviations between the
first and second observable execution traces ceasing execution of the executable file,
querying the user whether the ceased execution is to be resumed, and updating the
second behavior profile based on the result of the query;

- the method further comprises, prior to generating the second behavior profile,
simulating the result of the generating step;
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- the method is performed in a distribution point comprising the real environment,
wherein the executable file is pre-stored in the distribution point, further comprising
in the second acquiring receiving, from a file-execution device comprising the real
environment, the second behavior profile and the executable file, wherein, in the first
acquiring, the first behavior profile is generated in the distribution point;

- the receiving step further comprises receiving, from each of a plurality of file-
execution devices, a separate second behavior profile, and

wherein the comparing step further comprises comparing the first observable
execution trace with the plurality of the second observable execution traces in the
second behavior profiles, wherein the method further comprises updating or initially
creating the first behavior profile based on the comparison;

- the method is performed in an entity different from a distribution point and a file-
execution device, wherein the first acquiring comprises receiving the first behavior
profile, and the second acquiring comprises receiving the second behavior profile;
and/or

- the first and second profiles are generated based on one of a treemap and a
behavior graph.

In a second aspect, there is provided a method for anonymously collecting behavior
data of an executabie file, wherein the executabie fiie is resident on each of two or
more file-execution devices and distributed by a distribution point, and wherein the
method is performed in an entity different from the distribution point and two or
more file-execution devices, and comprises the steps of determining a trigger
condition; first collecting, responsive to the trigger condition, a first behavior profile
of the executable file from a first one of the two or more file-execution devices, the
first behavior profile comprising a first observable execution trace of the executable
file, and the first observable execution trace being non-mapped to the first file-
execution device; and second collecting, responsive to the trigger condition, a second
behavior profile of the executable file from a second one of the two or more file-
execution devices, the second behavior profile comprising a second observable
execution trace of the executable file, and the second observable execution trace
being non-mapped to the second file-execution device.

Concerning the terminology used for the second to third, sixth and seventh aspects
(as well as the other aspects insofar related to the first-named aspects), the
following applies:
o The term "non-mapped" may in certain implementations be interpreted such
that that the information is prevented from being mapped to, or associated
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with a specific user or device (e.g., in order to preserve privacy) by means of
a scheme. As a non-limiting example, the scheme may comprise a
(homomorphic) encryption.

e The term "executable file" may cover an app(lication) and/or a system update
functionality.

e The term "behavior profile" may comprise a behavior of an executable file (in
the sense of a behavioral observable trace) and/or device-specific
information/settings (which may influence the behavior of the executable file
as well).

In optional refinements of the second aspect, there is or are provided at least one of
the following:

- the trigger condition is one of the executable file throwing a non-maskable
interrupt, the two or more file-execution devices throwing a non-maskable interrupt,
and the two or more file-execution devices passing a predetermined geographic
location;

- the trigger condition is a comparison result determining a malign behavior of the
executable file;

- the first and second collecting steps each comprise transmitting a request for
anonymous collection of behavior data of the executable file to the first and second
file-execution devices, and receiving the first and second observable execution traces
from the first and second file-execution devices;

- the transmitting step further transmits the trigger condition, and the receiving step
is a push operation from the first and second file-execution devices upon fulfillment
of the trigger condition;

- the transmitting step is performed upon fulfillment of the trigger condition, and the
receiving step is a pull operation initiated by the entity;

- the first and second observable execution traces being non-mapped to the first and
second file-execution devices comprises the first and second observable execution
traces being respectively homomorphically encrypted;

- the method further comprises buffering and obfuscating the received first and
second homomorphically encrypted observable execution traces;

- the obfuscating step comprises one of adding, merging and mixing the first and
second homomorphically encrypted observable execution traces;

- the method further comprises transmitting the buffered and obfuscated first and
second homomorphically encrypted observable execution traces to a third party to be
decrypted by a private key of a public/private key pair agreed between the file-



10

15

20

25

30

35

WO 2014/008961 PCT/EP2012/076161

execution devices and the third party, the homomorphic encryption having been
performed by a public key of the public/private key pair;

- the entity is a Host Information Center, HIC;

- the HIC is comprised in a remote execution device;

- the remote execution device is a cloud.

In a third aspect, there is provided a method for anonymously collecting behavior
data of an executable file distributed by a distribution point, wherein the method is
performed in a file-execution device, the executable file is resident on the file-
execution device, and comprises the steps of receiving, from an entity different from
the distribution point and the file-execution device, a request for anonymous
collection of behavior data of the executable file, and collecting, responsive to the
received request, a behavior profile of the executable file, the behavior profile
comprising an observable execution trace of the executable file, and the observable
execution trace being non-mapped to the file-execution device.

In optional refinements of the third aspect, there is or are provided at least one of
the following:

- the method further comprises homomorphically encrypting the collected observable
execution trace so as to be non-mapped to the file-execution device,;

- the encrypting step utilizes a public key of a public/private key pair agreed between
the file-execution device and a third party;

- the method further comprises transmitting the collected observable execution trace
to the entity;

- the receiving step further receives a trigger condition, and the transmitting step is a
push operation from the file-execution device upon fulfillment of the trigger
condition;

- the transmitting step is a pull operation initiated by the entity;

- the file-execution device is comprised in a trusted environment, and the executable
file is a trusted application;

- the file-execution device performs the collecting step under supervision of a
hypervizor entity.

In a fourth aspect, there is provided a computer program product comprising
program code portions for performing a method according to any one of the first to
third aspects, when the computer program product is executed on one or more
computing devices.
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In an optional refinement of the fourth aspect, the computer program product is
stored on a computer readable recording medium.

In a fifth aspect, there is provided an apparatus for determining a malign or non-
malign behavior of an executable file, the apparatus comprising at least one
processor configured to acquire a first behavior profile of the executable file, the first
behavior profile comprising a first observable execution trace of the executable file
from an emulated environment, acquire a second behavior profile of the executable
file, the second behavior profile comprising a second observable execution trace of
the executable file from a real environment, and compare the first and second
observable execution traces so as to determine the malign or non-malign behavior of
the executable file.

In a sixth aspect, there is provided an apparatus for anonymously collecting behavior
data of an executable file, wherein the apparatus is constituted by an entity different
from a distribution point and two or more file-execution devices, the executable file is
resident on each of the two or more file-execution devices, and the apparatus
comprises at least one processor configured to determine a trigger condition, collect,
responsive to the trigger condition, a first behavior profile of the executable file from
a first one of the two or more file-execution devices, the first behavior profile
comprising a first observable execution trace of the executable file, and the first
observable execution trace being non-mapped to the first file-execution device, and
collect, responsive to the trigger condition, a second behavior profile of the
executable file from a second one of the two or more file-execution devices, the
second behavior profile comprising a second observable execution trace of the
executable file, and the second observable execution trace being non-mapped to the
second file-execution device.

In a seventh aspect, there is provided an apparatus for anonymously collecting
behavior data of an executable file, wherein the apparatus is constituted by a file-
execution device, the executable file is resident on the file-execution device, and the
apparatus comprises at least one processor configured to receive, from an entity
different from a distribution point and the file-execution device, a request for
anonymous collection of behavior data of the executable file, and collect, responsive
to the received request, a behavior profile of the executable file, the behavior profile
comprising an observable execution trace of the executable file, and the observable
execution trace being non-mapped to the file-execution device.
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In an eighth aspect, there is provided a system, comprising the apparatus according
to the fifth aspect being functionally split between a distribution point and a file-
execution device, wherein the comparing operation is performed in at least one of
the distribution point and the file-execution device, and a secure channel is
established between the distribution point and the file-execution device.

In a ninth aspect, there is provided a data structure for storing observable execution
traces of an executable file in a behavior profile, the data structure comprising at
least one entry per system call performed by the executable file, the entry
comprising an argument-to-function/method call and a timestamp of when the
system call occurred.

In an optional refinement of the ninth aspect, there is or are provided at least one of
the following:

- the system call comprised in the entry is hashed, excluding the timestamp;

- the argument is constituted by a classification of the argument; and/or

- the classification is a list of data elements comprising at least one of an origin of the
argument, a security label, and least one argument range constraint.

Brief Description of the Drawings

The embodiments of the technique presented herein are described herein below with
reference to the accompanying drawings, in which:

Fig.1  shows components comprised in a first exemplary device embodiment
realized in the form of a distribution point, a file-executing device or another entity;

Fig. 2  shows a method embodiment which also reflects the interaction between
the components of the device embodiment;

Fig. 3  shows a data structure embodiment;

Fig. 4A shows a first exemplary implementation of the embodiment in the form of a
treemap;

Fig. 4B shows a second exemplary implementation of the embodiment in the form
of a behavior graph; and
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Fig.5  shows components and method steps comprised in a second exemplary
device and method embodiment realized in the form of a distribution point or a file-
executing device.

Detailed Description

In the following description, for purposes of explanation and not limitation, specific
details are set forth (such as particular signaling steps) in order to provide a
thorough understanding of the technique presented herein. It will be apparent to one
skilled in the art that the present technique may be practiced in other embodiments
that depart from these specific details. For example, the embodiments will primarily
be described in the context of so-called "apps" as an example for executable files;
however, this does not rule out the use of the present technique in connection with
other file systems or formats.

For the purpose of this disclosure, the terms "apparatus” and "system" have been
introduced. Without being restricted thereto, the "system" may be implemented as a
wireless communication network or a portion thereof. Moreover, the "apparatus” or
the “wireless communication device” may be functionally split into a "distribution
point” and a "file-execution device". In turn, the "distribution point" may be
implemented as functionality in the Internet, for example in the
IT/Telecommunications cloud. Moreover, the "file-execution device" may be
fixed/wirebound or mobile, such as a fixed workstation, or a fixed or wireless
desktop/ laptop, or a fixed or mobile Machine-to-Machine (M2M) interface, or a
mobile terminal, such as a smartphone. However, those implementation examples
are only illustrative; the person skilled in the art can readily devise various additional
or supplemental implementations of the "system" and "wireless communication
device".

Moreover, those skilled in the art will appreciate that the services, functions and
steps explained herein may be implemented using software functioning in
conjunction with a programmed microprocessor, or using an Application Specific
Integrated Circuit (ASIC), a Digital Signal Processor (DSP) or general purpose
computer. It will also be appreciated that while the following embodiments are
described in the context of methods and devices, the technique presented herein
may also be embodied in a computer program product as well as in a system
comprising a computer processor and a memory coupled to the processor, wherein
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the memory is encoded with one or more programs that execute the services,
functions and steps disclosed herein.

The present disclosure, without being restricted thereto, may be summarized in that
the fact is used that the app is screened, preferably dynamically by executing it, and
that there is a known trusted distribution point that could convey its findings of the
screening in a more relevant way. Today the fact an app is made downloadable via a
distribution point implies that the screening did not find anything harmful in the code
having testing it. In the case of Android™, one also lists the permission (to other
functions) the app requires. But this is basically all information that is available.
According to the present disclosure, the user can of the device be actually instructed
of the expected (and approved observed) behavior of the application. In the device,
the app can be monitored when it executes and compare it with the behavior it
showed during the screening. This allows to identify security relevant deviations from
the approved behavior and to take countermeasures, e.g. blocking the app from
further execution, notifying the user and or distribution point. Through digital signing
the distribution point can convey the observed behavior in a secure (integrity
protected) way. When identifying deviating behavior, device-specific information may
be collected from the device in order to determine parameters that may have caused
the abnormal behavior.

Fig. 1 shows components comprised in a first exemplary device embodiment realized
in the form of a distribution point 1001, a file-executing device 1002 or another
entity 1003. As shown in Fig. 1, the distribution point 1001 comprises a core
functionality (e.g., one or more of a Central Processing Unit (CPU), dedicated
circuitry and/or a software module) 10011, an optional memory (and/or database)
10012, an optional transmitter 10013 and an optional receiver 10014. Moreover, the
distribution point 1001 comprises an acquirer 10015, a comparator 10016, an
optional updater 10017 and an optional creator 10018.

Likewise, the file-executing device 1002 comprises a core functionality (e.g., one or
more of a Central Processing Unit (CPU), dedicated circuitry and/or a software
module) 10021, an optional memory (and/or database) 10022, an optional
transmitter 10023 and an optional receiver 10024. Moreover, the device 1002
comprises an acquirer 10025, a comparator 10026, an optional separator 10027, an
optional installer 10028, an optional linker 10029, an optional executioner 100210,
an optional query 200211, an optional updater 100212 and an optional simulator
100213.
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Finally, the (other) entity 1003 comprises a core functionality (e.g., one or more of a
Central Processing Unit (CPU), dedicated circuitry and/or a software module) 10031,
an optional memory (and/or database) 10032, an optional transmitter 10033 and an
optional receiver 10034. Moreover, the entity 1003 comprises an acquirer 10035 and
a comparator 10036.

In the following paragraphs, assume that x = 1, 2 or 3. As partly indicated by the
dashed extensions of the functional block of the CPUs 100x1, the acquirer 10015, the
comparator 10016, the updater 10017 and the creator 10018 (of the Distribution
point 1001), the acquirer 10025, the comparator 10026, the separator 10027, the
installer 10028, the linker 10029, the executioner 100210, the query 200211, the
updater 100212 and the simulator 100213 (of the device 1002) and the acquirer
10035 and the comparator 10036 (of the entity 1003) as well as the memory 100x2,
the transmitter 100x3 and the receiver 100x4 may at least partially be functionalities
running on the CPUs 100x2, or may alternatively be separate functional entities or
means controlled by the CPUs 100x1 and supplying the same with information. The
transmitter and receiver components 100x3, 100x4 may be realized to comprise
suitable interfaces and/or suitable signal generation and evaluation functions.

The CPUs 100x1 may be configured, for exampie, using software residing in the
memories 100x2, to process various data inputs and to control the functions of the
memories 100x2, the transmitter 100x3 and the receiver 100x3 (as well the acquirer
10015, the comparator 10016, the updater 10017 and the creator 10018 (of the
Distribution point 1001), the acquirer 10025, the comparator 10026, the separator
10027, the installer 10028, the linker 10029, the executioner 100210, the query
200211, the updater 100212 and the simulator 100213 (of the device 1002) and the
acquirer 10035 and the comparator 10036 (of the entity 1003)). The memory 100x2
may serve for storing program code for carrying out the methods according to the
aspects disclosed herein, when executed by the CPUs 100x1.

It is to be noted that the transmitter 100x3 and the receiver 100x4 may be provided
as an integral transceiver, as is indicated in Fig. 1. It is further to be noted that the
transmitters/receivers 10013, 10014 may be implemented as physical
transmitters/receivers for transceiving via an air interface or a wired connection, as
routing/forwarding entities/interfaces between network elements, as functionalities
for writing/reading information into/from a given memory area or as any suitable
combination of the above. At least one of the above-described the acquirer 10015,
the comparator 10016, the updater 10017 and the creator 10018 (of the Distribution
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point 1001), the acquirer 10025, the comparator 10026, the separator 10027, the
installer 10028, the linker 10029, the executioner 100210, the query 200211, the
updater 100212 and the simulator 100213 (of the device 1002) and the acquirer
10035 and the comparator 10036 (of the entity 1003), or the respective
functionalities, may also be implemented as a chipset, module or subassembly.

Fig. 2 illustrates an embodiment of a method for managing connection states of at
least two subscriptions. In the signaling diagram of Fig. 2, time aspects between
signaling are reflected in the vertical arrangement of the signaling sequence as well
as in the sequence numbers. It is to be noted that the time aspects indicated in Fig.
2 do not necessarily restrict any one of the method steps shown to the step
sequence outlined in Fig. 2. This applies in particular to method steps that are
functionally disjunctive with each other.

The embodiment may be based on a secure channel between the mobile 1002 and a
Trusted Service 1001 in the network. Part of the embodiment may reside in
establishing a security context between the mobile 1002 and the trusted network
service 1001. As a best mode, there is disclosed a setup where the trusted service
1001 (or the distribution point) signs the profile data with the secret key of a public-
key cryptosystem. The public key that can be used for verifying the signature may be
either already stored on the device 1002 or may be sent as part of a so-called
(digital) certificate whose content can be verified by chain of certificates in a PKI
(Public Key Infrastructure) scheme whose root certificate is stored on the device
1001.

Fig. 3 shows a Data Structure (DS) embodiment, which may be stored in at least one
of the memories 10012, 10022, 10032.

One way to analyze an app(lication) is to perform a static code analysis. Such an
analysis can detect leaks of private information. However, static analysis is limited as
it may not cover the dynamics of the application as it executes or it is rendered
ineffective due to hiding and code obfuscation techniques.

The compilation of the app behavior profile P1, P2 is conducted by a behavior
analysis in the distribution point before releasing it to the public. The app is executed
in an emulated environment. During its execution, any interactions with the
underlying operating system by the app are observed and stored in the profile P1, P2
using e.g. taint analysis. But other methods to capture the behavior are also possible,
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as long as they deliver a digitally observable execution trace of the behavior. The
data of this profile P1 may be referred to as the Reference Application Behavior
Profile (RABP).

This profile P1 may later be verified against a profile P2 generated by the same app
on a real mobile device 1002. To augment the effectiveness of the profiles P1, P2
one can even watch the argument to function/method calls, e.g.

Call_profile_entry E = timestamp + syscall nr + argument 1 +... + argument n

or

Call_profile_entry E = hash (timestamp + syscall nr + argument 1 +... +
argument n)

for each system call that the app generates. Instead of the argument itself, it would
also be possible to first perform a classification of the argument and then optionally
include the classification of the argument in the hash computation. Such a
classification could be a list of data elements like, e.g., argument origin, security
label, or argument range constraints.

Cali_profile_entry E = timestamp + syscail nr + \
Classify(argument 1) +... + Classify(argument n))
or
Call_profile_entry E = hash (timestamp + syscall nr + \
Classify(argument 1) +... + Classify(argument n)))

The classification may render the call-profile-entries more suitable in capturing
generic arguments rather than specific values.

Fig. 4A shows a first exemplary implementation of the embodiment in the form of a
treemap, and Fig. 4B shows a second exemplary implementation of the embodiment
in the form of a behavior graph.

The app behavior profile itself may be composed of information collected during a
behavioral analysis of the app during runtime. To this end, different technologies can
be used as example embodiments we mention here treemaps in Fig. 4A and behavior
graphs shown in Fig. 4B.
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One further feature of these tree maps and behavior graphs resides in rendering the
same e.g. multi-dimensional, so they can capture the behavior in a richer way.

Returning to Figs. 1 and 2, when a user downloads an app from the distribution point
1001, the file that contains the app code could be equipped with the signed RABP P1.
Alternatively, the user could download such behavior profile from another place, e.g.

a trusted service 1001 that makes behavior profiles P1 of applications. For simplicity,

it can be assumed that the behavior profile P1 is bundled with the app code itself.

In the device 1002, the app file is dissected (52-1d, 10027) in the normal app part
and the signed RABP. The former is processed by the existing procedures for
installing (S2-1e, 10028) the app with the additional restriction that the signature of
the profile data is successfully verified as being correct. The latter, RABP P1 may be
in the device 1002 and linked (S2-1f, 10029) to the app so that when the app is
executed its behavior profile P1 can be found in the device.

When the app executes, the device 1002 may also trace the app as it proceeds and
constructs an Observed Application Behavior Profile (OABP) P2. The OABP P2 may be
compared (S1-2, S2-2, S3-3; 10016, 10026, 10036) to the RABP P1 and if the
comparison reveals significant deviations the app may be stopped or halted and the
user is informed and asked for consent to proceed.

Note that this allows for a mechanism where the RABP P1 may be updated by the
gained insight through the user consent so the user is not bothered the next time
when the same condition occurs at a later instant.

In an alternative mode, the device 1002 could first simulate (S2-1b, 100213) the
upcoming behavior, i.e., opening of external connections, and first compare the

resulting behavior profile P2 with the reference P1 before committing to actually
actions. This avoids that improper behavior only can be detected when it already
occurred.

Instead of the only analysis by the distribution point 1001, the distribution point
could use a set of trusted devices 1002 that already downloaded and installed the
app to improve the correctness of its behavior profile P1. These devices can report
(S1-2a, 10014) their results (updated RABPs) P1 and the distribution point 1001 can
compare the reports and compile a behavior profile (S1-2¢, 10018) or augments a
basic profile (S1-2b, 10017) that it already established from a basic screening of the
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app. In such a way one has a collective learning that improves the quality of the
protection the reference profile provides.

The collected information must be securely transmitted from the trusted devices to
the distribution point. One solution for that may be SSL/TLS or VPN secured
connections.

Fig. 5 shows components and method steps comprised in a second exemplary device
and method embodiment realized in the form of a distribution point or a file-
executing device 1002. It is noted that the file-execution devices 1002 #1, 1002 #2
and the entity 1003 may basically have the same structure as depicted in Fig. 1. That
is, e.g., a monitor 100214 comprised in the file-execution device(s) 1002 may also be
a function or a separate chip/subassembly implemented in or controlled by the CPU
10021 of each file-execution device 1002. Moreover, all steps S1 to S7 may involve
corresponding means implemented in or controlled by the respective CPUs; as a non-
exclusive example, the obfuscating/mixing performed by the entity 1003 may involve
an obfuscator/mixer (not shown).

When an anomaly has been detected during application or system execution (S3,
100214), the execution host (file-execution device) 1002 is pulled for device
information (S2, S4, S4a). In another use-scenario where the execution profiles are
compared locally, the host device pushes (S4, S4a) this information to the entity
1003 responsible for collecting it (abbreviated, e.g., as Host Information Collector,
HIC).

The HIC 1003 can be deployed as a service in the cloud. Collected information can
be merged (S5) by increasing a counter for each specific parameter present in the
device-information. This information may have been sent to the HIC 1003 encrypted
(S4, S4a) and may use a homomorphic encryption or another scheme that prevents
the information from being mapped to (e.g., from being usable to identify) a specific
user or device 1002 #1, 1002 #2 in order to preserve privacy. Sending information
from a trusted application residing in a trusted execution environment would prevent
tampering of device-information. If the goal is to monitor a system, a hypervizor
solution can be responsible for sending (54, S4a) the information.

The behavior above can be generalized so that trigger conditions are defined by
application developers (third party) 1004 (S1). In the case when trigger conditions
are met, certain device-information is pushed encrypted (S4, S4a) to the HIC 1003.
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The HIC 1003 buffers and/or mixes (obfuscates, S5) the data in a way that prevents
the developer from mapping received data with a certain user or device 1002 when
retrieving (56) the statistical data from the HIC 1003. In order for the HIC 1003 to
merge encrypted data (S5), a homomorphic encryption scheme or other similar
schemes can be applied.

More specifically, when a trigger condition is met (S3), possibly based on hypervisor
monitoring, a trusted application encrypts the application developer requested
device-specific data with a public key (Pub key) supplied by the developer. This
encrypted information is then sent to the HIC 1003 (S1) where the third party 1004
can retrieve (56) the merged data and decrypt it with its private key (S7). This
behavior prevents the HIC 1003 from reading sensitive data and mapping users 1002
with the read data, and the third party 1004 is only able to retrieve merged data (56)
and therefore unable to map individual users.

As a non-liming example, the third party 1004 might want to collect location-
information from all devices using its app when a certain condition is fulfilled, for
example, to retrieve information about where customers live. One solution would be
to request permission to retrieve location updates. However, this does not prevent
the third party 1004 from mapping individual app users with location data which may
be a privacy concern for the user. Another solution to this particular example is to
ask the connectivity provider for location-data but this suggested approach is more
flexible in terms of monitoring host-device execution and collecting device-
information.

The present disclosure provides one or more of the following advantages:

 Alleviating the threat of malware that hides itself from being detected; the
quality of applications that the user obtains is improved.

« No or minor changes in the existing way of distribution applications and their
so-called eco system.

« Providing a way to identify parameters on a host device that triggers malicious
functionality or causes other abnormal behavior.

« Gradually improving the quality of the protection by collective learning.

e Collecting anonymized device-information provides a way to share this
information in a flexible way by applying it on different use-scenarios while
preserving privacy.
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It is believed that the advantages of the technique presented herein will be fully
understood from the foregoing description, and it will be apparent that various
changes may be made in the form, constructions and arrangement of the exemplary
aspects thereof without departing from the scope of the invention or without
sacrificing all of its advantageous effects. Because the technigue presented herein
can be varied in many ways, it will be recognized that the invention should be limited
only by the scope of the claims that follow.
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Claims

1. A method for determining a malign or non-malign behavior of an executable file,
wherein the method comprises the steps of:

- first acquiring (S1-1, S2-1a, S3-1) a first behavior profile (P1) of the
executable file, the first behavior profile comprising a first observable execution trace
of the executable file from an emulated environment;

- second acquiring (S1-1a, S2-1, S3-2) a second behavior profile (P2) of the
executable file, the second behavior profile comprising a second observable
execution trace of the executable file from a real environment; and

- comparing (S1-2, S2-2, S3-3) the first and second observable execution
traces so as to determine the malign or non-malign behavior of the executable file.

2. The method according to claim 1, wherein the method is performed in a file-
execution device (1002) comprising the real environment, further comprising in the
first acquiring:

- receiving (S2-1a), from a distribution point (1001) comprising the emulated
environment, both the first behavior profile and the executable file,

wherein, in the second acquiring, second behavior profile is generated (S2-1)
in the file-execution device.

3. The method according to claim 2, wherein the receiving step further comprises:
- receiving (S2-1c), along with the first behavior profile and the executable
file, a signature of the first behavior profile.

4. The method of claim 3, wherein:

- the signature is the result of application of a the private key of a
private/public key cryptosystem, and

- the public key used for verifying the signature is stored on the file-execution
device or is received as a part of a digital certificate.

5. The method according to claim 3 or 4, further comprising:
- separating (52-1d) the executable file from the signed first behavior profile.

6. The method according to claim 5, further comprising:

- installing (S2-1e), at the file-execution device, the separated executable file
under the prerequisite that the separated signature is verified as correct;

- linking (S2-1f) the separated first profile to the executable file.
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7. The method according to claim 5 or 6, further comprising, if the comparing step
yields deviations between the first and second observable execution traces:

- ceasing execution (S2-1g) of the executable file,

- querying (S2-1h) the user whether the ceased execution is to be resumed,
and

- updating (S2-1i) the second behavior profile based on the result of the
query.

8. The method according to claim 2, further comprising, prior to generating the
second behavior profile:

- simulating (S2-1b) the result of the generating step.

9. The method according to claim 1, wherein the method is performed in a
distribution point (1001) comprising the real environment, wherein the executable
file is pre-stored in the distribution point, further comprising in the second acquiring:
- receiving (S1-1a), from a file-execution device (1002) comprising the real
environment, the second behavior profile and the executable file,
wherein, in the first acquiring, the first behavior profile is generated (S1-1) in
the distribution point.

10. The method according to claim 9, wherein the receiving step further comprises:

- receiving (S1-2a), from each of a plurality of file-execution devices, a
separate second behavior profile, and

wherein the comparing step further comprises:

- comparing (S1-2) the first observable execution trace with the plurality of the
second observable execution traces in the second behavior profiles,

wherein the method further comprises:

- updating (S1-2b) or initially creating (S1-2c) the first behavior profile based
on the comparison.

11. The method according to claim 1, wherein the method is performed in an entity
(1003) different from a distribution point (1001) and a file-execution device (1002),
wherein:
- the first acquiring comprises receiving (S3-1a) the first behavior profile, and
- the second acquiring comprises receiving (S3-2a) the second behavior
profile.
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12. The method according to claim 1, wherein the first and second profiles are
generated based on one of a treemap and a behavior graph.

13. A method for anonymously collecting behavior data of an executable file, wherein
the executable file is resident on each of two or more file-execution devices and
distributed by a distribution point (1001), and wherein the method is performed in an
entity (1003) different from the distribution point (1001) and two or more file-
execution devices (1002 #1, 1002 #2), and comprises the steps of:

- determining (S1) a trigger condition;

- first collecting (52, S4), responsive to the trigger condition, a first behavior
profile (C1) of the executable file from a first one of the two or more file-execution
devices, the first behavior profile comprising a first observable execution trace of the
executable file, and the first observable execution trace being non-mapped to the
first file-execution device; and

- second collecting (52, S4a), responsive to the trigger condition, a second
behavior profile (C2) of the executable file from a second one of the two or more file-
execution devices, the second behavior profile comprising a second observable
execution trace of the executable file, and the second observable execution trace
being non-mapped to the second file-execution device.

14. The method of claim 13, wherein the trigger condition is one of:
the executable file throwing a non-maskable interrupt,
the two or more file-execution devices throwing a non-maskable interrupt, and
the two or more file-execution devices passing a predetermined geographic
location.

15. The method of claims 13 or 14 and any one of claims 1 to 12, wherein the trigger
condition is a comparison result determining a malign behavior of the executable file.

16. The method of any one of claims 13 to 15, wherein the first and second
collecting steps each comprise:

transmitting (S2) a request for anonymous collection of behavior data of the
executable file to the first and second file-execution devices; and

receiving (54, S4a) the first and second observable execution traces from the
first and second file-execution devices.

17. The method according to claim 16, wherein:
the transmitting step further transmits the trigger condition, and
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the receiving step is a push operation from the first and second file-execution
devices upon fulfillment of the trigger condition.

18. The method according to claim 16, wherein:

the transmitting step is performed upon fulfillment of the trigger condition,
and

the receiving step is a pull operation initiated by the entity.

19. The method according to any one of claims 13 to 18, wherein the first and
second observable execution traces being non-mapped to the first and second file-
execution devices comprises the first and second observable execution traces being
respectively homomorphically encrypted.

20. The method according to claim 19, further comprising:
buffering and obfuscating (S5) the received first and second homomorphically
encrypted observable execution traces.

21. The method according to claim 20, wherein the obfuscating step comprises one
of adding, merging and mixing the first and second homomorphically encrypted
observable execution traces.

22. The method according to claim 20 or 21, further comprising:

transmitting (S6) the buffered and obfuscated first and second
homomorphically encrypted observable execution traces to a third party (1004) to be
decrypted by a private key of a public/private key pair agreed between the file-
execution devices and the third party, the homomorphic encryption having been
performed by a public key of the public/private key pair.

23. The method according to any one of claims 13 to 22, wherein:
the entity is a Host Information Center, HIC.

24. The method according to claim 23, wherein:
the HIC is comprised in a remote execution device, such as a cloud.

25. A method for anonymously collecting behavior data of an executable file
distributed by a distribution point (1001), wherein the method is performed in a file-
execution device (1002 #1, 1002 #2), the executable file is resident on the file-
execution device, and comprises the steps of:
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- receiving (S2), from an entity (1003) different from the distribution point and
the file-execution device, a request for anonymous collection of behavior data of the
executable file; and

- collecting (S3), responsive to the received request, a behavior profile (C1,
C2) of the executable file, the behavior profile comprising an observable execution
trace of the executable file, and the observable execution trace being non-mapped to
the file-execution device.

26. The method of claim 25, further comprising:
homomorphically encrypting (S3) the collected observable execution trace so
as to be non-mapped to the file-execution device.

27. The method of claim 26, wherein:

the encrypting step utilizes a public key of a public/private key pair agreed
between the file-execution device and a third party (1004).

28. The method of any one of claims 25 to 27, further comprising:
transmitting (S4, S4a) the collected observable execution trace to the entity.

29. The method according to claim 28, wherein:

the receiving step further receives a trigger condition, and

the transmitting step is a push operation from the file-execution device upon
fulfillment of the trigger condition.

30. The method according to claim 28, wherein:
the transmitting step is a pull operation initiated by the entity.

31. The method according to any one of claims 25 to 30, wherein the file-execution
device is comprised in a trusted environment, and the executable file is a trusted
application.

32. The method according to any one of claims 25 to 30, wherein the file-execution
device performs the collecting step under supervision of a hypervizor entity.

33. The method according to any one of claims 13 to 32, wherein each behavior
profile further comprises device information on the respective file-execution device.
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34. A computer program product comprising program code portions for performing a
method according to any one of the preceding claims, when the computer program
product is executed on one or more computing devices.

35. The computer program product of claim 34, stored on a computer readable
recording medium.

36. A wireless communication device (1001, 1002, 1003) for determining a malign or
non-malign behavior of an executable file, the wireless communication device
comprising at least one processor (10011, 10021, 10031) configured to:

- acquire a first behavior profile (P1) of the executable file, the first behavior
profile comprising a first observable execution trace of the executable file from an
emulated environment;

- acquire a second behavior profile (P2) of the executable file, the second
behavior profile comprising a second observable execution trace of the executable
file from a real environment; and

- compare the first and second observable execution traces so as to determine
the malign or non-malign behavior of the executable file.

37. A wireless communication device for anonymously collecting behavior data of an
executable file, wherein the apparatus is constituted by an entity (1003) different
from a distribution point (1001) and two or more file-execution devices (1002 #1,
1002 #2), the executable file is resident on each of the two or more file-execution
devices, and the wireless communication device comprises at least one processor
(10031) configured to:

- determine a trigger condition,

- collect, responsive to the trigger condition, a first behavior profile (C1) of the
executable file from a first one of the two or more file-execution devices, the first
behavior profile comprising a first observable execution trace of the executable file,
and the first observable execution trace being non-mapped to the first file-execution
device, and

- collect (S2, S4a), responsive to the trigger condition, a second behavior
profile (C2) of the executable file from a second one of the two or more file-
execution devices, the second behavior profile comprising a second observable
execution trace of the executable file, and the second observable execution trace
being non-mapped to the second file-execution device.
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38. A wireless communication device for anonymously collecting behavior data of an
executable file, wherein the wireless communication device is constituted by a file-
execution device (1002 #1, 1002 #2), the executable file is resident on the file-
execution device, and the wireless communication device comprises at least one
processor (10021) configured to:

- receive, from an entity (1003) different from a distribution point (1001) and
the file-execution device, a request for anonymous collection of behavior data of the
executable file; and

- collect, responsive to the received request, a behavior profile (C1, C2) of the
executable file, the behavior profile comprising an observable execution trace of the
executable file, and the observable execution trace being non-mapped to the file-
execution device.

39. A system (100), comprising:

- the wireless communication device according to claim 36 being functionally
split between a distribution point and a file-execution device,

wherein:

the comparing operation is performed in at least one of the distribution point
and the file-execution device, and

a secure channel is established between the distribution point and the file-
execution device.

40. A data structure (DS) for storing observable execution traces of an executable file
in a behavior profile, the data structure comprising:

at least one entry (E) per system call performed by the executable file, the
entry comprising an argument-to-function/method call and a timestamp of when the
system call occurred.

41. The data structure according to claim 40, wherein the system call comprised in
the entry is hashed, excluding the timestamp.

42. The data structure according to claim 40, wherein the argument is constituted by
a classification of the argument.

43, The data structure according to claim 42, wherein the classification is a list of
data elements comprising at least one of:

- an origin of the argument,

- a security label, and

- and least one argument range constraint.
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