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(54) IMAGE PROCESSING DEVICE

(57) An object of the present invention is to provide
an image processing device capable of reducing a
change frequency of a processing unit with respect to a
temperature change of a lens of the image processing
device. An image processing device according to the
present invention acquires a temperature difference be-
tween a first temperature of a first camera and a second
temperature of a second camera, and outputs a result of
first processing if the temperature difference falls within
a reference range, and performs second processing dif-
ferent from the first processing instead of or together with
the outputting of the result of the first processing if the
temperature difference does not fall within the reference
range (see FIG. 2).
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Description

Technical Field

[0001] The present invention relates to an image
processing device.

Background Art

[0002] There is a stereo camera technology as a three-
dimensional object recognition technology. This technol-
ogy is a technology in which parallax is detected based
on trigonometry using a difference in how images of two
cameras arranged at different positions are reflected, and
a depth and a position of an object are detected using
the parallax. When this technology is used, a position of
an observation target can be accurately detected. The
stereo camera technology is applied to detect and rec-
ognize a three-dimensional object in in-vehicle applica-
tions, robot applications, and the like. The images of the
two cameras of the stereo camera are transformed by
predetermined projection (for example, a central projec-
tion system), and the distance to an object is measured
by detecting a difference between the images as the par-
allax.
[0003] Meanwhile, when a camera detection image
changes due to a change with time or a change in tem-
perature, a distance measurement error occurs as a re-
sult. For example, the camera detection image changes
with a change in refraction of a lens due to the temper-
ature or a change in the lens surface spacing. Further,
when a lens barrel elongates/contracts according to the
temperature so that a distance between the lens and an
image sensor changes, the camera detection image is
enlarged/reduced. When a distance error occurs due to
these factors, accurate control (for example, vehicle con-
trol, robot control, and the like) based on a measurement
result becomes difficult. Further, this hinders provision
of accurate information to a driver in the case of an in-
vehicle stereo camera.
[0004] In order to solve the problem of the occurrence
of the distance measurement error due to the tempera-
ture change, PTL 1 below has an object of "performing
highly accurate three-dimensional measurement even in
a case where zoom and focus change in a three-dimen-
sional measurement device using a stereo camera hav-
ing a zoom and focus function" and describes a technique
in which "the three-dimensional measurement device in-
cludes: a plurality of imaging means including one or
more imaging means capable of changing zoom and fo-
cus; a control means for zooming and focusing; a stereo
image processing unit that performs stereo image
processing on captured images output from the plurality
of imaging means and measuring three-dimensional in-
formation; and a camera information storage means for
storing camera information required to perform the stereo
image processing. The camera information storage
means has a plurality of pieces of camera information

corresponding to states of camera information that
changes depending on a zoom state and a focus state
of each imaging means, and the stereo image processing
unit acquires the zoom state and the focus state of each
imaging means and acquires the corresponding camera
information from the camera information storage means
for use in the stereo image processing".
[0005] The following PTL 2 has an object of "perform-
ing distortion correction processing in response to a tem-
perature change while reducing necessary storage ca-
pacity as compared with a conventional method for cor-
recting distortion of an image using LUT", and describes
a technique in which "a coefficient of a distortion correc-
tion formula including a polynomial expression capable
of transforming an image position before distortion cor-
rection processing in a captured image to an ideal posi-
tion over a predetermined temperature range by chang-
ing the coefficient is stored in a correction coefficient stor-
age unit as a correction coefficient for each of a plurality
of specific temperatures different from each other. A dis-
tortion correction processing unit reads a correction co-
efficient, which minimizes an index value (deviation
amount) indicating the degree of distortion of the cap-
tured image at a detected temperature, from the correc-
tion coefficient storage unit based on the temperature
detected by a temperature sensor, and performs the dis-
tortion correction processing by the distortion correction
formula using the read correction coefficient".

Citation List

Patent Literature

[0006]

PTL 1: JP 2008-241491 A
PTL 2: JP 2012-147281 A

Summary of Invention

Technical Problem

[0007] In the related art, a frequency of changing cor-
rection with respect to a temperature change is high from
the viewpoint of correcting a temperature of each lens,
and thus, there is a problem that the processing becomes
complicated. The problem of the frequency of changing
the correction processing is not described in the above
patent literatures, and thus, a countermeasure for the
problem is not disclosed. For example, the three-dimen-
sional measurement device described in Patent Litera-
tures 1 and 2 performs image processing according to
temperatures of two cameras with respect to a change
in a camera detection image caused by the temperature.
Therefore, it is necessary to change the image process-
ing each time the temperature of each camera changes.
Since the change of the image processing causes a delay
in time until the control, it is desired to minimize the
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change.
[0008] The present invention has been made in view
of the above problems, and an object thereof to provide
an image processing device capable of reducing a
change frequency of a processing unit with respect to a
temperature change of a lens of the image processing
device.

Solution to Problem

[0009] An image processing device according to the
present invention acquires a temperature difference be-
tween a first temperature of a first camera and a second
temperature of a second camera, and outputs a result of
first processing when the temperature difference falls
within a reference range, and performs second process-
ing different from the first processing instead of or togeth-
er with the outputting of the result of the first processing
when the temperature difference does not fall within the
reference range.

Advantageous Effects of Invention

[0010] According to the image processing device of
the present invention, it is possible to reduce the change
frequency of the processing unit with respect to the tem-
perature change of the lens of the image processing de-
vice.

Brief Description of Drawings

[0011]

[FIG. 1] FIG. 1 is a block diagram illustrating a con-
figuration example of an image processing device
10 according to a first embodiment.
[FIG. 2] FIG. 2 is a block diagram illustrating a con-
figuration example of a computing device 11.
[FIG. 3] FIG. 3 is a view for describing the influence
of a temperature difference in the first embodiment.
[FIG. 4] FIG. 4 is a graph illustrating an example of
a distance measurement error when a temperature
difference between cameras changes.
[FIG. 5] FIG. 5 is an image view for describing an
effect of the present invention in comparison with the
related art.
[FIG. 6] FIG. 6 is a configuration example of the com-
puting device 11 in a case where processing is
changed based on whether the temperature differ-
ence falls within a predetermined temperature
range.
[FIG. 7] FIG. 7 is a block diagram illustrating a con-
figuration example of the computing device 11 in-
cluded in the image processing device 10 according
to a second embodiment.
[FIG. 8] FIG. 8 is an image view for describing an
effect of the present embodiment in comparison with
the first embodiment.

[FIG. 9] FIG. 9 is a block diagram illustrating a con-
figuration example of the computing device 11 in-
cluded in the image processing device 10 according
to a third embodiment.
[FIG. 10] FIG. 10 illustrates processing with respect
to a temperature change in the third embodiment.
[FIG. 11] FIG. 11 is a block diagram illustrating a
configuration example of the image processing de-
vice 10 according to a fourth embodiment.
[FIG. 12] FIG. 12 illustrates a synthesized image of
two camera images in the case of being used for an
in-vehicle application as an example.
[FIG. 13] FIG. 13 is a block diagram illustrating a
configuration example of the computing device 11 in
the fourth embodiment.
[FIG. 14] FIG. 14 is a block diagram illustrating an
example of a configuration including the image
processing device 10 according to a fifth embodi-
ment.
[FIG. 15] FIG. 15 is a block diagram illustrating a
configuration example of the computing device 11 in
the fifth embodiment.
[FIG. 16] FIG. 16 is a view illustrating a detection
distance when a temperature difference between
cameras becomes positive and a detection distance
when the temperature difference becomes negative.

Description of Embodiments

<First Embodiment

[0012] FIG. 1 is a block diagram illustrating a configu-
ration example of an image processing device 10 accord-
ing to a first embodiment of the present invention. The
image processing device 10 is configured to enable input
of a plurality of images, and is connected so as to be
capable of receiving images from a camera 50 (first cam-
era) and a camera 60 (second camera) constituting a
stereo camera, respectively, in the example of FIG. 1.
[0013] The camera 50 includes a lens 51 (first lens)
and an image sensor 52 (first image sensor). The camera
60 includes a lens 61 (second lens) and an image sensor
62 (second image sensor). The camera 50 detects an
image of an object or the like by the image sensor 52 via
the lens 51. The camera 60 detects an image of an object
or the like with the image sensor 62 via the lens 61.
[0014] The camera 50 includes a temperature sensor
53 (first temperature sensor). The temperature sensor
53 detects a temperature (first temperature) related to
the camera 50. The camera 60 includes a temperature
sensor 63 (second temperature sensor). The tempera-
ture sensor 63 detects a temperature (second tempera-
ture) of the camera 60. The meaning of the "temperature
related to the camera" can be appropriately defined by
those skilled in the art, and may be, for example, a tem-
perature of a lens, may be a temperature in the vicinity
of the lens, may be a temperature of an image sensor
(particularly a temperature of a CMOS element), may be
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temperatures of other components of the camera or a
temperature of a space in the camera. The temperature
sensors 53 and 63 may be temperature sensors outside
the camera.
[0015] The image processing device 10 has a config-
uration as a known computer, and includes a computing
device 11 and a storage device 12. The computing device
11 includes, for example, a microprocessor and the like,
and the storage device 12 includes, for example, at least
one of a volatile memory and a nonvolatile memory. The
storage device 12 can store an image and another infor-
mation, and functions as, for example, an image storage
means.
[0016] FIG. 2 is a block diagram illustrating a configu-
ration example of the computing device 11. The comput-
ing device 11 includes affine processing units 20a and
20b, brightness correction units 21a and 21b, pixel inter-
polation units 22a and 22b, brightness information gen-
eration units 23a and 23b, a parallax image generation
unit 24, a distance calculation unit 25, and a temperature
difference acquisition unit 30. The computing device 11
acquires an image P1 (first image) from the camera 50
and acquires an image P2 (second image) from the cam-
era 60.
[0017] The affine processing unit 20a performs affine
processing on the image P1. The affine processing is,
for example, a linear coordinate transformation process,
but may include a non-linear operation. As a result of
performing the affine processing, the affine processing
unit 20a outputs an image P3 (third image). Similarly, the
affine processing unit 20b performs affine processing on
the image P2 to acquire an image P4 (fourth image). The
affine processing unit 20a and the affine processing unit
20b may also execute distortion transformation process-
ing other than the affine processing. For example, in a
case where a lens projection system is fsinθ, projective
transformation to ftanθ may be performed. However, a
format of an image after the projective transformation
may be a system other than ftanθ.
[0018] The brightness correction unit 21a corrects the
brightness of each pixel of the image P3. For example,
correction is performed based on a difference between
a gain of the camera 50 and a gain of each pixel in the
image P3, and the like. Similarly, the brightness correc-
tion unit 21b corrects the brightness of each pixel of the
image P4.
[0019] The pixel interpolation unit 22a performs dem-
osaicing processing on the image P3. For example, a
RAW image is transformed into a color image. Similarly,
the pixel interpolation unit 22b performs the demosaicing
processing on the image P4.
[0020] The brightness information generation unit 23a
generates brightness information of the image P3. The
brightness information is information indicating a bright-
ness value of each pixel. For example, the brightness
information is generated by transforming a color value of
each pixel of a color image into a brightness value for
generating a parallax image. Similarly, the brightness in-

formation generation unit 23b generates brightness in-
formation of the image P4.
[0021] A parallax image generation unit 24 calculates
parallax between two images based on the image P3 and
the image P4 (or information generated based on these).
A distance calculation unit 25 calculates a distance to an
object appearing in an image based on the calculated
parallax.
[0022] Considering the processing in the brightness
correction unit 21a and the brightness correction unit 21b,
the pixel interpolation unit 22a and the pixel interpolation
unit 22b, the brightness information generation unit 23a
and the brightness information generation unit 23b, and
the parallax image generation unit 24, it can be said that
the distance calculation unit 25 detects the distance to
the object in the image based on the image P3 and the
image P4. Those skilled in the art can arbitrarily design
a distance measurement criterion, and the distance to
the object can be measured from a predetermined dis-
tance reference point defined according to a positional
relationship between the camera 50 and the camera 60,
for example.
[0023] The temperature difference acquisition unit 30
includes a temperature acquisition unit 30a (first temper-
ature acquisition unit) and a temperature acquisition unit
30b (second temperature acquisition unit). The temper-
ature acquisition unit 30a acquires a temperature related
to the camera 50 from the temperature sensor 53, and
the temperature acquisition unit 30b acquires a temper-
ature related to the camera 60 from the temperature sen-
sor 63. The temperature difference acquisition unit 30
acquires and outputs a temperature difference (temper-
ature difference between cameras) between the temper-
ature related to the camera 50 and the temperature re-
lated to the camera 60.
[0024] When an absolute value of the temperature dif-
ference is equal to or smaller than a predetermined value
(α°C in FIG. 2), the computing device 11 outputs distance
information output from the distance calculation unit 25
to a control processing unit (not illustrated) (referred to
as normal processing). The control processing unit con-
trols a vehicle, a robot, and the like based on the distance
information output from the distance calculation unit 25.
For example, in the case of a vehicle, collision damage
reduction braking, lane departure prevention assistance,
and the like are performed.
[0025] When the absolute value of the temperature dif-
ference is equal to or larger than the predetermined val-
ue, it is considered that the reliability of the distance in-
formation is low, and thus, the computing device 11 out-
puts error information indicating that an error has oc-
curred at the time of calculating the parallax image or the
distance is output to the control processing unit (error
processing). For example, in the case of a vehicle, when
the error information is output, the control processing is
temporarily stopped, and the information is notified to a
driver through an instrument panel or the like. Thereafter,
when the absolute value of the temperature difference
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becomes smaller than the predetermined value, the
processing is changed to the normal processing. Such
notification improves the safety consciousness of the
driver and urges safe driving. For example, when the
image processing device 10 outputs the error information
in a case where another distance sensor is used together
in an in-vehicle application, a robot application, or the
like, the control based on the distance information of the
image processing device 10 may be stopped, and the
control may be performed using distance information of
another distance sensor. In the first embodiment, the
processing is changed according to the temperature dif-
ference between the cameras, and thus, it is possible to
avoid inappropriate control accompanying a distance
measurement error.
[0026] FIG. 3 is a view for describing the influence of
the temperature difference in the first embodiment. A rea-
son for detecting the temperature difference between the
cameras will be described with reference to FIG. 3. A left
view in FIG. 3 illustrates a state where a temperature
difference between the lens 51 and the lens 61 occurs,
and a right view in FIG. 3 illustrates a state where the
temperature difference between the lens 51 and the lens
61 disappears. Here, a distance to an object 100 is de-
tected based on images acquired by the image sensor
52 and the image sensor 62 via the lens 51 and the lens
61.
[0027] In the left view of FIG. 3, a light beam L1 incident
on the lens 51 from the object 100 and a light beam L2
incident on the lens 61 from the object 100 when meas-
urement is performed in a state where there is no tem-
perature difference (for example, a state where the cam-
era 50 and the camera 60 are at a predetermined refer-
ence temperature) are indicated by one-dot chain lines.
A distance D0 to the object 100 is detected based on a
difference (parallax) between an incident position of the
light beam L1 detected by the image sensor 52 and an
incident position of the light beam L2 detected by the
image sensor 62. In this case, there occurs no distance
measurement error, and the distance D0 accurately rep-
resents the distance to the object 100.
[0028] In the left view of FIG. 3, it is assumed that a
temperature difference occurs between cameras and the
temperature of the lens 61 rises, for example. As a result,
optical characteristics (a refractive index, a lens surface
spacing, and the like) of the lens 61 change, and a state
different from optical characteristics of the lens 51 is
formed. As a result, the light beam L2 is incident on the
image sensor 62 at a position shifted by an arrow A1.
The computing device 11 determines that a light beam
L4 is incident on the image sensor 62 from the viewpoint
of parallax calculation, and erroneously detects that the
light beam from the object 100 exists at an angle of view
of the virtual light beam L4 indicated by a two-dot chain
line. As a result, an intersection 101 between the light
beam L1 and the virtual light beam L4 is erroneously
detected as a position of the object 100, and the distance
to the object 100 is detected as a distance D1. As can

be seen from FIG. 3, the distance D0 and the distance
D1 do not match, and a distance measurement error oc-
curs. This is a mechanism of occurrence of the distance
measurement error accompanying the temperature
change of the lens.
[0029] Next, a case where there is no temperature dif-
ference between the cameras will be described with ref-
erence to the right view of FIG. 3. When the temperatures
of the lens 51 and the lens 61 similarly rise, a light beam
is incident on a position shifted by the arrow A1 on the
image sensor 62 similarly to the left view of FIG. 3. The
computing device 11 determines that the virtual light
beam L4 is incident on the image sensor 62 from the
viewpoint of parallax calculation, and erroneously de-
tects that the light beam from the object 100 exists at the
angle of view of the virtual light beam L4 indicated by the
two-dot chain line. Further, a light beam is incident on a
position shifted by an arrow B1 on the image sensor 52
similarly for the camera 50. The computing device 11
determines that a virtual light beam L5 is incident on the
image sensor 52, and erroneously detects that the light
beam from the object 100 exists at an angle of view of
the virtual light beam L5 indicated by a two-dot chain line.
[0030] The computing device 11 detects an intersec-
tion 102 between the virtual light beam L5 and the virtual
light beam L4 as a position of the object 100, and detects
a distance D2. Since a difference between the distance
D2 and the distance D0 is smaller than a difference be-
tween the distance D1 and the distance D0, the distance
measurement error is improved. In particular, a temper-
ature difference condition that the distance D2 and the
distance D0 are set to be substantially the same also
exists, and thus, a residual error is not a problem in prac-
tical distance measurement.
[0031] FIG. 4 is a graph illustrating an example of the
distance measurement error when the temperature dif-
ference between the cameras changes. An effect of the
first embodiment will be quantitatively described with ref-
erence to FIG. 4. The following condition examples were
used at the time of calculating the graph of FIG. 4.
[0032]

Distance to object: 50 m
Baseline length (distance between camera 50 and
camera 60): 0.3 m
Lens projection system: orthogonal projection (fsinθ)
Lens focal length: 6 mm
Lens reference temperature: 30°C
Temperature of lens 51 (first temperature): 30°C,
70°C
Temperature difference between cameras: -30 to
30°C
Angle of view (angle of object that can be captured
by both camera 50 and camera 60): 30 deg
Temperature sensitivity of lens 51 and lens 61:
0.0048 mm/°C/deg (linear change)

[0033] The above temperature sensitivity corresponds
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to displacement of a position of an image by 10 mm when
an angle of view is 30 deg and a temperature change is
70°C. Here, it is assumed that the lens temperature sen-
sitivity changes linearly with respect to an angle of view
and a temperature. When considering manufacturing
variations of a lens or the like, the temperature sensitivity
actually varies depending on the lens, but the same effect
can be obtained even if the temperature sensitivity varies
(not that it is assumed that the temperature sensitivities
of the lens 51 and the lens 61 are the same in this con-
dition example). The lens temperature sensitivity is not
necessarily linear, and a similar effect can be obtained
even if the lens temperature sensitivity is non-linear.
[0034] From FIG. 4, it can be seen that the distance
measurement error occurs depending on the tempera-
ture difference between the cameras regardless of the
temperature of the lens 51. Further, it can be seen that
the distance measurement error is small if the tempera-
ture difference is small. Although the temperature change
of the lens has been described herein, the same applies
to the influence of elongation/contraction of a lens barrel
with the temperature. In this case, it is considered that a
distance between a lens and an image sensor changes,
and a position of a light beam incident on the image sen-
sor is shifted, so that the same result as in FIG. 4 can be
obtained.
[0035] For the above reasons, the image processing
device 10 of the first embodiment determines that the
reliability of the distance information is high and performs
the normal processing when the absolute value of the
temperature difference is equal to or smaller than the
predetermined value. When the absolute value of the
temperature difference is equal to or larger than the pre-
determined value, it is determined that the reliability of
the distance information is low, and the error processing
is performed. Since the temperature difference between
the cameras is detected to change the processing ac-
cording to the temperature difference in this manner, it
is possible to avoid the inappropriate control accompa-
nying the distance measurement error.
[0036] FIG. 5 is an image view for describing an effect
of the present invention in comparison with the related
art. A left view in FIG. 5 illustrates processing with respect
to a temperature change in PTL 1 or PTL 2. A right view
in FIG. 5 illustrates processing with respect to a temper-
ature change in the first embodiment. In FIG. 5, the ver-
tical axis represents the temperature, the horizontal axis
represents time, and the time at which the image process-
ing device 10 is activated is defined as time zero. When
the image processing device 10 is activated, the temper-
ature rises, and converges to a predetermined temper-
ature after a lapse of a predetermined time as heat gen-
eration and heat dissipation become the same. A solid
line and a dotted line indicate the temperature of the cam-
era 50 and the temperature of the camera 60, respec-
tively, and the temperatures of the two cameras change
in the same manner. In the drawing, m indicates a change
timing of the processing.

[0037] In the case of the left view of FIG. 5, it is nec-
essary to change the processing a plurality of times as-
suming that the processing is changed for each prede-
termined temperature Δt. On the other hand, in the case
of the right view of FIG. 5, the error processing does not
occur since no temperature difference occurs between
the two cameras. Since the temperature change has a
long time constant, the temperatures of the two cameras
change slowly. Therefore, the temperature difference be-
tween the two cameras is less likely to occur as compared
with the temperature change, a change frequency of the
processing is low. In this manner, the image processing
device 10 according to the present first embodiment has
a feature that the change frequency of the processing
can be reduced as compared with an image processing
device in the related art (PTL 1 and PTL 2).
[0038] A temperature α of the first embodiment is not
a fixed value and may be changed based on the temper-
ature of the camera. Although the absolute value of the
temperature difference is compared with α in the first
embodiment, the processing may be changed based on
whether the temperature difference falls within a prede-
termined temperature range. For example, there is a
case where a distance error is asymmetric with respect
to positive and negative temperature differences be-
tween cameras as illustrated in FIG. 4. Further, in a case
where the temperature sensitivity is different between
lenses or in a case where the temperature sensitivity of
each lens is non-linear, there is a condition that the dis-
tance measurement accuracy is the best when a tem-
perature difference is a predetermined value that is not
zero.
[0039] FIG. 6 is a configuration example of the com-
puting device 11 in a case where processing is changed
based on whether the temperature difference falls within
the predetermined temperature range. In this case, as-
suming a temperature TA of the camera 50 and a tem-
perature TB of the camera 60, the normal processing
may be performed if TA - TB falls within a range of a
lower limit temperature β and an upper limit temperature
γ, and the error processing may be performed if TA - TB
does not fall within the range. At this time, the computing
device 11 may refer to, for example, a temperature (at
least any of TA and TB) and change at least any of the
lower limit temperature β and the upper limit temperature
γ. The temperature α, the lower limit temperature β, and
the upper limit temperature γ can be determined by a
distance measurement tolerance in a system to which
the present embodiment is applied. The computing de-
vice 11 stores data describing such a determination rule
in the storage device 12, for example, and can determine
the temperature α, the lower limit temperature β, and the
upper limit temperature γ according to the data.

<Second Embodiment

[0040] FIG. 7 is a block diagram illustrating a configu-
ration example of the computing device 11 included in
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the image processing device 10 according to a second
embodiment of the present invention. In the first embod-
iment, the error processing is performed when the abso-
lute value of the temperature difference between the
cameras is equal to or larger than the predetermined val-
ue. In the second embodiment, a temperature of a cam-
era is changed so as to decrease a temperature differ-
ence when an absolute value of the temperature differ-
ence is equal to or larger than a predetermined value.
The other configurations are the same as those in the
first embodiment.
[0041] In the case of the first embodiment, the error
processing is continued until the absolute value of the
temperature difference between the cameras becomes
equal to or smaller than the predetermined value. It is
considered that it takes time until normal processing
since a time constant of a temperature change is long if
the temperature difference between the cameras in-
creases. Therefore, the temperature difference is forcibly
reduced by heating or cooling the camera in the second
embodiment. A camera at a higher temperature may be
cooled or a camera at a lower temperature may be heat-
ed. The computing device 11 instructs a cooling device
or a heating device to adjust the temperature of the cam-
era.
[0042] FIG. 8 is an image view for describing an effect
of the present embodiment in comparison with the first
embodiment. A left view in FIG. 8 illustrates processing
with respect to a temperature change in the first embod-
iment, and a right view in FIG. 8 illustrates processing
with respect to a temperature change in the second em-
bodiment. A difference from FIG. 5 is that temperatures
of the camera 50 and the camera 60 at the time of acti-
vation are different. The temperatures at the time of ac-
tivation may be different when the two cameras are
mounted on both ends of a vehicle, for example, in the
case of an in-vehicle application.
[0043] In the case of the image processing device 10
of the first embodiment, the temperature difference be-
tween the cameras at the time of activation is larger than
the temperature α, and thus, the error processing is per-
formed. When the temperature difference between the
cameras becomes smaller than the temperature α after
a lapse of time t1, the processing transitions to the normal
processing. On the other hand, the temperature differ-
ence between the cameras is larger than the temperature
α at the time of activation in the case of the image
processing device 10 of the second embodiment, and
thus, the camera 60 is heated. As a result, the processing
can transition to the normal processing within time t2
shorter than the time in the left view of FIG. 8.
[0044] A method for changing the camera temperature
in the second embodiment is not limited. For example,
in a case where a lens is heated, a heating wire may be
used. Further, a fan may be used in a case where cooling
is performed. Further, a temperature changing mecha-
nism mounted for other applications may be used. For
example, in the case of an in-vehicle application, air con-

ditioning or the like is used. Furthermore, the amount of
heat generated by another element may be used. For
example, in the case of an in-vehicle application, a head
lamp may be used. The camera 50 and the camera 60
can be mounted in or near two headlamps, and the cam-
era can be forcibly warmed using heat generated from
the headlamp. In this case, the head lamp on a side hav-
ing a lower temperature may be turned on.

<Second Embodiment: Summary>

[0045] The image processing device 10 according to
the second embodiment can generate highly reliable dis-
tance information by forcibly changing the temperature
of the camera when the temperature difference between
the cameras does not fall within a reference range. Fur-
thermore, it is possible to suppress the number of times
of changing image processing according to a tempera-
ture as in PTLs 1 and 2, and to eliminate a delay in time
accompanying the change in the image processing.
[0046] Although the absolute value of the temperature
difference is compared with the temperature α in the sec-
ond embodiment, normal processing may be performed
if TA - TB falls within the range between the lower limit
temperature β and the upper limit temperature γ, and the
temperature of the camera may be changed if TA - TB
does not fall within the range in the same manner as in
FIG. 6 Further, the temperature of the camera is changed
in the description of the second embodiment, but a tem-
perature of a lens may be changed.

<Third Embodiment

[0047] FIG. 9 is a block diagram illustrating a configu-
ration example of the computing device 11 included in
the image processing device 10 according to a third em-
bodiment of the present invention. In the first embodi-
ment, the error processing is performed when the abso-
lute value of the temperature difference between the
cameras is equal to or larger than the predetermined val-
ue. In the third embodiment, an image processing meth-
od is changed when an absolute value of a temperature
difference is equal to or larger than a predetermined val-
ue. In the case of the first embodiment, the affine process-
ing is performed using a coefficient as a fixed value. On
the other hand, a coefficient of affine processing is
changed when the temperature difference becomes
equal to or larger than the predetermined value in the
third embodiment. Hereinafter, the processing of the third
embodiment will be described.
[0048] The computing device 11 includes a coefficient
changing unit 31 in addition to the configuration de-
scribed with reference to FIG. 2. The coefficient changing
unit 31 further includes a coefficient changing unit 31a
and a coefficient changing unit 31b. When the absolute
value of the temperature difference between cameras is
equal to or smaller than the predetermined value (α°C in
FIG. 9), transformation processing is performed by a pre-
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determined affine coefficient. When the absolute value
of the temperature difference is equal to or larger than
the predetermined value, the affine transformation is per-
formed after changing the affine coefficient as follows.
[0049] The coefficient changing unit 31 changes coef-
ficients of transformation processing performed by the
affine processing unit 20a and the affine processing unit
20b (a first correction unit and a second correction unit),
respectively. For example, the coefficient changing unit
31a and the coefficient changing unit 31b generate a
transformation table representing transformation with re-
spect to the images P1 and P2 based on temperature of
the cameras and a predetermined transformation refer-
ence table. The transformation reference table may be
stored in advance in the storage device 12, for example.
In this case, it can be said that the storage device 12
functions as a transformation reference coefficient stor-
age unit. This transformation table may be a coefficient
of affine processing in PTLs 1 and 2.
[0050] The images P3 and P4 respectively output from
the affine processing unit 20a and the affine processing
unit 20b are input to the parallax image generation unit
24 via the brightness correction unit 21a, the brightness
correction unit 21b, the brightness information genera-
tion unit 23a, and the brightness information generation
unit 23b. The parallax image generation unit 24 calcu-
lates parallax between two pieces of image information
based on the image P3 and the image P4 (or information
generated based on these). The distance calculation unit
25 calculates a distance to an object appearing in an
image based on the parallax.
[0051] In the third embodiment, the coefficient of the
affine processing is changed only when the absolute val-
ue of the temperature difference is equal to or larger than
the predetermined value. The image processing device
10 of the third embodiment has a feature that a process-
ing change frequency can be reduced as compared with
the image processing device in the related art (PTLs 1
and 2) as described in the first embodiment.
[0052] FIG. 10 illustrates processing with respect to a
temperature change in the third embodiment. Here, it is
assumed that there is a temperature difference at the
time of activation. In this case, a difference from FIG. 5
is that temperatures of the camera 50 and the camera
60 at the time of activation are different. In the image
processing device 10 of the third embodiment, the affine
processing coefficients of the affine processing unit 20a
and the affine processing unit 20b are changed when the
temperature difference between the cameras at the time
of activation is larger than a temperature α. When the
temperature difference between the cameras becomes
smaller than the temperature α (time t1), the processing
transitions to processing using an affine coefficient which
is a predetermined value. The similar processing can be
also performed in the first and second embodiments.
[0053] Although the affine processing coefficients of
the affine processing unit 20a and the affine processing
unit 20b are changed in the third embodiment, for exam-

ple, the affine processing coefficient of only one of the
affine processing unit 20a and the affine processing unit
20b may be changed according to the temperature dif-
ference. This is based on the same reason as the de-
scription that the distance measurement error is reduced
in the case of the virtual light beam L5 in the right view
of FIG. 3 while the light beam from the object 100 is er-
roneously detected to exist at the angle of view of the
virtual light beam L4 indicated by the two-dot chain line
in the left view of FIG. 3. That is, highly accurate distance
measurement can be implemented by changing an affine
processing method only for the image P1 of an image
sensor 52 and transforming the image to obtain the virtual
light beam L5. As a predetermined offset is added by the
parallax image generation unit 24 based on a concept
similar to this, an effect similar to that of changing the
affine processing coefficient can be obtained.
[0054] Although the absolute value of the temperature
difference is compared with the temperature α in the third
embodiment, normal processing may be performed if TA-
TB falls within the range of the lower limit temperature β
and the upper limit temperature γ, and affine processing
coefficients of the affine processing unit 20a and the af-
fine processing unit 20b may be changed if TA-TB does
not fall within the range in the same manner as in FIG. 6

<Fourth Embodiment

[0055] FIG. 11 is a block diagram illustrating a config-
uration example of the image processing device 10 ac-
cording to a fourth embodiment of the present invention.
In the fourth embodiment, the image processing device
10 acquires images from cameras 150 and 160, respec-
tively. Although the cameras 150 and 160 are not stereo
cameras, a fact that the image processing device 10 ac-
quires images from the two cameras is similar to the first
embodiment.
[0056] The camera 150 includes a lens 151 (first lens)
and an image sensor 152 (first image sensor). The cam-
era 160 includes a lens 161 (second lens) and an image
sensor 162 (second image sensor). The camera 150 de-
tects an image of an object or the like with the image
sensor 152 via the lens 151. The camera 160 detects an
image of the object or the like with the image sensor 162
via the lens 161. The camera 150 is a camera having a
wider field of view than the camera 160. The camera 160
is a camera capable of detecting a farther side than the
camera 150.
[0057] FIG. 12 illustrates a synthesized image of two
camera images in the case of being used for an in-vehicle
application as an example. An upper view of FIG. 12 il-
lustrates a case where a temperature difference is small,
and a lower view of FIG. 12 illustrates a case where the
temperature difference is large. An image P13 is an out-
put image of the camera 150. An image P14 is an output
result of the camera 160. Since such a synthesized image
is generated, the resolution in a progressing direction of
a vehicle can be improved, and a wide field of view can
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be realized. In this example, a white line WL1 and a white
line WL2 are reflected on the image P13 and the image
P14, respectively.
[0058] When there is no temperature difference, the
white line WL1 and the white line WL2 are smoothly con-
nected as illustrated in the upper view of FIG. 12. When
the temperature difference occurs, a detection position
of an image on one side is changed (shifted by the arrow
A1) as illustrated in the left view of FIG. 3, and thus, the
white line WL1 and the white line WL2 are not smoothly
connected as illustrated in the lower view of FIG. 12. The
synthesized image as illustrated in the lower view of FIG.
12 is different from the actual image.
[0059] FIG. 13 is a block diagram illustrating a config-
uration example of the computing device 11 in the fourth
embodiment. The computing device 11 in the fourth em-
bodiment includes an image synthesis unit 126 instead
of the parallax image generation unit 24 and the distance
calculation unit 25. The affine processing units 20a and
20b output the images P13 and P14, respectively.
[0060] The temperature acquisition unit 30a acquires
a temperature related to the camera 150 from the tem-
perature sensor 53, and the temperature acquisition unit
30b acquires a temperature related to the camera 160
from the temperature sensor 63. The temperature differ-
ence acquisition unit 30 acquires and outputs a temper-
ature difference (temperature difference between cam-
eras) between the temperature related to the camera 150
and the temperature related to the camera 160.
[0061] When an absolute value of the temperature dif-
ference is equal to or smaller than a predetermined value,
the computing device 11 (image synthesis unit 126) syn-
thesizes the image P3 and the image P4 to generate a
synthesized image as described with reference to FIG.
12. Thereafter, normal processing according to a system
is performed. When the absolute value of the tempera-
ture difference is equal to or larger than the predeter-
mined value, it is notified that an error has occurred at
the time of generating the synthesized image. Through
the above procedure, a correct image can be output to
the system side.
[0062] Although error processing is performed in the
same manner as in the first embodiment in the above
description, temperature adjustment or coefficient
change may be performed as in the second or third em-
bodiment. Although the image P14 is included in the im-
age P13 in FIG. 12, the images P13 and P14 may be
images having similar sizes or may be images having a
partially common region without being limited thereto. In
any case, the same effect as that of the fourth embodi-
ment can be obtained.

<Fifth Embodiment

[0063] FIG. 14 is a block diagram illustrating an exam-
ple of a configuration including the image processing de-
vice 10 according to a fifth embodiment of the present
invention. In the fifth embodiment, the image processing

device 10 converts a separately acquired distance error
into a temperature difference instead of using the tem-
perature sensors 53 and 63. Since the other configura-
tions are the same as those of the first to fourth embod-
iments, the fact of converting the distance error into the
temperature difference will be mainly described herein-
after.
[0064] A distance detection unit 500 detects a distance
to an object and outputs the distance to the image
processing device 10. The distance detection unit 500
can be configured using, for example, a distance meas-
urement device capable of measuring a distance to an
object such as a radar and light detection and ranging
(LiDAR). The distance detection unit 500 can be config-
ured as a part of the image processing device 10, or can
be configured as a device separate from the image
processing device 10.
[0065] FIG. 15 is a block diagram illustrating a config-
uration example of the computing device 11 in the fifth
embodiment. The computing device 11 includes a dis-
tance comparison unit 27 and a temperature difference
conversion unit 28, instead of the temperature difference
acquisition unit 30. The distance calculation unit 25 cal-
culates a distance to the object and outputs the result as
distance information G1. The distance comparison unit
27 receives the distance information G1 and receives
distance information G2 detected by the distance detec-
tion unit 500. The distance comparison unit 27 compares
the distance information G1 with the distance information
G2, and notifies the temperature difference conversion
unit 28 of the result. The temperature difference conver-
sion unit 28 converts the comparison result into the tem-
perature difference between the cameras 50 and 60. The
other processing is similar to that described in the first
embodiment.
[0066] The temperature difference conversion unit 28
converts the distance information into the temperature
difference by the following procedure. A correspondence
relationship between the temperature difference be-
tween the cameras and a distance measurement error
can be acquired in advance as described with reference
to FIG. 4. For example, in a case where it is assumed
that the distance information G2 is accurate, a distance
measurement error of the distance information G1 can
be calculated using the distance information G2 as a ref-
erence. The temperature difference can be estimated by
applying the distance measurement error to the corre-
spondence relationship as illustrated in FIG. 4.
[0067] According to the fifth embodiment, if the dis-
tance information G2 can be acquired from the distance
detection unit 500, the distance measurement error can
be converted into the temperature difference using the
separately calculated distance information G1. There-
fore, it is advantageous that the temperature sensors 53
and 63 are not required. Even in a case where the tem-
perature sensors 53 and 63 are provided, it is also pos-
sible to consider an application in which a measurement
result is correct by comparing the temperature difference
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converted by a technique of the fifth embodiment with a
measurement result obtained by each temperature sen-
sor.
[0068] Instead of converting a difference between the
distance information G1 and G2 into the temperature dif-
ference, the difference may be directly regarded as the
distance measurement error. Alternatively, the difference
may be output to the outside of the image processing
device 10, and the difference may be used when an ex-
ternal device that has received the difference determines
the distance measurement error.
[0069] When an absolute value of the temperature dif-
ference is equal to or larger than a predetermined value,
the temperature adjustment described in the second em-
bodiment or the coefficient adjustment described in the
third embodiment may be performed instead of or in com-
bination with error processing. Since the temperature ad-
justment is performed on any of two lenses at a higher
(or lower) temperature, it is necessary to determine the
sign of the temperature difference (that is, which lens has
a higher (or lower) temperature). Since the coefficient
adjustment is performed using a lens closer to a standard
operating temperature as a reference (that is, a correc-
tion coefficient of a lens farther from the standard oper-
ating temperature is mainly changed), it is necessary to
determine the sign of the temperature difference. There-
fore, it is necessary to determine whether the tempera-
ture difference is positive or negative in any case of per-
forming either the temperature adjustment or the coeffi-
cient adjustment. Such a sign determination procedure
will be described hereinafter.
[0070] FIG. 16 is a view illustrating a detection distance
when the temperature difference between the cameras
becomes positive and a detection distance when the tem-
perature difference becomes negative. A left view in FIG.
16 illustrates a case where a temperature of the lens 61
rises (temperature difference is negative), and a right
view in FIG. 16 illustrates a case where a temperature
of the lens 51 rises (temperature difference is positive).
When the object 100 is on the right side of the image
processing device 10, the detected distance D1 is longer
than the actual distance D0 in the case where the tem-
perature difference is negative. In the case where the
temperature difference is positive, the detected distance
D2 is shorter than the actual distance D0. In a case where
the distance information G2 does not largely depend on
the temperature, the actual distance D0 can be detected
by the distance detection unit 500, and thus, whether the
temperature difference is positive or negative can be de-
termined by comparing D0 with D1 or D0 with D2. If the
sign of the temperature difference is known, which of the
lenses 51 and 61 has a higher (or lower) temperature
can be determined, and thus, the processing described
in the second and third embodiments can be performed
based on this.
[0071] It is desirable to apply the configuration using
the distance detection unit 500 as in the fifth embodiment
particularly in a state where the temperature is unstable

such as at the time of activation. This is because the
temperature difference between the cameras decreases
as time elapses, and thus, it is possible to perform dis-
tance measurement to the same extent as the distance
detection unit 500. The configuration of the fifth embod-
iment is effective in a case where a distance sensor is
used in automatic driving of a vehicle or the like.

<Regarding Modifications of Present Invention>

[0072] The present invention is not limited to the
above-described embodiments, and includes various
modifications. The above-described embodiments have
been described in detail in order to describe the present
invention in an easy-to-understand manner, and are not
necessarily limited to those having all the described con-
figurations. Further, some configurations of a certain em-
bodiment can be substituted by configurations of another
embodiment, and further, some configurations of another
embodiment can be added to configurations of a certain
embodiment. Further, addition, deletion or substitution
of some of other configurations can be made with respect
to some configurations of each embodiment.
[0073] In the above embodiments, for example, the er-
ror processing as in the first embodiment may be per-
formed when the temperature difference between the
cameras occurs, and then, the lens temperature may be
adjusted as in the second embodiment, or the image
processing method may be changed as in the third em-
bodiment.
[0074] In the above embodiments, the computing de-
vice 11 may stop processing for calculating the parallax
image and the distance, instead of outputting the error
or together with the error output when the temperature
difference does not fall within the reference range.
[0075] In the above embodiments, each functional unit
included in the computing device 11 can be configured
by hardware such as a circuit device in which a corre-
sponding function is mounted, or can be configured as
the computing device 11 executes software implement-
ing the function.

Reference Signs List

[0076]

10 image processing device
11 computing device
12 storage device
20a affine processing unit
20b affine processing unit
25 distance calculation unit
30 temperature difference acquisition unit
31 coefficient changing unit
50 camera
51 lens
52 image sensor
53 temperature sensor
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60 camera
61 lens
62 image sensor
63 temperature sensor

Claims

1. An image processing device that processes an im-
age captured by a camera, the image processing
device comprising:

first and second cameras that capture images
of an object to be captured; and
a computing device that performs first process-
ing on the images captured by the first and sec-
ond cameras and outputs a result of the first
processing,
wherein the computing device acquires a tem-
perature difference between a first temperature
of the first camera and a second temperature of
the second camera,
the computing device outputs the result if the
temperature difference falls within a reference
range, and
the computing device performs second process-
ing different from the first processing, instead of
or together with the outputting of the result if the
temperature difference does not fall within the
reference range.

2. The image processing device according to claim 1,
wherein

the computing device generates a parallax im-
age from the image captured by the first camera
and the image captured by the second camera
as the first processing to calculate a distance to
the object in the image,
the computing device generates the parallax im-
age and calculates the distance by performing
the first processing if the temperature difference
falls within the reference range, and
the computing device outputs a notification that
an error has occurred when calculating the par-
allax image or the distance as the second
processing if the temperature difference does
not fall within the reference range.

3. The image processing device according to claim 1,
wherein

the computing device generates a parallax im-
age from the image captured by the first camera
and the image captured by the second camera
as the first processing to calculate a distance to
the object in the image,
the computing device generates the parallax im-

age and calculates the distance by performing
the first processing if the temperature difference
falls within the reference range, and
the computing device stops the outputting in the
first processing as the second processing if the
temperature difference does not fall within the
reference range.

4. The image processing device according to claim 1,
wherein

the computing device acquires an absolute val-
ue of a difference between the first temperature
and the second temperature as the temperature
difference,
the computing device determines whether the
temperature difference falls within the reference
range based on whether the temperature differ-
ence falls within a range from a lower limit value
to an upper limit value, and
the computing device further changes at least
any of the lower limit value and the upper limit
value in accordance with a value of at least any
of the first temperature and the second temper-
ature.

5. The image processing device according to claim 1,
further comprising

a thermometer that acquires the first tempera-
ture and the second temperature,
wherein the computing device acquires the first
temperature and the second temperature from
the thermometer.

6. The image processing device according to claim 1,
wherein

the first camera includes a first lens, and the
second camera includes a second lens, and
the computing device adjusts a temperature of
at least any of the first lens and the second lens
as the second processing to bring the tempera-
ture difference close to the reference range.

7.  The image processing device according to claim 1,
wherein

the computing device includes: a first correction
unit that corrects distortion of the image cap-
tured by the first camera with a first correction
coefficient; and a second correction unit that cor-
rects distortion of the image captured by the sec-
ond camera with a second correction coefficient,
and
the computing device changes at least any of
the first correction coefficient and the second
correction coefficient as the second processing
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to correct distortion caused by the temperature
difference.

8. The image processing device according to claim 1,
wherein

the computing device generates a synthesized
image, obtained by synthesizing the image cap-
tured by the first camera and the image captured
by the second camera, as the first processing,
the computing device generates the synthe-
sized image by performing the first processing
if the temperature difference falls within the ref-
erence range, and
the computing device outputs a notification that
an error has occurred when generating the syn-
thesized image as the second processing if the
temperature difference does not fall within the
reference range.

9. The image processing device according to claim 1,
wherein

the computing device generates a parallax im-
age from the image captured by the first camera
and the image captured by the second camera
as the first processing to calculate a first dis-
tance to the object in the image,
the computing device acquires a second dis-
tance to the object from a distance measure-
ment device, and
the computing device calculates the tempera-
ture difference in accordance with a difference
between the first distance and the second dis-
tance.

10. The image processing device according to claim 9,
wherein
the computing device determines which one of the
first temperature and the second temperature is
higher based on which one of the first distance and
the second distance is longer.

11. The image processing device according to claim 10,
wherein

the first camera includes a first lens, and the
second camera includes a second lens,
the computing device lowers a temperature of
the first lens or raises a temperature of the sec-
ond lens as the second processing to bring the
temperature difference close to the reference
range if the first temperature is higher than the
second temperature, and
the computing device raises the temperature of
the first lens or lowers the temperature of the
second lens as the second processing to bring
the temperature difference close to the refer-

ence range if the first temperature is lower than
the second temperature.

12. The image processing device according to claim 10,
wherein

the computing device includes: a first correction
unit that corrects distortion of the image cap-
tured by the first camera with a first correction
coefficient; and a second correction unit that cor-
rects distortion of the image captured by the sec-
ond camera with a second correction coefficient,
the computing device changes the second cor-
rection coefficient as the second processing to
correct distortion caused by the temperature dif-
ference if the first temperature is closer to a ref-
erence temperature than the second tempera-
ture, and
the computing device changes the first correc-
tion coefficient as the second processing to cor-
rect distortion caused by the temperature differ-
ence if the second temperature is closer to the
reference temperature than the first tempera-
ture.
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