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Average pixel luminosity is calculated for each frame com 
prising a content item. For each pair of adjacent frames, an 
IFD is calculated. The IFD represents the difference between 
a baseline pixel luminosity associated with each of the two 
frames. An initial set of cut frames is selected based on IFD 
values that are less than a minimum value IFD or that are 
greater than a maximum value IFD. The positions of these 
initial cut frames are optimized using a numerical optimiza 
tion technique that favors removal of frames corresponding to 
IFD extrema, but that also attempts to maintain a minimum 
time gap between cut frames. Selecting frames for removal is 
approached as a constraint minimization problem. Once an 
optimized set of cut frames is established, audio is cut and 
crossfaded in a temporal window Surrounding cut frame posi 
tions. 
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MULTIMEDIA CONTENT DURATION 
MANIPULATION 

FIELD OF THE DISCLOSURE 

0001. This application relates generally to manipulation 
of multimedia content items, and more specifically to meth 
ods for manipulating the duration of multimedia content 
items in an analytical and controllable manner that is both 
visually and audibly subtle. 

BACKGROUND 

0002. The duration of multimedia content—such as tele 
vision programming is often manipulated to fit within a 
scheduled timeslot. For example, the television broadcast 
schedule in the United Kingdom includes hour-longtimeslots 
that are configured to accommodate between 45 minutes and 
48 minutes of programming. On the other hand, the television 
broadcast schedule in the United States includes hour-long 
timeslots that are configured to accommodate between 39 
minutes and 42 minutes of programming. As a result, if a 
British television program is to be adapted for viewing in the 
United States its duration should be reduced slightly. Even 
where programming is not being adapted for another market, 
many applications still call for a slight increase or decrease in 
the duration of Such programming. For instance, television 
programs having a duration that does not necessarily conform 
to the standardized timeslots that comprise abroadcast sched 
ule are apt candidates for duration manipulation. Examples of 
Such programming include sporting events, live perfor 
mances, and breaking news coverage. Outside the field of 
television broadcasting, it is still often desired to manipulate 
the duration of distributed multimedia content, for instance in 
the context of online streaming services and portable media 
distribution schemes Such as digital video disc sales or rent 
als. Given the wide range of applications which call for 
manipulating multimedia content duration, a number of tech 
niques have been developed to perform Such manipulations. 
For instance, Time Tailor (Prime Image, Inc., Chalifont, Pa.) 
is one example of an existing tool that can be used to reduce 
the duration of a television program to create additional com 
mercial time in a broadcast Schedule. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0003 FIG. 1 is a block diagram schematically illustrating 
selected components of an example computer system that can 
be used to manipulate the duration of multimedia content 
items in an analytical and controllable manner that is both 
visually and audibly subtle. 
0004 FIGS. 2A through 2D comprise a flowchart illustrat 
ing an example technique for manipulating the duration of 
multimedia content items in an analytical and controllable 
manner that is both visually and audibly subtle. 
0005 FIG. 3A is a timeline schematically illustrating an 
example multimedia contentitem having an initial duration of 
five minutes. 

0006 FIG. 3B is a timeline schematically illustrating the 
example multimedia content item of FIG. 3A after applying 
one of the duration manipulation techniques disclosed herein, 
wherein both the original content item and a thirty-second 
commercial announcement are played in the same five minute 
timeslot. 
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DETAILED DESCRIPTION 

0007. A multimedia content item can be understood as 
comprising a collection of synchronized audio and video 
segments that are arranged for sequential playback. The dura 
tion of the content item can therefore be manipulated by 
adding or removing Such segments, or by adjusting the speed 
at which the segments are played. A significant challenge lies 
in implementing these manipulations in a visually and audi 
bly subtle manner such that they are not easily noticed when 
a consumer views the manipulated content item. As a result, 
existing solutions for manipulating the duration of multime 
dia content tend to suffer from a number of shortcomings. For 
example, Solutions that operate by manipulating the playback 
speed or frame rate tend to result in undesirable visible and 
audible artifacts. Solutions that rely on segment addition or 
removal generally (a) rely on manual input to identify appro 
priate editing points, which tends to be time consuming and 
expensive, or (b) rely on a window-based analysis of Smaller 
content blocks that comprise the multimedia asset, which 
tends to produce Suboptimal results. Moreover, existing auto 
mated algorithms for identifying segments to be removed 
tend not to efficiently identify frames that can be removed 
Subtly. These shortcomings represent Substantial limitations 
that make it difficult for broadcasters and program managers 
to “micro-schedule' their content—that is, to subtly manipu 
late multimedia content duration to conform to predeter 
mined scheduled timeslots. 
0008 Techniques are disclosed herein for manipulating 
the duration of a multimedia content item in a way that 
addresses certain of these shortcomings. In one embodiment 
average pixel luminosity is calculated for each frame com 
prising a multimedia content item. For each pair of adjacent 
frames, an inter frame distance (IFD) is calculated, wherein 
the IFD represents the difference between a baseline pixel 
luminosity associated with each of the two frames. An initial 
set of frames to be removed from the content item (also 
referred to herein as “cut frames') is selected based on IFD 
values that are less than a pre-established minimum value 
IFD or that are greater than a pre-established maximum 
value IFD. The positions of these initial cut frames are 
optimized using a numerical optimization technique that 
favors removal of frames corresponding to extreme IFD val 
ues, but that also attempts to maintain a minimum time gap G 
between cut frames. Thus selecting frames for removal can be 
understood and approached as a constraint minimization 
problem. Once an optimized set of cut frames is established, 
audio is cut and crossfaded in a temporal window Surrounding 
each cut frame. Numerous configurations and modifications 
will be apparent in light of this disclosure, including modifi 
cations that enable the duration of the content item to be 
increased instead of decreased. 
0009. A number of advantages are associated with certain 
of the disclosed embodiments. For example, certain of the 
techniques disclosed herein reduce the duration of a multi 
media content item without introducing easily noticeable vis 
ible or audible artifacts into the modified content item. The 
appearance of artifacts depends on a number of factors rang 
ing from the type of programming, the compression tech 
niques used to encode the content, and the content consum 
er's visual and aural acuity. However, in general, duration 
reductions of up to 10% have been observed to be unnotice 
able to most content consumers, while even higher reductions 
have been observed to be barely or only occasionally notice 
able. Because IFD extrema are identified and located based 
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on an analysis of an entire content item, Such analysis pro 
duces Superior results as compared to a window-based 
approach that analyzes and processes the content item on a 
segment-by-segment basis. In particular, existing solutions 
which use a window-based approach tend to “force' frame 
cutting even in regions where such cuts may be more easily 
noticed. A wide range of different multimedia content can be 
processed using the techniques disclosed herein, including 
both interlaced and non-interlaced content. Certain embodi 
ments also advantageously avoid human intervention and/or 
input by automating the duration manipulation process, 
thereby reducing costs and processing times. For example, in 
one implementation, a user simply identifies a multimedia 
content item to be processed and a target duration modifica 
tion; other quality control parameters and settings can be 
applied based on predefined default values. This enables con 
tent to be processed efficiently and quickly: in one example 
embodiment one hour of high definition multimedia content 
is processed in less than five minutes. 
0010. As used herein, the term “multimedia content” 
refers, in addition to its ordinary meaning, to audio, visual, or 
audiovisual information intended for consumption by a user, 
organization, or other human- or computer-controlled entity. 
In general, multimedia content can be understood as includ 
ing audible recordings played via speakers or headphones, 
visual presentations that include one or more visual assets 
which may or may not change with the progression of time, 
and combinations of both audible and visual assets. Specific 
examples of multimedia content include television programs, 
movies, animated sequences, and other audiovisual assets. In 
applications where multimedia content includes both audio 
and video components, such components can be separated 
and Subjected to different processing techniques. Multimedia 
content can be stored in a compressed digital format and may 
be created and manipulated using any suitable editing appli 
cation. For example, multimedia content can be stored in any 
suitable file format defined by the Moving Picture Experts 
Group (MPEG), including MPEG-4, can be stored as a 
sequence of frames defined in a color space such as red-green 
blue (RGB) or luma-chrominance (YUV), or can be stored in 
any other Suitable compressed or uncompressed file format, 
including file formats generated in real-time by animation 
engines, compositing engines, or other video generation 
applications. Multimedia content may also include informa 
tion that is not specifically intended for display, and thus also 
encompasses items such as embedded executable instruc 
tions, scripts, hyperlinks, metadata, encoding information, 
audio tracks, and formatting information. The term “multi 
media content item” refers to a collection of multimedia 
content that is organized into a distinct unit, such as a file, 
which can be subjected to various processing operations. 
Thus while digital music or video may be referred to as 
multimedia content generally, a song or television episode 
may be referred to as a multimedia content item. Multimedia 
content items may also be referred to as “multimedia assets”. 
0011. As used herein, the term “luminosity” refers, in 
addition to its ordinary meaning, to a measure of where a 
color falls on a spectrum between black and white. Luminos 
ity can therefore be thought of as a measure of how close a 
given color is to black or white. Luminosity is typically 
expressed in terms of a percentage, where aluminosity of 0% 
corresponds to black and a luminosity of 100% corresponds 
to white. A color of a given hue and Saturation having a 
luminosity of 50% will appear as close as possible to the pure 
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color of that hue and Saturation, as compared to colors having 
a higher (faded) or lower (darkened) luminosity. Thus lumi 
nosity is a unique parameter as compared to brightness and 
saturation in that the midpoint of the luminosity Scale corre 
sponds to a pure hue. Luminosity is also sometimes referred 
to as “lightness”. 
(0012 System Architecture 
0013 FIG. 1 is a block diagram schematically illustrating 
selected components of an example computer system 100 that 
can be used to manipulate the duration of multimedia content 
items in an analytical and controllable manner that is both 
visually and audibly subtle. Computer system 100 may com 
prise, for example, one or more devices selected from a desk 
top computer, a laptop computer, a workstation, a tablet com 
puter, a Smartphone, a handheld computer, a set-top box, an 
enterprise class server, or any other such computing device. A 
combination of different devices may be used in certain 
embodiments. In the illustrated embodiment, computer sys 
tem 100 includes, among other things, a processor 110, a 
memory 120, an operating system 140, a communications 
module 150, a duration reduction module 160, and an 
optional multimedia rendering module 170. In alternative 
embodiments a duration increase module is provided in addi 
tion to, or instead of, duration reduction module 160. As can 
be further seen, a bus and/or interconnect 180 is also provided 
to allow for inter- and intra-device communications using, for 
example, communications module 150. Computer system 
100 is optionally coupled to a network 200 to allow for 
communications with other computing devices or resources, 
such as a networked media store 300. Other componentry and 
functionality not reflected in the schematic block diagram of 
FIG. 1 will be apparent in light of this disclosure, and it will 
be appreciated that other embodiments are not limited to any 
particular hardware configuration. 
0014 Processor 110 can be any suitable processor, and 
may include one or more coprocessors or controllers, such as 
an audio processor or a graphics processing unit, to assist in 
control and processing operations associated with computer 
system 100. Memory 120 can be implemented using any 
Suitable type of digital storage, such as one or more of a disc 
drive, a universal serial bus (USB) drive, flash memory, and/ 
or random access memory (RAM). Operating system 140 
may comprise any suitable operating system, Such as Google 
Android (Google Inc., Mountain View, Calif.), Microsoft 
Windows (Microsoft Corp., Redmond, Wash.), or Apple OS 
X (Apple Inc., Cupertino, Calif.). As will be appreciated in 
light of this disclosure, the techniques provided herein can be 
implemented without regard to the particular operating sys 
tem provided in conjunction with computer system 100, and 
therefore may also be implemented using any suitable exist 
ing or Subsequently-developed platform. Communications 
module 150 can be any appropriate network chip or chipset 
which allows for wired and/or wireless connection to other 
components of computer system 100 and/or to network 200, 
thereby enabling computer system 100 to communicate with 
other local and/or remote computer systems, servers, and/or 
SOUCS. 

0015. Duration reduction module 160 is configured to sub 
tly reduce the duration of a multimedia content item by cut 
ting video frames from the content and crossfading audio that 
corresponds to the cut video frames. Duration reduction mod 
ule 160 can be implemented with a variety of suitable soft 
ware and/or hardware that is coupled to or that otherwise 
forms part of computer system 100. For example, in terms of 
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Software, in certain embodiments duration reduction module 
160 is used in conjunction with a video editing application, 
thereby allowing users to manipulate the duration of video 
content. In other embodiments duration reduction module 
160 is used in conjunction with a media player application or 
other software component capable of rendering multimedia 
content, such as multimedia rendering module 170. For 
instance in one implementation a media player is configured 
to automatically reduce the duration of a content item and to 
insert an advertisement into the content item. In terms of 
hardware, duration reduction module 160 can be imple 
mented or otherwise used in conjunction with input/output 
devices Such as a display, a video camera, a textual input 
device Such as a keyboard, and/or a pointer-based input 
device such as a mouse. Other input/output devices that may 
be used in other embodiments include a touchscreen, a touch 
pad, a speaker, and/or a microphone. Still other input/output 
devices can be used in other embodiments. 

0016. In certain embodiments duration reduction module 
160 is installed local to computer system 100, as illustrated in 
FIG. 1. Alternatively, in embodiments where computer sys 
tem 100 is implemented as a client in a client-server archi 
tecture, at least Some functionality associated with duration 
reduction module 160 is downloaded from a server using an 
applet, Such as a JavaScript applet, or other downloadable 
module. Such a remotely accessible module or sub-module 
can be provided in real-time in response to a request from 
computer system 100. For example, a user of a tablet com 
puter may invoke functionality associated with duration 
reduction module 160 upon accessing multimedia content 
which is to be viewed or otherwise processed, and which may 
be retrieved from media store 300. In such embodiments the 
server can be local to network 200 or remotely coupled to 
network 200 by one or more other networks and/or commu 
nication channels. In some cases access to resources on a 
given network or computing system may require credentials 
Such as usernames, passwords, and/or compliance with any 
other Suitable security mechanism. In any such standalone or 
networked computing scenarios, duration reduction module 
160 may be implemented with any suitable technology that 
allows a user to perform frame-by-frame analysis of a multi 
media content item. 

0017 Still referring to FIG. 1, in certain embodiments 
duration reduction module 160 includes a user interface sub 
module 161, an IFD calculation sub-module 162, an IFD 
Smoothing Sub-module 163, a cut frame selection Sub-mod 
ule 164, a frame removal sub-module 165, and an audio 
manipulation sub-module 166. In certain embodiments user 
interface sub-module 161 is used, for example, to receive user 
input that identifies a multimedia asset to be manipulated and 
defines the parameters of the manipulation including, for 
example, quality control parameters. User interface Sub-mod 
ule 161 also optionally provides information Such as a maxi 
mum duration reduction that is available for a given multime 
dia content item, or a likelihood that a targeted duration 
reduction will produce visible and/or audible artifacts. 
Regardless of the specific functionality provided, in Such 
embodiments user interface sub-module 161 can be config 
ured to work in conjunction with Suitable input/output hard 
ware Such as touch sensitive display. 
0018. In an example embodiment IFD calculation sub 
module 162 calculates an IFD for each pair of adjacent frames 
that comprise the processed multimedia content item. The 
IFD represents the difference between a baseline pixel lumi 
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nosity for each of the two frames. Because the IFD values are 
calculated numerically and are often Subject to large varia 
tions, in certain embodiments IFD Smoothing Sub-module 
163 performs one or more iterative Smoothing operations on 
the IFD values. In particular, once an optimized set of cut 
frame positions is established as will be described in turn, the 
IFD values can be smoothed and the optimization can be 
performed again using the optimized set of cut frame posi 
tions as seed points. It has been found that performing one or 
more iterations of (a) Smoothing the IFD values, (b) finding a 
first optimized set of cut frame positions, (c) Smoothing the 
IFD values again using a Gaussian kernel of decreasing 
sigma, and (d) finding a Subsequent optimized set of cut frame 
positions reduces the likelihood that visible and/or audible 
artifacts will be present in a reduced-duration multimedia 
content item. 

0019 Cut frame selection sub-module 164 is configured to 
identify a plurality of video frames that are suitable to be 
removed from a multimedia content item. The number of 
frames which are to be removed depends on the extent to 
which the duration of the content item is to be reduced, with 
large quantities of cut frames corresponding to greater dura 
tion reductions. In one embodiment, an initial set of cut 
frames is selected based on IFD values that are less than the 
pre-established minimum value IFD or that are greater 
than the pre-established maximum valueIFD. The thresh 
old parameters IFD, and IFD, can be understood as qual 
ity control parameters that affect the perceived subtlety of the 
duration reduction, wherein a lower IFD, value and/or a 
higher IFD, Value correspond to more restrictive frame 
cutting conditions, and therefore a lower likelihood that a 
viewer will notice the cut frame. Once the initial set of cut 
frames is identified, cut frame selection sub-module 165 is 
further configured to optimize the positions of these cut 
frames using a numerical optimization technique. In particu 
lar, identifying a preferred cut frame position can be under 
stood as a minimization process that favors removal of frames 
corresponding to extreme IFD values, but that also attempts to 
maintain the minimum time gap G between cut frames. The 
minimum time gap G is yet another quality control parameter 
that prevents several frames from being removed in a short 
time window, which would make it difficult to synchronize 
the corresponding audio without producing audible artifacts. 
Once the cut frame positions are optimized or otherwise not 
Subjected to further processing, frame removal Sub-module 
165 can be configured to remove frames from the multimedia 
content item at the identified cut frame positions. This can be 
accomplished by simply removing the identified cut frame, or 
by cross-blending a plurality of frames adjacent to the iden 
tified cut frame, wherein the cross-blending removes a time 
duration that corresponds to the duration of a single frame. 
0020 Simply removing the video frames identified and 
positioned by cut frame selection sub-module 164 will result 
in a multimedia content item having an audio track that is 
longer than its video track. To address this, audio manipula 
tion Sub-module 166 is configured to cut and crossfade audio 
in a narrow window Surrounding each cut frame. In particular, 
a narrow window Surrounding each cut frame is divided into 
a plurality of Smaller audio segments, each of which is asso 
ciated with an average Sound energy value that measures the 
intensity of Sound within that segment. Audio cutting and 
crossfading is performed on the segments with the lowest 
average Sound energy, wherein the audio crossfading is based 
on the fundamental frequency and sample period of the seg 
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ment. This allows the duration of the audio track to be reduced 
such that it matches the modified video track. Additional 
details regarding the operation of the modules and Sub-mod 
ules disclosed herein will be described in turn. 

0021. As described herein, in an alternative embodiment a 
duration increase module is provided in addition to, or instead 
of, duration reduction module 160. In one such alternative 
embodiment duration increase module includes one or more 
sub-modules capable of identifying positions where it would 
be appropriate to insert a duplicate frame into a multimedia 
content item for the purpose of increasing the duration of the 
content item. Examples of sub-modules which are included in 
the duration increase module include an IFD calculation sub 
module and an IFD smoothing sub-module. Such sub-mod 
ules operate similarly or identically to those used in conjunc 
tion with duration reduction module 160, and indeed, shared 
Sub-modules can be implemented in certain embodiments. 
The duration increase module also includes an inserted frame 
positioning Sub-module that is configured to optimize a set of 
positions suitable for inserting duplicative frames. In Such 
case, inserted frame positioning Sub-module operates on the 
same principle as cut frame selection Sub-module 164, 
wherein an initial set of frame positions is optimized using a 
numerical optimization technique that favors frames corre 
sponding to extreme IFD values, but that also attempts to 
maintain a minimum time gap G between frame insertions. In 
Some implementations a duplicative frame is inserted, while 
in other implementations a cross-blended frame is inserted. 
Duration increase module also includes an audio manipula 
tion sub-module that operates similarly or identically to the 
corresponding Sub-module in duration reduction module 160, 
thereby maintaining a common duration between the audio 
and video tracks. Thus it will be appreciated that alternative 
embodiments can be configured to manipulate a multimedia 
content item to have a shorter or longer duration. 
0022. The embodiments disclosed herein can be imple 
mented in various forms of hardware, software, firmware, or 
special purpose processors. For example, in one embodiment 
a non-transitory computer readable medium has instructions 
encoded thereon that, when executed by one or more proces 
sors, cause one or more of the methods for manipulating the 
duration of multimedia content items disclosed herein to be 
implemented. The instructions can be encoded using one or 
more Suitable programming languages, such as C, C++, 
object-oriented C, JavaScript, Visual Basic .NET, BASIC, or 
alternatively, using custom or proprietary instruction sets. 
Such instructions can be provided in the form of one or more 
computer Software applications or applets that are tangibly 
embodied on a memory device, and that can be executed by a 
computer having any Suitable architecture. In one embodi 
ment the system can be hosted on a given website and imple 
mented using JavaScript or another suitable browser-based 
technology. 
0023 The functionalities disclosed herein can optionally 
be incorporated into a variety of different software applica 
tions, including video editing applications, video analysis 
applications, digital content scheduling applications, or other 
content generation, modification, and/or management appli 
cations. Moreover, the functionalities disclosed herein can 
additionally or alternatively leverage services provided by 
separate Software modules. Such as content management ser 
vices or user authentication services. The computer Software 
applications disclosed herein may include a number of dif 
ferent modules, Sub-modules, or other components of distinct 
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functionality, and can provide information to, or receive 
information from, still other components and/or services. 
These modules can be used, for example, to communicate 
with input and/or output devices such as a display screen, a 
touch sensitive surface, a printer, and/or any other Suitable 
input/output device. Other components and functionality not 
reflected in the illustrations will be apparent in light of this 
disclosure, and it will be appreciated that the claimed inven 
tion is not intended to be limited to any particular hardware or 
Software configuration. Thus in other embodiments duration 
reduction module 160 may comprise additional, fewer, or 
alternative Subcomponents as compared to those included in 
the example embodiment illustrated in FIG. 1. For example, 
in one alternative embodiment duration reduction module 
160 includes a sub-module configured for media playback, 
Such as might otherwise be provided by multimedia rendering 
module 170. 
0024. The aforementioned non-transitory computer read 
able medium may be any suitable medium for storing digital 
information, such as a hard drive, a server, a flash memory, 
and/or random access memory. In alternative embodiments, 
the computer and/or modules disclosed herein can be imple 
mented with hardware, including gate level logic Such as a 
field-programmable gate array (FPGA), or alternatively, a 
purpose-built semiconductor Such as an application-specific 
integrated circuit (ASIC). Still other embodiments may be 
implemented with a microcontroller having a number of 
input/output ports for receiving and outputting data, and a 
number of embedded routines for carrying out the various 
functionalities disclosed herein. It will be apparent that any 
suitable combination of hardware, software, and firmware 
can be used in this regard, and that the various embodiments 
disclosed herein are not intended to be limited to any particu 
lar system architecture. 
(0025 Methodology 
0026 FIGS. 2A through 2D comprise a flowchart illustrat 
ing an example method 2000 for manipulating the duration of 
a multimedia content item. As can be seen, duration manipu 
lation method 2000 includes a number of phases and sub 
processes, the sequence of which may vary from one embodi 
ment to another. However, when considered in the aggregate, 
these phases and Sub-processes form a complete multimedia 
content duration manipulation method that is responsive to 
user commands in accordance with certain of the embodi 
ments disclosed herein. This method can be implemented, for 
example, using the system architecture illustrated in FIG. 1. 
However other system architectures can be used in other 
embodiments, as will be apparent in light of this disclosure. 
To this end, the correlation of the various functionalities 
shown in FIGS. 2A through 2D to the specific components 
illustrated in FIG. 1 is not intended to imply any structural 
and/or use limitations. Rather, other embodiments may 
include varying degrees of integration wherein multiple func 
tionalities are performed by one system or by separate sys 
tems. For instance, in an alternative embodiment a single 
module can be used to manipulate the duration of a multime 
dia content item and render the content item. Thus other 
embodiments may have fewer or more modules and Sub 
modules depending on the granularity of implementation. 
Numerous variations and alternative configurations will be 
apparent in light of this disclosure. 
(0027 Still referring to FIGS. 2A through 2D, in one 
embodiment method 2000 commences with duration reduc 
tion module 160 receiving a multimedia content item from 
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networked media store 300. See reference numeral 2110 in 
FIG. 2A. The multimedia content item may alternatively be 
received from a different source. Such as from a storage 
resource that is local to computer system 100 (for example, a 
hard disc drive or a portable storage device), or from a differ 
ent type of networked storage resource (for example, an elec 
tronic mail server or a peer-to-peer network). Method 2000 
may additionally or alternatively commence with user inter 
face sub-module 161 setting a duration reduction factor and/ 
or quality control parameters based on user input or some 
other source. See reference numeral 2120 in FIG. 2A. For 
example, in some cases the multimedia content item is 
received before the duration reduction factor and/or quality 
control parameters are set, in other cases the multimedia 
content item is received after the duration reduction factor 
and/or quality control parameters are set, and in still other 
embodiments such receipt occurs simultaneously. 
0028. A duration reduction factor P defines the extent to 
which the duration of a content item is to be reduced. In one 
implementation, duration reduction factor P is defined as the 
ratio of the target duration to the original duration, such that a 
factor P=1.0 corresponds to no duration reduction. For 
example, ifa content item having a duration of 300 seconds is 
to be reduced by 30 seconds to allow for insertion of a com 
mercial advertisement, then the target duration reduction fac 
tor P=270-300=0.90. The duration reduction factor P can be 
provided on a case-by-case basis by a user interacting with 
user interface sub-module 161, although in certain embodi 
ments a default duration reduction factor can be applied in the 
absence of user input. In alternative embodiments a user can 
specify a target duration that the content item should have and 
the duration reduction factor P is calculated based on the ratio 
of the user-specified target duration to the known original 
duration. 

0029 Quality control parameters IFD, and IFD, 
define lower and upper thresholds, respectively, for identify 
ing video frames which are suitable for removal from a mul 
timedia contentitem. For example, a frame associated with an 
IFD value that is less than IFD, will appear vary similar to 
its neighbors. Such a frame might be considered to be a still 
frame or a nearly still frame, and therefore could probably be 
removed from the contentitem without significantly affecting 
how the content item appears during playback. Such a frame 
would therefore be suitable for removal. Likewise, a frame 
associated with an IFD value that is greater than IFD, will 
likely occur during a fast action scene, or immediately adja 
cent to a cut. Such a frame could also probably be removed 
from the content item without significantly affecting how the 
content item appears during playback since it would be hid 
den within the fast action scene. In general, video frames 
associated with IFD values less than IFD, and greater than 
IFD, are frames which are unlikely to significantly affect 
how the content item appears during playback. 
0030 The parameters IFD, and IFD can therefore be 
understood as quality control parameters. In particular, set 
ting a higher IFD, threshold will increase the number of 
frames identified as suitable candidates for removal, and will 
therefore increase the likelihood that visible artifacts are 
introduced into the content item as a result of the duration 
manipulation. Likewise, setting a lower IFD, threshold will 
also increase the number of frames identified as suitable 
candidates for removal, and will therefore also increase the 
likelihood that visible artifacts are introduced into the content 
item as a result of the duration manipulation. In certain 
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embodiments user interface sub-module 161 can be config 
ured to receive specific user-defined values for IFD, and 
IFD, while in other embodiments user interface sub-mod 
ule 161 can be configured to simply establish values for 
IFD, and IFD, based on a user's qualitative selection of 
higher quality or lower quality. This qualitative selection can 
be provided, for example, via a user interface element Such as 
a slider extending from low to high quality or a radio button 
that can be toggled between low, medium, or high quality. In 
still other embodiments user interface sub-module 161 is 
configured to establish values for IFD, and IFD, based on 
predefined default values which may or may not be user 
adjustable. 
0031. A minimum gap duration G defines a preferred 
minimum duration between frames identified as being Suit 
able for removal. Removing multiple frames within a short 
time period increases the likelihood that visible and/or 
audible artifacts, and especially audible artifacts, will be 
apparent as a result of the removal. Thus the minimum gap 
duration G can be understood as yet another quality control 
parameter. Setting a lower minimum gap duration G will 
increase the number of frames identified as suitable candi 
dates for removal, and will therefore increase the likelihood 
that visible and/or audible artifacts are introduced into the 
content item as a result of the duration manipulation. For 
example, if several video frames are removed in a relatively 
short window, the corresponding audio will need to be 
adjusted within that same relatively short window. This can 
result in audible artifacts, and in particular, in the perception 
that the audio portion of the content item changes speed 
Suddenly. Such changes are more obvious for content types 
Such as rhythmic music, and are less obvious for other content 
types such as spoken dialog. As a result, in Some implemen 
tations different minimum gap durations can be defined for 
different portions of a multimedia content item depending on 
the multimedia content itself. 

0032. In certain embodiments user interface sub-module 
161 is configured to receive specific user-defined values for 
minimum gap duration G, while in other embodiments user 
interface sub-module 161 is configured to simply establish a 
value for minimum gap duration G based on a qualitative 
selection of higher quality or lower quality. This qualitative 
selection can be provided, for example, via a user interface 
element such as a slider extending from low to high quality or 
a radio button that can be toggled between low, medium, or 
high quality. In still other embodiments user interface Sub 
module 161 is configured to establish a value for minimum 
gap duration G based on a predefined default value which 
may or may not be user adjustable. In one embodiment mini 
mum gap duration G is set to a value between about 0.10 
seconds and about 1.00 seconds. In another embodiment 
minimum gap duration G is set to a value between about 0.20 
seconds and about 0.60 seconds. In yet another embodiment 
minimum gap duration G is set to a value between about 0.25 
seconds and about 0.50 seconds. In yet another embodiment 
minimum gap duration G is set to a value of about 0.35 
seconds. 

0033 Referring again to the example embodiment illus 
trated in FIGS. 2A through 2D, once duration reduction mod 
ule 160 has received the multimedia content item, IFD calcu 
lation sub-module 162 is configured to calculate IFD values 
for each of the adjacent frame pairings in the contentitem. See 
reference numeral 2140 in FIG. 2A. In one implementation 
IFD values are calculated by first generating a luminosity 
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differential image that is defined by the difference between 
luminosities derived from the two adjacent frames. That is, 
the luminosity differential image is defined by abslum(F)- 
lum(F), where F and F are adjacent frames, and lum(F) is 
a luminosity derived from frame F. The luminosity differen 
tial image can be used to compute an average luminosity 
differential for a large quantity of pixel Subsets, such as rect 
angular pixel Subsets, over an entire frame. The average lumi 
nosity differential for the plurality of pixel subsets can be 
calculated using an integral image. More specifically, an inte 
gral image can be computed by taking the luminosity differ 
ential image as input and computing an image such that the 
value at any pixel (x, y) represents the sum of a Subset of 
pixels above and to the left of pixel (x,y). For example, in one 
embodiment each rectangular pixel Subset has a height and 
width that is approximately one-quarter of the height and 
width of the original image, respectively. Amongst the large 
quantity of average luminosity differentials that are com 
puted, the maximum luminosity differential is taken as the 
IFD between the two adjacent frames. Use of an integral 
image advantageously allows these Sums to be calculated 
quickly and efficiently. This technique for determining the 
IFD advantageously captures local movement (Such as a per 
son running across a portion of the frame) as well as global 
changes (such as a fade-to-black cut). In an another imple 
mentation this is accomplished by calculating a difference in 
luminosity for each pixel across two adjacent frames, and 
then determining the IFD based on an average difference 
across all of the pixels comprising the frame. 
0034. While the above techniques compare an average 
luminosity for a pixel subset (or for individual pixels), in 
other embodiments a statistical metric other than average is 
used. Such as median or mode. More generally, the techniques 
disclosed herein can be understood as establishing what is 
referred to herein as a “baseline pixel luminosity' associated 
with each of two adjacent frames. Given this, the IFD can be 
understood as corresponding to the difference between the 
two baselines, regardless of how Such baselines are specifi 
cally calculated in a given implementation. In one embodi 
mentanbaseline pixelluminosity is calculated for each frame 
comprising the content item and IFD values are determined 
for each pair of adjacent frames. In other embodiments base 
line pixel luminosities are calculated only for a portion of the 
frames comprising the content item and IFD values are deter 
mined only for adjacent frames for which baseline pixellumi 
nosities have been calculated. For example, in some cases a 
user may specify, for instance via user interface Sub-module 
161, that only a smaller portion of a larger content item is to 
be subjected to a duration manipulation technique. Pixel 
luminosity is used as the basis of the determined IFD values 
since it can be calculated quickly and because differences in 
luminosity can be perceived by the human eye relatively 
easily. Pixel luminosity thus can serve as a reasonably accu 
rate proxy for how a scene appears to a user viewing the 
content item. 

0035 IFD data calculated using the techniques disclosed 
herein tends not to be very smooth. Therefore in certain 
embodiments IFD smoothing sub-module 163 is configured 
to Smoothen the IFD values using a Gaussian kernel O. See 
reference numeral 2150 in FIG. 2A. Any of a variety of 
Suitable kernel Smoothing techniques can be used in this 
regard. In general, using Smoother IFD data for the constraint 
minimization techniques that are used to identify preferred 
cut frame positions results in fewer visible and/or audible 
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artifacts in the resulting manipulated content item. However, 
it will be appreciated that using Such smoothing techniques is 
optional, and in alternative embodiments the raw IFD values 
are Subjected to further processing without performing any 
Such statistical manipulations. 
0036 Still referring to the example embodiment illus 
trated in FIGS. 2A through 2D, cut frame selection sub 
module 164 is configured to determine a number of frames N 
to be cut from the multimedia content item based on duration 
reduction factor P. See reference numeral 2160 in FIG. 2A. 
For a received multimedia content item having Mtotal frames 
configured for playback at a constant frame rate (for example 
as can be expressed in a number of frames per second), 
reducing the duration of the content item by a factor P can be 
understood as resulting in the removal of N frames, where 
N=Mx (1-P). Thus the frames to be cut from the content item 
can be enumerated from the 1st to the Nth frame, each cut 
frame having a corresponding frame position X1, X2, Xs. . . . . 
X. Thus the goal of the Subsequent processing can be under 
stood as establishing a set of preferred positions X1,X2, Xs. 
.., X} wherein removing the frames at such positions leaves 
few, if any, visible or audible artifacts in the content item. In 
some cases a small number of frames N are removed from 
predetermined positions in the content item, Such as at the 
very beginning of the content item or at known transition 
points in the content item. In Such embodiments the number 
of frames to be positioned using the constraint minimization 
techniques disclosed herein can be reduced by the quantity 
N. 
0037. Once the number of frames N to be cut from the 
multimedia content item is established, cut frame selection 
sub-module 164 can define an initial set of cut frame positions 
{X1,X2, Xs,..., xx} based on identifying those frames with the 
highest and lowest IFD values, and further based on main 
taining the minimum gap duration G. See reference numeral 
2170 in FIG. 2A. For example, in one embodiment this is 
accomplished using a greedy algorithm that selects frames 
with the largest IFD values, in addition to the frames wherein 
IFD<IFD. In another embodiment the algorithm selects 
frames with the smallest IFD values, in addition to the frames 
wherein IFDDIFD. Other frame selection techniques can 
be used in other embodiments. For example, in embodiments 
wherein multiple cut frame position optimizations are per 
formed, cut frame selection sub-module 164 can define the 
initial set of cut frame positions (X1,X2, Xs. ..., xx} based on 
the results of a prior optimization. See reference numeral 
2175 in FIG. 2A. In any case, frame selections are made in a 
way that maintains the specified minimum gap duration G 
between two cut frames X, and X. 
0038. Once the initial set of cut frame positions is estab 
lished, cut frame selection sub-module 164 is further config 
ured to use a numerical optimization technique to optimize 
the cut frame positions. See reference numeral 2210 in FIG. 
2B. A variety of numerical optimization techniques can be 
used in this regard, examples of which include the steepest 
descent technique, the Nelder-Mead simplex method, the 
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, or a 
conjugate gradient technique. As used herein, the process of 
“optimizing the cut frame positions refers to identifying 
particular cut frame positions where a viewer is less likely to 
perceive audible and/or visible artifacts as a result of remov 
ing a frame. The initially selected cut frame positions can then 
be adjusted, if appropriate, based on Such optimization. This 
can be approached as a constraint optimization problem that 
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responds to both IFD constraints and minimum gap duration 
constrains, as disclosed herein. For example, in one imple 
mentation an optimized set of cut frame positions {x1, x2, Xs. 
..., xx} correspond to minimization of the quantity 

where X corresponds to the position of the first frame of the 
multimedia content item, and X corresponds to the last 
frame of the content item. 
0039 Equation (1) consists of two sums. The first sum 
serves to emphasize removal of frames having extreme IFD 
values. To this end, the function IFD'(x) represents a modi 
fied computation of the IFD at position X, where a smooth 
continuous correcting curve is applied for values 
IFD<IFD. This causes IFD values less than IFD, to 
receive a high function value instead of a low function value. 
IFD values greater than IFD, also receive a high function 
value as well. The -w value causes such values to be preferred 
when the value of Equation (1) is minimized. The value of the 
parameter w determines the relative weight of the IFD-based 
Sum as compared to the second Sum, which serves to deem 
phasize removal of frames within the minimum gap duration 
G of another cut frame. That is, the second sum can be 
understood as a barrier function that enforces minimum gap 
duration G. 
0040 Minimizing the quantity of Equation (1) will result 
in an optimized set of cut frame positions (X1,X2, Xs,..., xx}, 
wherein removing frames at Such positions will produce a 
content item having a duration that is reduced by a factor P. 
wherein any video artifacts created by removing the frames 
are relatively subtle or are not apparent to a typical viewer. 
Once such cut frame positions have been identified, cut frame 
selection sub-module 164 can be configured to determine 
whether to further refine the cut frame positions by perform 
ing another smoothing iteration on the IFD values. See refer 
ence numeral 2212 in FIG.2B. If another smoothing iteration 
is to be performed, Gaussian kernel O, can be reduced by a 
factor k, wherein k1. See reference numeral 2214 in FIG. 
2B. This causes the IFD values to be smoothened further, and 
when an Subsequent optimization of the cut frame positions is 
performed, the previously optimized cut frame positions can 
be used as seed points. See reference numeral 2175 in FIG. 
2A 

0041) If no further smoothing of the IFD values is to be 
performed, frame removal sub-module 165 can be configured 
to remove frames from the content item at the identified cut 
frame positions. To facilitate sequential analysis of the N cut 
frames, frame removal Sub-module 165 compares the quan 
tity N to a cut frame counting parameter N' which is initially 
set Such that N'=0. See reference numeral 2220 in FIG. 2B. 
Cut frame counting parameter N' is then incremented before 
subsequent processing. See reference numeral 2230 in FIG. 
3B. 
0042. The Nth cut frame can be processed in a variety of 
ways. For example, in one implementation frame removal 
sub-module 165 cross-blends q frames that are adjacent to the 
Nth cut frame, wherein the cross-blending removes a time 
duration D corresponding to the duration of a single frame. 
See reference numeral 2232 in FIG. 2B. In one embodiment 
the quantity of cross-blended frames q is between 2 and 10 
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(inclusive), in another embodiment the quantity of cross 
blended frames q is between 2 and 6 (inclusive), and in yet 
another embodiment the quantity of cross-blended frames q is 
between 3 and 4 (inclusive). In another implementation frame 
removal sub-module 165 removes the Nth cut frame without 
applying any cross-blending techniques. See reference 
numeral 2234 in FIG. 2B. A combination of different 
approaches for removing the Nth cut frame can be used as 
well. For example, in one such hybrid implementation frames 
having IFD-IFD, are cut without cross-blending, while 
other cut frames are cross-blended. Another time reduction 
techniques that can be used instead of, or in addition to, 
cross-blending and cutting is motion compensated blending, 
which works well to conceal removal of a single frame. Once 
the Nth cut frame is removed, it is determined whether N=N. 
See reference numeral 2240 in FIG. 2B. If not, the cut frame 
counting parameter N' is incremented and the next cut frame 
is processed as described herein. 
0043. On the other hand, if all of the cut frames have been 
processed, the cut frame counting parameter N' is reset for 
Subsequent audio processing, Such that N'-1 once again. See 
reference numeral 2250 in FIG.2B. Audio manipulation sub 
module 166 can then be used to synchronize the original 
audio data with the modified (for example, shortened) video 
data. Because the removed video frames are not equidistant 
from each other and may be clustered in certain regions of the 
content item, simply cutting and crossfading the audio com 
ponent across the entire content item may result in Substantial 
discrepancies between the audio and video components of the 
content item. Rather, audio manipulation sub-module 166 is 
configured to cut and crossfade the audio in N localized 
regions Surrounding the N positions where video frames were 
removed or cross-blended, or where the duration of the video 
component of the multimedia content item was otherwise 
manipulated. 
0044. In general, most viewers will not notice if audio is 
received shortly before (for example, up to about 30 millisec 
onds before), or shortly after (for example, up to about 60 
milliseconds after), a corresponding video frame. These 
example time intervals correspond to one or two video frames 
based on the frame rates that are often used in contemporary 
digital video applications. The sum of these intervals there 
fore can be used to define a “removal opportunity window” of 
duration w that corresponds to a region around a point where 
a video frame was cut, and therefore where audio can be cut 
and crossfaded without introducing audible artifacts. For 
example, in one embodiment audio of duration D is removed 
from within a removal opportunity window of duration w, 
wherein D is the duration of the cut video frame, and w is a 
duration corresponding to the range of frames (X, X). 
While w is described in this example embodiment as corre 
sponding to a total duration of three frame lengths D, one 
before the position of the ith cut frame and two after (x, 
X), it will be appreciated that other durations w can be used 
for the removal opportunity window in other embodiments. In 
one specific implementation, the duration w is about 90 mil 
liseconds, and the frame length D is about 30 milliseconds. In 
other implementations w=3D generally, and the removal 
opportunity window asymmetrically Surrounds the point 
where a video frame was removed such that most of the 
window occurs after the point where the video frame was 
removed. 

0045 Cutting more than about 20 milliseconds of audio 
data from a single position can cause audible artifacts to be 
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introduced into the resulting modified content item. The dura 
tion of a single video frame will often exceed 20 milliseconds 
in many implementations. As a result, in certain embodiments 
K segments of audio data (KC-1), each having duration ks20 
ms, are extracted from the removal opportunity window. 
Since the total duration of audio data which should be 
extracted is D (the duration of one video frame), the total 
number of segments of audio data which should be removed 
is K=D+k. Thus, for example, for a video frame length D=30 
ms and a segment duration k=10 ms, a total of K=D--k=30 
ms--10 ms=3 segments of audio data should be removed from 
the removal opportunity window. In some cases the segment 
duration k is manipulated slightly such that an integral num 
ber of segments corresponds to the frame length D. Thus 
audio manipulation Sub-module 166 can be configured to 
determine a quantity of audio data segments K which should 
be extracted from the Nth removal opportunity window. See 
reference numeral 2310 in FIG. 2C. 

0046. In general, the Nth removal opportunity window 
can be understood as comprising an essentially unlimited 
quantity of segments of durationk, each of which commences 
at a slightly different point. Audio manipulation Sub-module 
166 is configured to analyze a large quantity of these seg 
ments and identify the K segments having the lowest Sound 
energy. See reference numeral 2320 in FIG. 2C. These K 
lowest energy segments can be identified, for example, by 
their starting point and duration. To facilitate sequential 
analysis of the K segments, audio manipulation Sub-module 
166 compares the quantity K to a segment counting parameter 
K' which is initially set such that K'=1. See reference numeral 
2330 in FIG. 2C. A fundamental frequency Fo and sample 
period To are determined for the Kth segment. See reference 
numeral 2340 in FIG. 2C. In such embodiments audio 
manipulation Sub-module 166 determines a quantity of 
samples L which are to be extracted from the Kth segment 
based on the integer multiple of the fundamental sample 
period To that is closest to the segment duration k. See refer 
ence numeral 2350 in FIG. 2C. Thus Lik-i-T, with L be 
rounded to the nearest integer. To avoid introducing discon 
tinuities in the resulting audio signal, L. Samples are option 
ally crossfaded at the cut position using a correlation-based 
mixture of linear and constant power crossfade. See reference 
numeral 2360 in FIG. 2C. 

0047 Once the L samples are extracted from the Kth 
segment, the segment counting parameter K is incremented. 
See reference numeral 2410 in FIG. 2D. It is then determined 
whether all K segments to be extracted from the Nth removal 
opportunity window have been processed, or stated alterna 
tively, whether K>K. See reference numeral 2420 in FIG.2D. 
If not, the next Kth segment is processed as described herein. 
If all K segments to be extracted from the Nth removal 
opportunity window have been processed, that is, if K'>K, the 
cut frame counting parameter N' is incremented. See refer 
ence numeral 2430 in FIG. 2D. It is then determined whether 
the audio duration has been adjusted in all N removal oppor 
tunity windows, or stated alternatively, whether N>N. See 
reference numeral 2440 in FIG. 2D. If not, the next Nth 
removal opportunity window is processed as described 
herein. 

0.048 If audio data has been extracted from all N removal 
opportunity windows, that is, if N'>N, user interface sub 
module 161 can be configured to generate a notification that 
the duration manipulation process is complete. See reference 
numeral 2450 in FIG. 2D. In some cases duration reduction 
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module 160 can be configured to store the modified multime 
dia content item in networked media store 300. See reference 
numeral 2460 in FIG. 2D. In embodiments wherein the mul 
timedia content item was originally obtained from another 
Source. Such as a storage resource that is local to computer 
system 100 (for example, a hard disc drive or a portable 
storage device), or from a different type of networked storage 
resource (for example, an email server or a peer-to-peer net 
work), the modified multimedia content item can alterna 
tively be provided to such other source. In other embodiments 
the modified multimedia content item can additionally be 
rendered immediately after the duration modification opera 
tion, such as by leveraging services provided by multimedia 
rendering module 170. In some embodiments, such as where 
a duration reduction operation is performed, rendering the 
shortened content item includes rendering Supplemental con 
tent having a duration that corresponds to the reduced dura 
tion of the original content item. Thus, for example, an adver 
tisement can be rendered in the time made available by 
shortening the original content item. 
0049. As described herein, in alternative embodiments a 
duration increase module is provided in addition to, or instead 
of, duration reduction module 160. In one such alternative 
embodiment an IFD calculation sub-module and an IFD 
Smoothing Sub-module can be used to process IFD data as 
described herein with respect to duration manipulation 
method 2000. An inserted frame selection sub-module can 
determine a number of inserted frame positions based on IFD 
extrema and a minimum gap duration, and thus can operate in 
Substantially the same manner as cut frame selection module 
164. In one implementation, frames are not inserted in high 
action sequences, and thus inserted frame selection Sub-mod 
ule determines inserted frame positions based only in IFD 
minima and disregards IFD maxima. A numerical optimiza 
tion technique can be used to optimize the inserted frame 
positions. A frame insertion Sub-module can be configured to 
insert duplicate frames at the positions identified by inserted 
frame selection Sub-module. In some implementations a 
duplicative frame is inserted, while in other implementations 
a cross-blended frame is inserted. Once an appropriate num 
ber of frames are inserted, an audio manipulation Sub-module 
can cut and crossfade the corresponding audio signal around 
the inserted frame positions as appropriate. Thus the tech 
niques disclosed herein can be used to both increase and 
decrease the duration of a multimedia content item. 

0050. Using the techniques disclosed herein, duration 
reductions of up to 10% have been observed to be unnotice 
able to most content consumers, while even higher reductions 
have been observed to be barely or only occasionally notice 
able. For example, in certain embodiments duration reduc 
tions of up to 11%, 12%, 14%, 15% and 20% have been 
performed. The duration reduction techniques disclosed 
herein can be used to accommodate Supplemental content 
which is to be rendered along with an original multimedia 
content item. For example, FIG. 3A is a timeline schemati 
cally illustrating an example unmodified multimedia content 
item 3000 having an initial duration of 300 seconds (five 
minutes). And FIG. 3B is a timeline schematically illustrating 
the example multimedia content item of FIG. 3A after apply 
ing one of the duration manipulation techniques disclosed 
herein. Such techniques result in a reduced duration multi 
media content item 3200 having a modified duration of 270 
seconds (four-and-one-half minutes). This reduction accom 
modates 30 seconds of inserted content 3100, such as a com 
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mercial announcement that precedes the rendering of reduced 
duration multimedia content item 3200. While FIG. 3B illus 
trates the inserted content as being rendered before reduced 
duration multimedia content item 3200, in other implemen 
tations it may alternatively be rendered after, or at an inter 
mediate point of reduced duration multimedia content item 
3200. Thus in certain applications the techniques disclosed 
herein can be used by, for example, broadcasters and program 
managers to “micro-schedule' content and to increase adver 
tising revenue available in a broadcast schedule. 

CONCLUSION 

0051 Numerous configurations and variations will be 
apparent in light of this disclosure. For instance, one example 
embodiment provides a method for manipulating a duration 
of a multimedia content item, wherein the method comprises 
receiving a multimedia contentitem that comprises a plurality 
of video frames. The method further comprises calculating a 
plurality of IFD values associated with the multimedia con 
tent item. Each of the IFD values represents a difference 
between a baseline pixelluminosity associated with two adja 
cent video frames that comprise the multimedia content item. 
The method further comprises selecting an initial set of frame 
positions at least partially based on the plurality of IFD values 
and a minimum time gap G separating the frame positions. 
The method further comprises adjusting the frame positions 
using a numerical optimization technique. The method fur 
ther comprises modifying a duration of the content item by 
manipulating one or more video frames at the adjusted frame 
positions. In some cases IFD values are calculated for each 
pair of adjacent video frames comprising the multimedia 
content item. In some cases the method further comprises 
smoothing the IFD values before selecting the initial set of 
frame positions. In some cases modifying the duration of the 
content item further comprises reducing the duration of the 
content item by removing a video frame associated with one 
of the adjusted frame positions. In some cases modifying the 
duration of the content item further comprises increasing the 
duration of the content item by inserting a video frame at one 
of the adjusted frame positions. In some cases the method 
further comprises (a) receiving a qualitative quality control 
input from a user, and (b) setting the minimum time gap G 
based on the qualitative quality control input. In some cases 
(a) the multimedia content item further comprises an audio 
track configured to be played synchronously with the video 
frames; and (b) the method further comprises modifying a 
duration of the audio track by cutting and crossfading the 
audio track within a window Surrounding each of the adjusted 
frame positions. In some cases each of the IFD values repre 
sents a difference between an average pixel luminosity asso 
ciated with pixels comprising two adjacent video frames that 
comprise the multimedia content item. In some cases each of 
the IFD values is calculated by (a) determining a first lumi 
nosity of a first pixel comprising a first video frame; (b) 
determining a second luminosity of a second pixel compris 
ing a second video frame that is adjacent to the first video 
frame, wherein the first and second pixels correspond to a 
common position in the first and second video frames; (c) 
determining a difference between the first and second lumi 
nosities; (d) repeating (a), (b), and (c) for a plurality of the 
pixels comprising the first and second video frames, thereby 
producing a plurality of luminosity differences; and (e) aver 
aging the plurality of luminosity differences. In some cases 
each of the IFD values is calculated by (a) generating a 
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luminosity differential image defined by a difference between 
luminosities derived from first and second video frames; (b) 
determining a plurality of average luminosity differential val 
ues for a corresponding plurality of pixel Subsets comprising 
the first video frame and a corresponding plurality of pixel 
Subsets comprising the second video frame; and (c) determin 
ing a maximum from the plurality of average luminosity 
differential values. 

0.052 Another example embodiment of the present inven 
tion provides a system for manipulating a duration of a mul 
timedia content item, wherein the system comprises an IFD 
calculation module configured to calculate a plurality of IFD 
values associated with a corresponding plurality of video 
frames that comprise a multimedia content item. Each of the 
IFD values represents a difference between a baseline pixel 
luminosity associated with two adjacent video frames that 
comprise the multimedia content item. The system further 
comprises a frame selection module configured to identify a 
set of frame positions corresponding to IFD values that are 
less than a threshold value IFD. The system further com 
prises a duration manipulation module configured to modify 
a duration of the multimedia content item by manipulating 
one or more video frames at each of the frame positions. In 
Some cases the frame selection module is configured to iden 
tify a set of frame positions corresponding to IFD values that 
are less than the threshold value IFD or that are greater than 
a threshold value IFD. In some cases the frame selection 
module is configured to define the frame positions in consid 
eration of a minimum time gap G separating the frame posi 
tions. In some cases the duration manipulation module is 
configured to reduce the duration of the multimedia content 
item by removing a video frame from at least one of the frame 
positions. In some cases the duration manipulation module is 
configured to reduce the duration of the multimedia content 
item by cross-blending a plurality of video frames adjacent to 
one of the frame positions. In some cases the system further 
comprises a user interface module configured to (a) receive a 
qualitative quality control input from a user, and (b) set the 
threshold value IFD, based on the qualitative quality con 
trol input. 
0053 Another example embodiment of the present inven 
tion provides a computer readable medium encoded with 
instructions that, when executed by one or more processors, 
cause a process for manipulating a duration of a multimedia 
content item to be carried out. The process comprises receiv 
ing a multimedia content item that includes a plurality of 
Video frames and an audio track configured to be played 
synchronously with the video frames. The process further 
comprises calculating a plurality of IFD values associated 
with the multimedia content item. Each of the IFD values 
represents a difference between a baseline pixel luminosity 
associated with two adjacent video frames that comprise the 
multimedia content item. The process further comprises 
selecting an initial Subset of cut frames at least partially based 
on the plurality of IFD values and a minimum time gap G 
separating the cut frames. Each of the cut frames is associated 
with a cut frame positions. The process further comprises 
adjusting the cut frame positions using a numerical optimi 
Zation technique. The process further comprises removing a 
video frame associated with at least one of the adjusted cut 
frame positions. The process further comprises cutting and 
crossfading the audio track within a window Surrounding 
each of the adjusted cut frame positions. Cutting the audio 
track causes a duration of the audio track to be reduced. In 
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Some cases the numerical optimization technique adjusts the 
cut frame positions by minimizing a quantity defined by 
Equation (1), wherein W is a weighting parameter, N is a 
quantity of cut frames in the initial subset of cut frames; X, 
represents an ith frame; IFD'(x) represents a modified com 
putation of the IFD corresponding to thex,th framewherein a 
Smooth continuous correcting curve is applied for IFD values 
less than a threshold value IFD, and t(X) corresponds to a 
time associated with the X,th frame. In some cases the mini 
mum time gap G is between about 0.25 seconds and about 
0.50 seconds. In some cases cutting and crossfading the audio 
track further comprises (a) determining a quantity of audio 
data segments to be extracted from the window; (b) identify 
ing an audio data segment existing within the window; (c) 
determining a fundamental frequency and a corresponding 
sample period of the identified audio data segment; and (d) 
crossfading a plurality of samples at the adjusted cut frame 
position corresponding to the window, wherein said crossfad 
ing is performed using a correlation-based mixture of linear 
and constant power crossfade. 
0054 The foregoing detailed description has been pre 
sented for illustration. It is not intended to be exhaustive or to 
limit the disclosure to the precise form described. Many 
modifications and variations are possible in light of this dis 
closure. Therefore it is intended that the scope of this appli 
cation be limited not by this detailed description, but rather by 
the claims appended hereto. Future filed applications claim 
ing priority to this application may claim the disclosed Sub 
ject matter in a different manner, and may generally include 
any set of one or more limitations as variously disclosed or 
otherwise demonstrated herein. 
What is claimed is: 
1. A method for manipulating a duration of a multimedia 

content item, the method comprising: 
receiving a multimedia content item that comprises a plu 

rality of video frames; 
calculating a plurality of inter frame distance (IFD) values 

associated with the multimedia content item, wherein 
each of the IFD values represents a difference between a 
baseline pixel luminosity associated with two adjacent 
Video frames that comprise the multimedia contentitem; 

Selecting an initial set of frame positions at least partially 
based on the plurality of IFD values and a minimum time 
gap G separating the frame positions; 

adjusting the frame positions using a numerical optimiza 
tion technique; and 

modifying a duration of the content item by manipulating 
one or more video frames at the adjusted frame posi 
tions. 

2. The method of claim 1, wherein IFD values are calcu 
lated for each pair of adjacent video frames comprising the 
multimedia content item. 

3. The method of claim 1, further comprising Smoothing 
the IFD values before selecting the initial set of frame posi 
tions. 

4. The method of claim 1, wherein modifying the duration 
of the content item further comprises reducing the duration of 
the content item by removing a video frame associated with 
one of the adjusted frame positions. 

5. The method of claim 1, wherein modifying the duration 
of the content item further comprises increasing the duration 
of the content item by inserting a video frame at one of the 
adjusted frame positions. 
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6. The method of claim 1, further comprising: 
receiving a qualitative quality control input from a user; 

and 
setting the minimum time gap G based on the qualitative 

quality control input. 
7. The method of claim 1, wherein: 
the multimedia content item further comprises an audio 

track configured to be played synchronously with the 
video frames; and 

the method further comprises modifying a duration of the 
audio track by cutting and crossfading the audio track 
within a window Surrounding each of the adjusted frame 
positions. 

8. The method of claim 1, wherein each of the IFD values 
represents a difference between an average pixel luminosity 
associated with pixels comprising two adjacent video frames 
that comprise the multimedia content item. 

9. The method of claim 1, wherein each of the IFD values 
is calculated by: 

(a) determining a first luminosity of a first pixel comprising 
a first video frame; 

(b) determining a second luminosity of a second pixel 
comprising a second video frame that is adjacent to the 
first video frame, wherein the first and second pixels 
correspond to a common position in the first and second 
video frames; 

(c) determining a difference between the first and second 
luminosities; 

(d) repeating (a), (b), and (c) for a plurality of the pixels 
comprising the first and second video frames, thereby 
producing a plurality of luminosity differences; and 

(e) averaging the plurality of luminosity differences. 
10. The method of claim 1, wherein each of the IFD values 

is calculated by: 
(a) generating aluminosity differential image defined by a 

difference between luminosities derived from first and 
second video frames; 

(b) determining a plurality of average luminosity differen 
tial values for a corresponding plurality of pixel Subsets 
comprising the first video frame and a corresponding 
plurality of pixel Subsets comprising the second video 
frame; and 

(c) determining a maximum from the plurality of average 
luminosity differential values. 

11. A system for manipulating a duration of a multimedia 
content item, the system comprising: 

an inter frame distance (IFD) calculation module config 
ured to calculate a plurality of IFD values associated 
with a corresponding plurality of video frames that com 
prise a multimedia content item, wherein each of the IFD 
values represents a difference between a baseline pixel 
luminosity associated with two adjacent video frames 
that comprise the multimedia content item; 

a frame selection module configured to identify a set of 
frame positions corresponding to IFD values that are less 
than a threshold value IFD ...; and 

a duration manipulation module configured to modify a 
duration of the multimedia contentitem by manipulating 
one or more video frames at each of the frame positions. 

12. The method of claim 11, wherein the frame selection 
module is configured to identify a set of frame positions 
corresponding to IFD values that are less than the threshold 
value IFD or that are greater thana threshold valueIFD. 
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13. The method of claim 11, wherein the frame selection 
module is configured to define the frame positions in consid 
eration of a minimum time gap G separating the frame posi 
tions. 

14. The method of claim 11, wherein the duration manipu 
lation module is configured to reduce the duration of the 
multimedia content item by removing a video frame from at 
least one of the frame positions. 

15. The method of claim 11, wherein the duration manipu 
lation module is configured to reduce the duration of the 
multimedia content item by cross-blending a plurality of 
Video frames adjacent to one of the frame positions. 

16. The method of claim 11, further comprising a user 
interface module configured to (a) receive a qualitative qual 
ity control input from a user, and (b) set the threshold value 
IFD, based on the qualitative quality control input. 

17. A computer readable medium encoded with instruc 
tions that, when executed by one or more processors, cause a 
process for reducing a duration of a multimedia content item 
to be carried out, the process comprising: 

fia 

receiving a multimedia content item that includes a plural 
ity of video frames and an audio track configured to be 
played synchronously with the video frames: 

calculating a plurality of inter frame distance (IFD) values 
associated with the multimedia content item, wherein 
each of the IFD values represents a difference between a 
baseline pixel luminosity associated with two adjacent 
video frames that comprise the multimedia content item; 

Selecting an initial Subset of cut frames at least partially 
based on the plurality of IFD values and a minimum time 
gap G separating the cut frames, wherein each of the cut 
frames is associated with a cut frame position; 

adjusting the cut frame positions using a numerical opti 
mization technique; 

removing a video frame associated with at least one of the 
adjusted cut frame positions; and 
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cutting and crossfading the audio track within a window 
Surrounding each of the adjusted cut frame positions, 
wherein said cutting causes a duration of the audio track 
to be reduced. 

18. The computer readable medium of claim 17, wherein 
the numerical optimization technique adjusts the cut frame 
positions by minimizing a quantity 

W 

wherein: 
w is a weighting parameter, 
N is a quantity of cut frames in the initial subset of cut 

frames; 
X, represents an ith frame; 
IFD'(x) represents a modified computation of the IFD 

corresponding to the X,th frame wherein a Smooth con 
tinuous correcting curve is applied for IFD values less 
than a threshold value IFD, and 

t(X) corresponds to a time associated with the X,th frame. 
19. The computer readable medium of claim 17, wherein 

the minimum time gap G is between about 0.25 seconds and 
about 0.50 seconds. 

20. The computer readable medium of claim 17, wherein 
cutting and crossfading the audio track further comprises: 

determining a quantity of audio data segments to be 
extracted from the window; 

identifying an audio data segment existing within the win 
dow; 

determining a fundamental frequency and a corresponding 
sample period of the identified audio data segment; and 

crossfading a plurality of samples at the adjusted cut frame 
position corresponding to the window, wherein said 
crossfading is performed using a correlation-based mix 
ture of linear and constant power crossfade. 
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