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METHOD AND SYSTEM FOR SELECTING 
AMONGST A PLURALITY OF PROCESSES 

TO SEND AMESSAGE 

CLAIM OF PRIORITY 

0001. This application is continuation of U.S. application 
Ser. No. 13/554,864, filed Jul. 20, 2012, which is a continu 
ation of U.S. application Ser. No. 1 1/849,036, filed Aug. 31, 
2007, which claims the benefit of U.S. Provisional Patent 
Application No. 60/827,871, filed Oct. 2, 2006, the entire 
contents of which are incorporated herein by reference. 

COPYRIGHT NOTICE 

0002. A portion of the disclosure of this patent document 
contains material which is subject to copyright protection. 
The copyright owner has no objection to the facsimile repro 
duction by anyone of the patent document or the patent dis 
closure, as it appears in the Patent and Trademark Office 
patent file or records, but otherwise reserves all copyright 
rights whatsoever. 

FIELD OF THE INVENTION 

0003. The current invention relates generally to generating 
messages for a variety of reasons in a database network sys 
tem. 

BACKGROUND 

0004. The subject matter discussed in the background sec 
tion should not be assumed to be prior art merely as a result of 
its mention in the background section. Similarly, a problem 
mentioned in the background section or associated with the 
subject matter of the background section should not be 
assumed to have been previously recognized in the prior art. 
The Subject matter in the background section merely repre 
sents different approaches, which in and of themselves may 
also be inventions. 

0005. In conventional database systems, users access their 
data resources in one logical database. A user of Such a 
conventional system typically retrieves data from and stores 
data on the system using the user's own systems. A user 
system might remotely access one of a plurality of server 
systems that might in turn access the database system. Data 
retrieval from the system might include the issuance of a 
query from the user system to the database system. The data 
base system might process the request for information 
received in the query and send to the user system information 
relevant to the request. 
0006. During use of the aforementioned systems, data is 
constantly being updated. Typically, this is accomplished by 
sending a message from a database server system to an end 
point system that prompts such update. In situations where 
Such messages are automatically triggered in a blanket man 
ner e.g. for every change made, etc.), the number of messages 
being sent can quickly grow, thereby causing bandwidth 
problems, etc. While associated server systems often queue 
Such large amount of messages, they typically do so using a 
single queue which often falls to address growing latency that 
accompanies a mounting number of messages. There is thus 
a need for addressing these and/or other issues. 
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BRIEF SUMMARY 

0007. In accordance with embodiments, there are pro 
vided mechanisms and methods for selecting amongst a plu 
rality of processes to send a message (e.g. a message for 
updating an endpoint system, etc.). These mechanisms and 
methods for selecting amongsta plurality of processes to send 
a message can enable embodiments to utilize more than one 
queue for sending such message. The ability of embodiments 
to provide Such multi-process feature can, in turn, prevent 
latency that typically accompanies a mounting number of 
messages. 

0008. In an embodiment and by way of example, a method 
for selecting amongst a plurality of processes to send a mes 
sage is provided. The method embodiment includes detecting 
a trigger for automatically sending a message in association 
with a Subscriber of an on-demand database service. In use, 
message information is retrieved from a portion of a database 
being managed by the on-demand database service. Further, 
at least one of a plurality of processes is selected for sending 
the message and the message information. 
0009 While the present invention is described with refer 
ence to an embodiment in which techniques for selecting 
amongst a plurality of processes to send a message are imple 
mented in a system having an application server providing a 
front end for an on-demand database service capable of Sup 
porting multiple tenants, the present invention is not limited 
to multi-tenant databases nor deployment on application 
servers. Embodiments may be practiced using other database 
architectures, i.e., ORACLE(R), DB2R) by IBM and the like 
without departing from the scope of the embodiments 
claimed. 

0010. Any of the above embodiments may be used alone 
or together with one another in any combination. Inventions 
encompassed within this specification may also include 
embodiments that are only partially mentioned or alluded to 
or are not mentioned or alluded to at all in this brief summary 
or in the abstract. Although various embodiments of the 
invention may have been motivated by various deficiencies 
with the prior art, which may be discussed or alluded to in one 
or more places in the specification, the embodiments of the 
invention do not necessarily address any of these deficiencies. 
In other words, different embodiments of the invention may 
address different deficiencies that may be discussed in the 
specification. Some embodiments may only partially address 
Some deficiencies or just one deficiency that may be discussed 
in the specification, and some embodiments may not address 
any of these deficiencies. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0011. In the following drawings like reference numbers 
are used to refer to like elements. Although the following 
figures depict various examples of the invention, the inven 
tion is not limited to the examples depicted in the figures, 
0012 FIG. 1 illustrates a method for selecting amongst a 
plurality of processes to send a message, in accordance with 
one embodiment. 

0013 FIG. 2 shows a system for selecting amongst a plu 
rality of processes to send a message, in accordance with one 
embodiment. 

0014 FIG. 3 shows a database table for being used to 
generate messages, in accordance with another embodiment. 



US 2014/0229446 A1 

0015 FIG. 4 shows an action table for being used to con 
trol the selection of a process to send a message, in accor 
dance with another embodiment. 
0016 FIG. 5 shows a method for populating a database 

table, in accordance with one embodiment. 
0017 FIG. 6 shows a method for selecting a process to 
send a message, in accordance with one embodiment. 
0018 FIG. 7 shows a method for generating and sending a 
message, in accordance with one embodiment. 
0019 FIG. 8 illustrates a block diagram of an example of 
an environment wherein an on-demand database service 
might be used. 
0020 FIG. 9 illustrates a block diagram of an embodiment 
of elements of FIG. 8 and various possible interconnections 
between these elements. 

DETAILED DESCRIPTION 

General Overview 

0021 Systems and methods are provided for selecting 
amongst a plurality of processes to send a message (e.g. a 
message for updating an endpoint system, etc.). 
0022. During use of database systems, data is constantly 
being updated. Typically, this is accomplished by sending a 
message from a database server system to an endpoint system 
that prompts Such update. The number of messages being sent 
can quickly grow, particularly in situations where Such mes 
sages are automatically triggered in a blanket manner (e.g. for 
every change made, etc.), thereby causing bandwidth prob 
lems, etc. 
0023 Thus, mechanisms and methods are provided for 
selecting amongst a plurality of processes to send a message 
which can, in turn, enable embodiments to utilize more than 
one queue for sending Such message. The ability of embodi 
ments to provide such multi-process feature can, in turn, 
prevent latency that typically accompanies a mounting num 
ber of messages. 
0024. Next, mechanisms and methods for providing such 
ability to select amongst a plurality of processes to send a 
message will be described with reference to example embodi 
mentS. 

0025 FIG. 1 illustrates a method 100 for selecting 
amongst a plurality of processes to send a message, in accor 
dance with one embodiment. In operation 102, a trigger is 
detected for automatically sending a message in association 
with a Subscriber of an on-demand database service. In one 
embodiment, the aforementioned on-demand database ser 
Vice may include a multi-tenant database system. As used 
herein, the term multi-tenant database system refers to those 
systems in which various elements of hardware and software 
of the database system may be shared by one or more cus 
tomers. For example, a given application server may simul 
taneously process requests for a great number of customers, 
and a given database table may store rows for a potentially 
much greater number of customers. 
0026. In the context of the present description, the mes 
sage may include any data structure that is capable of being 
used to communicate message information in the manner set 
forth below. In one possible embodiment, the purpose of the 
message may be to update a database (e.g. of an endpoint 
system, etc.) associated with the Subscriber. For example, the 
message may reflect at least one change (e.g. an addition, 
deletion, modification, etc.) to be made to Such database. In 
another possible embodiment, the message may be generated 
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utilizing a web service definition language (WSDL) includ 
ing customized fields, etc. Further, the trigger may include 
any event that results in the message being automatically sent. 
0027 Next, in operation 104, message information is 
retrieved from a portion of a database being managed by the 
on-demand database service. In the aforementioned embodi 
ment where the on-demand database service includes a multi 
tenant database system, the foregoing portion of the database 
may be that which corresponds to the particular subscriber 
associated with the trigger. In the present description, the 
message information may include any data capable of being 
stored by the database being managed by the on-demand 
database service. 
0028. At least one of a plurality of processes is further 
selected for sending the message and the message informa 
tion. See operation 106. Such processes may include any 
processes that are capable of resulting in the message being 
sent. In one embodiment, the message and/or the message 
information (or any other data structure) may be queued in 
one or more queues associated with the particular selected 
process. 
0029. Further, in various embodiments, the processes may 
differ in at least one respect. For example, in one embodi 
ment, a first one of the processes may be capable of process 
ing the message faster than a second one of the processes. As 
an option, the processes may or may not result in the message 
and associated information being sent over a network (e.g. the 
Internet, etc.). As an option, the message may be sent using 
any desired protocol including, but certainly not limited to a 
simple object access protocol (SOAP), TCP/IP, I-HTTPS, etc. 
0030. In different embodiments, the selection of the pro 
cesses may be based on any desired criteria. For example, 
such criteria may be a function of the subscriber, the service, 
the message (e.g. type, size, etc.), etc. Additional information 
regarding various examples of Such criteria will be set forth 
later during the description of different embodiments illus 
trated in Subsequent figures. 
0031. In any case, by providing multiple processes by 
which the message may be sent, the method 100 may be more 
apt to manage a larger number of messages. This may, in turn, 
help prevent latency that typically accompanies a mounting 
number of messages. 
0032 More illustrative information will now be set forth 
regarding various optional architectures and features with 
which the foregoing framework may or may not be imple 
mented, per the desires of the user. It should be strongly noted 
that the following information is set forth for illustrative 
purposes and should not be construed as limiting in any 
manner. Any of the following features may be optionally 
incorporated with or without the exclusion of other features 
described. 
0033 FIG. 2 shows a system 200 for selecting amongst a 
plurality of processes to send a message, in accordance with 
one embodiment. As an option, the present system 200 may 
be implemented to carry out the method 100 of FIG. 1, for 
example. Of course, however, the system 200 may be imple 
mented in any desired environment. It should also be noted 
that the aforementioned definitions may apply during the 
present description. 
0034. As shown, a workflow rule 202 is included for trig 
gering a message to be sent. In one embodiment, the work 
flow rule 202 may initiate Such trigger as a result of a change 
to data in a database of an associated on-demand database 
service. As will soon become apparent, it may be desired to 
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propagate Such change in the database to a client or server 
system of the relevant Subscriber, by sending the associated 
message. 

0035. In one embodiment, the aforementioned triggering 
may be governed by a plurality of rules that may or may not 
be subscriber-configurable. Additional descriptions relating 
to exemplary operation of the workflow rule 202 will be set 
forth during the description of a different embodiment illus 
trated in FIG. 5. 

0036. As further shown, a database table 204 is provided. 
In response to the trigger of the workflow rule 202, the data 
base table 204 is populated with various information that, in 
turn, enables the creation of the appropriate message. More 
information regarding one possible database table will be set 
forth during the description of a different embodiment illus 
trated in FIG. 3. 

0037. Further included is logic 206 for interfacing with the 
database table 204. Such logic 206 serves to retrieve and 
update information in the database table 204 for the purpose 
of selecting among a plurality of processes to generate the 
appropriate message. In one embodiment, such logic 206 may 
be implemented in the context of a batch server or the like. 
More information regarding exemplary operation of the logic 
206 will be set forth during the description of a different 
embodiment shown in FIG. 6. 

0038. Further, the logic 206 performs this task under the 
direction of an action table 208. To accomplish this, the action 
table 208 may include various information, rules, etc. that 
indicate which of the processes should be selected under 
which conditions, etc. Additional information regarding one 
possible action table 208 will be set forth during the descrip 
tion of a different embodiment illustrated in FIG. 4. 

0039. To accomplish this, the logic 206 feeds work items 
to a plurality of queues 210, 214 that feed respective pro 
cesses 212, 216. As shown, the processes 212, 216 may 
include a slow process 212 and a fast process 216. While two 
processes 212, 216 are shown, it should be noted that other 
embodiments are contemplated equipped with more pro 
cesses. For example, additional processes that exhibit differ 
ent speeds or other characteristics may be provided. 
0040. As will soon become apparent, the processes 212, 
216 serve to generate and send messages and associated infor 
mation to a remote subscriber device for the purpose of updat 
ing data thereon. Further, for reasons that will soon become 
apparent, a watermark 218 is provided in conjunction with 
each of the queues 210,214 to indicate when work items have 
fallen below a predetermined number. More information 
regarding exemplary operation of the processes 212, 216 will 
be set forth during the description of a different embodiment 
shown in FIG. 7. 

004.1 FIG.3 shows a database table 300 for being used to 
generate messages, in accordance with another embodiment. 
As an option, the database table 300 may be implemented to 
carry out the method 100 of FIG. 1 in the context of the system 
200 of FIG. 2. For example, the database table 204 of FIG.2 
may take the form of the database table 300. Of course, 
however, the database table 300 may be used in any desired 
environment. Again, the aforementioned definitions may 
apply during the present description. 
0042. As illustrated, the database table 300 may include a 
plurality of rows 301 that each correspond with an associated 
message to be sent. In one embodiment, each of the rows 301 

Aug. 14, 2014 

may be created and/or populated in response to a trigger 
prompted by any desired mechanism (e.g. the workflow rule 
204 of FIG. 2). 
0043. As shown, each now 301 may include a subscriber 
identifier 302 that uniquely identifies a subscriber for which a 
message is to be sent. Each row 301 may also include a 
deliverable 304 that indicates various information to be sent 
in conjunction with the message. For example, the informa 
tion may include a pointer identifying a location of data that 
has been changed in an associated database. In various 
embodiments, each row 301 may reflect a single change or a 
large number of changes (for consolidation of messages, 
etc.). As an option, each of the rows may be exposed (via a 
user interface, etc.) to the corresponding Subscriber, so that 
the subscriber can view the relevant contents, and even delete 
desired rows. 

0044) For reasons that will soon become apparent, a status 
306 is also stored in association with each message-specific 
row. Such status 306 may indicate, for instance, whether the 
associated message has being assigned to a process (e.g. the 
processes 212, 214) for generation/transmission, etc. In 
another possible embodiment, the status 306 need not neces 
sarily be included in the database table 300 and, instead, two 
or more database tables may be included. Specifically, a first 
database table may be populated by the workflow rule(s), and 
a second pending database table may be used to retrieve rows 
from the first database table to operate upon. 
0045 FIG. 4 shows an action table 400 for being used to 
control the selection of a process to send a message, in accor 
dance with another embodiment. As an option, the action 
table 400 may be implemented to carry out the method 100 of 
FIG. 1 in the context of the system 200 of FIG. 2. For 
example, the action table 208 of FIG.2 may take the form of 
the action table 400. Of course, however, the action table 400 
may be used in any desired environment. Yet again, the afore 
mentioned definitions may apply during the present descrip 
tion. 

0046. As shown, the action table 400 may include a plu 
rality of rows 401 that each correspond with an associated 
subscriber. In use, various logic (e.g. logic 206 of FIG.2) may 
use the action table 400 for determining which of a plurality 
of processes should receive a work item to generate and/or 
send a message. 
0047. To accomplish this, each of the rows 401 includes a 
subscriber identifier 402 as well as what information (see 
item 404) should be sent with each message. Such informa 
tion may vary on a Subscriber-by-Subscriber basis, and thus 
may be dictated accordingly. Further included is one or more 
triggering rules 406 to indicate under what conditions a mes 
sage work item should be generated and assigned to an asso 
ciated process. It should be noted that the triggering rules 406 
may or may not necessarily be the same as the triggers that 
initiated the message generation procedure (e.g. by the work 
flow rule 204 of FIG. 2). 
0048 Still yet, the rows 401 may each further include a 
process indicator 408 for identifying which of the processes 
should receive the work item (and associated information per 
item 404) when appropriate per the triggering rule(s) 406. For 
example, in the context of the system 200 of FIG. 2, the 
process indicator 408 may indicate the slow process 212 or 
the fast process 216. In various embodiments, each of the 
Subscribers may be assigned different processes based on 
various criteria. 
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0049. For example, in one embodiment, each of the sub 
scribers may be initially assigned, by default, to a fast process. 
Then, depending on various Subscriber-specific performance 
factors, the Subscribers may be later assigned to the slow 
process, by updating the process indicator 408 accordingly. 
For instance, a Subscriber may be eligible for Such a change if 
a system of Such Subscriber fails to respond to/acknowledge 
messages, etc. within a predetermined amount of time (with) 
Such happening a threshold number of times, etc.). In Such 
case, the subscriber may be thereafter assigned to the slow 
process. In one embodiment, all of the messages associated 
with the particular subscriber may be assigned to the slow 
process in the event that one or more of the messages cause 
the foregoing threshold to be met. Thus, in various embodi 
ments, the appropriate process may be selected based on a 
subscriber of the on-demand database service. Specifically, 
the process may be selected based on a past behavior (e.g. 
response time, etc.) of the Subscriber of the on-demand data 
base service, etc. 
0050. Of course, a mechanism may be put in place to allow 
the subscribers to earn back their fast process status. As will 
Soon become apparent, Such feature ensures that Subscribers 
that negatively impact a speed of the fast process may thus be 
assigned to a slow process. 
0051 Still yet, various other information may be included 
in the action table 400, such as a user description 410 as well 
as a destination 412 to which the message is to be sent. Such 
destination 412 may, in one embodiment, include a uniform 
resource locator (URL) associated with the particular sub 
scriber indicated by the subscriber identifier 402. 
0052 FIG. 5 shows a method 500 for populating a data 
base table, inaccordance with one embodiment. As an option, 
the present method 500 may be implemented in the context of 
the architecture and/or functionality of FIGS. 1-4. For 
example, the method 500 may represent exemplary operation 
of the workflow rule 202 of FIG. 2. Of course, however, the 
method 500 may be implemented in any desired environment. 
Yet again, it should also be noted that the aforementioned 
definitions may apply during the present description. 
0053 As shown, it may be determined first if a change has 
been made to a database associated with an on-demand data 
base service. See decision502. In various embodiments, such 
change may reflect an addition of data, a deletion of data, a 
modification of data, etc. Further, Such change may result 
from any manual and/or automatic process that may or may 
not be subscriber-specific. 
0054 If it is determined that a change has indeed been 
made per decision 502, it is then determined whether a mes 
sage is required. See decision 504. In one embodiment, a 
message may not necessarily be generated for each change. 
For example, in certain circumstances, a message may not 
necessarily be generated for certain types of changes (e.g. 
those of less importance/relevance, those generated by cer 
tain users, etc.). In various embodiments, the foregoing cir 
cumstances may be configured by the Subscriber, utilizing a 
user interface. In another embodiment, Such decision may be 
dictated by various triggering rules associated with an action 
table (e.g. triggering rules 406 of the action table 400 of FIG. 
4). Thus, message information may be conditionally 
retrieved, based on the determined type of the change made to 
the database. This may be accomplished for a variety purpose 
such as saving bandwidth that would otherwise be impacted 
by a large number of messages, etc. 
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0055. Further, such decision 504 may be different for dif 
ferent subscribers. In other words, a plurality of the triggers 
may be different for a plurality of different subscribers of the 
on-demand database service. To enforce Such subscriber-spe 
cific decision making process, each change may be authenti 
cated with a subscriber identifier. 
0056. Thus, if it is determined a change is made per deci 
sion 502 and that Such change warrants the generation of a 
message per decision 504, a database table (e.g. database 
table 204 of FIG. 2) may be populated for the purpose of 
initiating the message generation process under the control of 
various logic (e.g. logic 206). See operation 506. To this end, 
the operation to populate the database table may serve to 
queue the messages before being retrieved for processing by 
logic. More information regarding exemplary operation of 
Such logic will now be set forth, according to embodiment 
illustrated in FIG. 6. 
0057 FIG. 6 shows a method 600 for selecting a process to 
send a message, in accordance with one embodiment. As an 
option, the method 600 may be implemented in the context of 
the architecture and/or functionality of FIGS. 1-5. For 
example, the method 600 may represent exemplary operation 
of the logic 206 of FIG. 2. Of course, however, the method 
500 may be implemented in any desired environment. Still yet 
again, the aforementioned definitions may apply during the 
present description. 
0058. It is first determined in decision 602 whether a 
queue (e.g. queues 210, 214 of FIG. 2) of work items have 
fallen below a watermark (e.g. watermark 218). In such a 
situation, it can be concluded that various related processes 
(e.g. the processes 212, 216) may soon be running idle with 
out work items to process for the purpose of generating asso 
ciated messages. 
0059. If it is determined in decision 602 that a queue will 
soon be empty, a batch of additional rows may be pulled from 
a database table (e.g. database table 204 of FIG. 2 or database 
table 300 of FIG.3). See operation 604. It should be noted that 
which of the rows are pulled may depend on the particular 
queue that will soon be empty. For example, if a queue asso 
ciated with a slow process is emptying, rows associated with 
messages earmarked for the slow process may be pulled (in 
stead of others that are earmarked for a fast process). Further, 
rows associated with certain subscribers may be pulled before 
others based on various triggering rules, etc. (e.g. triggering 
rules 406 of FIG. 4). 
0060 Next, as an option, messages represented by the 
batch of rows may be grouped according to an associated 
subscriber of the on-demand database service. See operation 
606. In one embodiment, a subscriber identifier (e.g. sub 
scriber identifier 302 of FIG. 3) may be used for such group 
1ng. 
0061. To this end, each message work item may be stored 
in a queue associated with the appropriate process, in 
response to the selection thereof. Specifically, based on a 
process associated with each Subscriber, the relevant message 
work items may be assigned to and stored in the appropriate 
(e.g. fast/slow) queue, before being processed. Note opera 
tion 608. Once assigned to the appropriate queue, the work 
items are then ready for processing by the corresponding 
process. More information regarding exemplary operation of 
Such logic will now be set forth, according to embodiment 
illustrated in FIG. 7. 
0062 FIG.7 shows a method 700 for generating and send 
ing a message, in accordance with one embodiment. As an 
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option, the method 700 may be implemented in the context of 
the architecture and/or functionality of FIGS. 1-6. For 
example, the method 700 may represent exemplary operation 
of either of the processes 212, 216 of FIG. 2. As an additional 
option, such processes may include multiple (e.g. six) threads 
carrying out the method 700 in parallel. Of course, however, 
the method 700 may be implemented in any desired environ 
ment. Still yet again, the aforementioned definitions may 
apply during the present description. 
0063 As shown, a work item is retrieved from a queue 
(e.g. queues 210, 214 of FIG. 2) See operation 702. In 
response, the appropriate information is collected, per opera 
tion 704. Specifically, the associated process may retrieve 
message information from a relevant portion of the database. 
0.064 Armed with such information, the me hod 700 con 
tinues by generating and sending the message. See operation 
706. In one embodiment, this may be accomplished by using 
the associated row to identify the information to be sent with 
the message. 
0065. It is then determined whether an acknowledgement 
or a failure is received in response to the message. See deci 
sion 708. If the acknowledgement is received, the relevant 
rows associated with the message work item may be removed 
from the database table, as indicated in operation 712. On the 
other hand, if the failure is received, tracking information 
(e.g. status 306 of FIG. 3) associated with the message work 
item is updated to reflect the same, as indicated in operation 
710. 

0.066. In one embodiment, any retries for sending the mes 
sage may be spaced out to mitigate any negative impact on 
processing resources. For example, a first retry may be Sub 
ject to a first delay, and a second retry may be subject to a 
second delay that is longer than the first delay, and so on. In 
one embodiment, a Subscriber may manually initiate a retry in 
real-time (for improved ability to perform diagnostics). To 
avoid any queue overflow, any pending message (to which 
there is no response) may be simply discarded or re-queued, 
etc. 

0067. In any case, the process further collects data on such 
responses to the sent message information, for reporting pur 
poses. In one embodiment, such data may be compiled for 
statistical analysis. See operation 714. As an option, Such 
statistical analysis may serve as historical data to be used to 
determine which of a plurality of processes is appropriate for 
a particular subscriber, as set forth earlier. 

System Overview 

0068 FIG. 8 illustrates a block diagram of an environment 
810 wherein an on-demand database service might be used. 
Environment 810 may include user systems 812, network 
814, system 816, processor system 817, application platform 
818, network interface 820, tenant data storage 822, system 
data storage 824, program code 826, and process space 828. 
In other embodiments, environment 810 may not have all of 
the components listed and/or may have other elements instead 
of, or in addition to, those listed above. 
0069. Environment 810 is an environment in which an 
on-demand database service exists. User system 812 may be 
any machine or system that is used by a user to access a 
database user System. For example, any of user systems 812 
can be a handheld computing device, a mobile phone, a laptop 
computer, a work station, and/or a network of computing 
devices. As illustrated in FIG. 8 (and in more detail in FIG.9) 
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user systems 812 might interact via a network with an on 
demand database service, which is system 816. 
0070 An on-demand database service, such as system 
816, is a database system that is made available to outside 
users that do not need to necessarily be concerned with build 
ing and/or maintaining the database system, but instead may 
be available for their use when the users need the database 
system (e.g., on the demand of the users). Some on-demand 
database services may store information from one or more 
tenants stored into tables of a common database image to 
form a multi-tenant database system (MTS). Accordingly, 
“on-demand database service 816 and “system 816” will be 
used interchangeably herein. A database image may include 
one or more database objects. A relational database manage 
ment system (RDMS) or the equivalent may execute storage 
and retrieval of information against the database object(s). 
Application platform 818 may be a framework that allows the 
applications of system 816 to run, such as the hardware and/or 
Software, e.g., the operating system. In an embodiment, on 
demand database service 816 may include an application 
platform 818 that enables creation, managing and executing 
one or more applications developed by the provider of the 
on-demand database service, users accessing the on-demand 
database service via user systems 812, or third party applica 
tion developers accessing the on-demand database service via 
user systems 812. 
0071. The users of user systems 812 may differ in their 
respective capacities, and the capacity of a particular user 
system 812 might be entirely determined by permissions 
(permission levels) for the current user. For example, where a 
salesperson is using a particular user system 812 to interact 
with system 816, that user system has the capacities allotted 
to that salesperson. However, while an administrator is using 
that user system to interact with system 816, that user system 
has the capacities allotted to that administrator. In systems 
with a hierarchical role model, users at one permission level 
may have access to applications, data, and database informa 
tion accessible by a lower permission level user, but may not 
have access to certain applications, database information, and 
data accessible by a user at a higher permission level. Thus, 
different users will have different capabilities with regard to 
accessing and modifying application and database informa 
tion, depending on a user's security or permission level. 
0072 Network 814 is any network or combination of net 
works of devices that communicate with one another. For 
example, network 814 can be any one or any combination of 
a LAN (local area network), WAN (wide area network), tele 
phone network, wireless network, point-to-point network, 
star network, token ring network, hub network, or other 
appropriate configuration. As the most common type of com 
puter network in current use is a TCP/IP (Transfer Control 
Protocol and Internet Protocol) network, such as the global 
internetwork of networks often referred to as the “Internet' 
with a capital “L” that network will be used in many of the 
examples herein. However, it should be understood that the 
networks that the present invention might use are not so 
limited, although TCP/IP is a frequently implemented proto 
col. 

0073 User systems 812 might communicate with system 
816 using TCP/IP and, at a higher network level, use other 
common Internet protocols to communicate. Such as HTTP, 
FTP, AFS, WAP, etc. In an example where HTTP is used, user 
system 812 might include an HTTP client commonly referred 
to as a “browser for sending and receiving HTTP messages 
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to and from an HTTP server at system 816. Such an HTTP 
server might be implemented as the sole network interface 
between system 816 and network 814, but other techniques 
might be used as well or instead. In some implementations, 
the interface between system 816 and network 814 includes 
load sharing functionality, such as round-robin HTTP request 
distributors to balance loads and distribute incoming HTTP 
requests evenly over a plurality of servers. At least as for the 
users that are accessing that server, each of the plurality of 
servers has access to the MTS data; however, other alterna 
tive configurations may be used instead. 
0074. In one embodiment, system 816, shown in FIG. 8, 
implements a web-based customer relationship management 
(CRM) system. For example, in one embodiment, system 816 
includes application servers configured to implement and 
execute CRM software applications as well as provide related 
data, code, forms, webpages and other information to and 
from user systems 812 and to store to, and retrieve from, a 
database system related data, objects, and Webpage content. 
With a multi-tenant system, data for multiple tenants may be 
stored in the same physical database object, however, tenant 
data typically is arranged so that data of one tenant is kept 
logically separate from that of other tenants so that one tenant 
does not have access to another tenant's data, unless such data 
is expressly shared. In certain embodiments, system 816 
implements applications other than, or in addition to, a CRM 
application. For example, system 816 may provide tenant 
access to multiple hosted (standard and custom) applications, 
including a CRM application. User (or third party developer) 
applications, which may or may not include CRM, may be 
Supported by the application platform 818, which manages 
creation, storage of the applications into one or more database 
objects and executing of the applications in a virtual machine 
in the process space of the system 816. 
0075 One arrangement for elements of system 816 is 
shown in FIG. 9, including a network interface 820, applica 
tion platform 818, tenant data storage 822 for tenant data 823, 
system data storage 824 for system data accessible to system 
816 and possibly multiple tenants, program code 826 for 
implementing various functions of system 816, and a process 
space 828 for executing MTS system processes and tenant 
specific processes, such as running applications as part of an 
application hosting service. Additional processes that may 
execute on system 816 include database indexing processes. 
0076. Several elements in the system shown in FIG. 8 
include conventional, well-known elements that are 
explained only briefly here. For example, each user system 
812 could include a desktop personal computer, workstation, 
laptop, PDA, cell phone, or any wireless access protocol 
(WAP) enabled device or any other computing device capable 
of interfacing directly or indirectly to the Internet or other 
network connection. User system 812 typically runs an HTTP 
client, e.g., a browsing program, Such as Microsoft's Internet 
Explorer browser, Netscape's Navigator browser, Opera's 
browser, or a WAP-enabled browser in the case of a cell 
phone, PDA or other wireless device, or the like, allowing a 
user (e.g., Subscriber of the multi-tenant database system) of 
user system 812 to access, process and view information, 
pages and applications available to it from system 816 over 
network 814. Each user system 812 also typically includes 
one or more user interface devices, such as a keyboard, a 
mouse, trackball, touchpad, touch screen, pen or the like, for 
interacting with a graphical user interface (GUI) provided by 
the browser on a display (e.g., a monitor Screen, LCD display, 
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etc.) in conjunction with pages, forms, applications and other 
information provided by system 816 or other systems or 
servers. For example, the user interface device can be used to 
access data and applications hosted by system 816, and to 
perform searches on Stored data, and otherwise allow a user to 
interact with various GUI pages that may be presented to a 
user. As discussed above, embodiments are Suitable for use 
with the Internet, which refers to a specific global internet 
work of networks. However, it should be understood that 
other networks can be used instead of the Internet. Such as an 
intranet, an extranet, a virtual private network (VPN), a non 
TCP/IP based network, any LAN or WAN or the like. 
0077 According to one embodiment, each user system 
812 and all of its components are operator configurable using 
applications, such as a browser, including computer code run 
using a central processing unit such as an Intel Pentium R 
processor or the like. Similarly, system 816 (and additional 
instances of an MTS, where more than one is present) and all 
of their components might be operator configurable using 
application(s) including computer code to run using a central 
processing unit such as processor System 817, which may 
include an Intel Pentium(R) processor or the like, and/or mul 
tiple processor units. A computer program product embodi 
ment includes a machine-readable storage medium (media) 
having instructions stored thereon/in which can be used to 
program a computer to perform any of the processes of the 
embodiments described herein. Computer code for operating 
and configuring system 816 to intercommunicate and to pro 
cess Webpages, applications and other data and media content 
as described herein are preferably downloaded and stored on 
a hard disk, but the entire program code, or portions thereof, 
may also be stored in any other volatile or non-volatile 
memory medium or device as is well known, such as a ROM 
or RAM, or provided on any media capable of storing pro 
gram code. Such as any type of rotating media including 
floppy disks, optical discs, digital versatile disk (DVD), com 
pact disk (CD), microdrive, and magneto-optical disks, and 
magnetic or optical cards, nanoSystems (including molecular 
memory ICs), or any type of media or device suitable for 
storing instructions and/or data. Additionally, the entire pro 
gram code, orportions thereof, may be transmitted and down 
loaded from a software source over a transmission medium, 
e.g., over the Internet, or from another server, as is well 
known, or transmitted over any other conventional network 
connection as is well known (e.g., extranet, VPN, LAN, etc.) 
using any communication medium and protocols (e.g., TCP/ 
IP, HTTP, HTTPS, Ethernet, etc.) as are well known. It will 
also be appreciated that computer code for implementing 
embodiments of the present invention can be implemented in 
any programming language that can be executed on a client 
system and/or server or server System Such as, for example, C. 
C++, HTML, any other markup language, JavaTM, JavaScript, 
ActiveX, any other Scripting language. Such as VBScript, and 
many other programming languages as are well known may 
be used. (JavaTM is a trademark of Sun Microsystems, Inc.). 
0078. According to one embodiment, each system 816 is 
configured to provide webpages, forms, applications, data 
and media content to user (client) systems 812 to Support the 
access by user systems 812 as tenants of system 816. As such, 
system 816 provides security mechanisms to keep each ten 
ant's data separate unless the data is shared. If more than one 
MTS is used, they may be located in close proximity to one 
another (e.g., in a server farm located in a single building or 
campus), or they may be distributed at locations remote from 
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one another (e.g., one or more servers located in city A and 
one or more servers located in city B). As used herein, each 
MTS could include one or more logically and/or physically 
connected servers distributed locally or across one or more 
geographic locations. Additionally, the term 'server is 
meant to include a computer system, including processing 
hardware and process space(s), and an associated Storage 
system and database application (e.g., OODBMS or 
RDBMS) as is well known in the art. It should also be under 
stood that “server system’’ and “server are often used inter 
changeably herein. Similarly, the database object described 
herein can be implemented as single databases, a distributed 
database, a collection of distributed databases, a database 
with redundant online or offline backups or other redundan 
cies, etc., and might include a distributed database or storage 
network and associated processing intelligence. 
007.9 FIG.9 also illustrates environment 810. However, in 
FIG. 9 elements of system 816 and various interconnections 
in an embodiment are further illustrated. FIG. 9 shows that 
user system 812 may include processor system 812A, 
memory system 812B, input system 812C, and output system 
812D, FIG.9 shows network 814 and system 816. FIG.9 also 
shows that system 816 may include tenant data storage 822, 
tenant data 823, system data storage 824, system data 825, 
User Interface (UI)930. Application Program Interface (API) 
932, PL/SOQL 934, save routines 936, application setup 
mechanism 938, applications servers 900-900 system pro 
cess space 902, tenant process spaces 904, tenant manage 
ment process space 910, tenant storage area 912, user storage 
914, and application metadata 916. In other embodiments, 
environment 810 may not have the same elements as those 
listed above and/or may have other elements instead of, or in 
addition to, those listed above. 
0080 User system 812, network 814, system 816, tenant 
data storage 822, and system data storage 824 were discussed 
above in FIG. 8. Regarding user system 812, processor sys 
tem 812A may be any combination of one or more processors. 
Memory system 812B may be any combination of one or 
more memory devices, short term, and/or long term memory. 
Input system 812C may be any combination of input devices, 
Such as one or more keyboards, mice, trackballs, Scanners, 
cameras, and/or interfaces to networks. Output system 812D 
may be any combination of output devices, such as one or 
more monitors, printers, and/or interfaces to networks. As 
shown by FIG.9, system 816 may include a network interface 
820 of FIG. 8) implemented as a set of HTTP application 
servers 900, an application platform 818, tenant data storage 
822, and system data storage 824. Also shown is system 
process space 902, including individual tenant process spaces 
904 and a tenant management process space 910. Each appli 
cation server 900 may be configured to tenant data storage 
822 and the tenant data 823 therein, and system data storage 
824 and the system data 825 therein to serve requests of user 
systems 812. The tenant data 823 might be divided into indi 
vidual tenant storage areas 912, which can be either a physical 
arrangement and/or a logical arrangement of data. Within 
each tenant storage area 912, user storage 914 and application 
metadata 916 might be similarly allocated for each user. For 
example, a copy of a user's most recently used (MRU) items 
might be stored to user storage 914. Similarly, a copy of MRU 
items for an entire organization that is a tenant might be stored 
to tenant storage area 912. A UI930 provides a user interface 
and an API932 provides an application programmer interface 
to system 816 resident processes to users and/or developers at 
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user systems 812. The tenant data and the system data may be 
stored in various databases, such as one or more OracleTM 
databases. 
I0081. Application platform 818 includes an application 
setup mechanism 938 that supports application developers 
creation and management of applications, which may be 
saved as metadata into tenant data storage 822 by save rou 
tines 936 for execution by subscribers as one or more tenant 
process spaces 904 managed by tenant management process 
910 for example. Invocations to such applications may be 
coded using PL/SOOL 34 that provides a programming lan 
guage style interface extension to API 932. A detailed 
description of some PL/SOOL language embodiments is dis 
cussed in commonly owned co-pending U.S. Provisional 
Patent Application 60/828,192 entitled, PROGRAMMING 
LANGUAGE METHOD AND SYSTEM FOR EXTEND 
ING APIS TO EXECUTE IN CONJUNCTION WITH 
DATABASE APIS, by Craig Weissman, filed Oct. 4, 2006, 
which is incorporated in its entirety herein for all purposes. 
Invocations to applications may be detected by one or more 
system processes, which manages retrieving application 
metadata 916 for the subscriber making the invocation and 
executing the metadata as an application in a virtual machine. 
I0082 Each application server 900 may be communicably 
coupled to database systems, e.g., having access to system 
data 825 and tenant data 823, via a different network connec 
tion. For example, one application server 900 might be 
coupled via the network 814 (e.g., the Internet), another appli 
cation server 900 might be coupled via a direct network 
link, and anotherapplication server 900 might be coupled by 
yet a different network connection. Transfer Control Protocol 
and Internet Protocol (TCP/IP) are typical protocols for com 
municating between application servers 900 and the database 
system. However, it will be apparent to one skilled in the art 
that other transport protocols may be used to optimize the 
system depending on the network interconnect used. 
I0083. In certain embodiments, each application server 900 
is configured to handle requests for any user associated with 
any organization that is a tenant. Because it is desirable to be 
able to add and remove application servers from the server 
pool at any time for any reason, there is preferably no server 
affinity for a user and/or organization to a specific application 
server 900. In one embodiment, therefore, an interface system 
implementing a load balancing function (e.g., an F5 Big-IP 
load balancer) is communicably coupled between the appli 
cation servers 900 and the user systems 812 to distribute 
requests to the application servers 900. In one embodiment, 
the load balancer uses a least connections algorithm to route 
user requests to the application servers 900. Other examples 
of load balancing algorithms, such as round robin and 
observed response time, also can be used. For example, in 
certain embodiments, three consecutive requests from the 
same user could hit three different application servers 900, 
and three requests from different users could hit the same 
application server 900. In this manner, system 816 is multi 
tenant, wherein system 816 handles storage of, and access to, 
different objects, data and applications across disparate users 
and organizations. 
0084 As an example of storage, one tenant might be a 
company that employs a sales force where each salesperson 
uses system 816 to manage their sales process. Thus, a user 
might maintain contact data, leads data, customer follow-up 
data, performance data, goals and progress data, etc., all 
applicable to that user's personal sales process (e.g., intenant 
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data storage 822). In an example of a MTS arrangement, since 
all of the data and the applications to access, view, modify, 
report, transmit, calculate, etc., can be maintained and 
accessed by a user system having nothing more than network 
access, the user can manage his or her sales efforts and cycles 
from any of many different user systems. For example, if a 
salesperson is visiting a customer and the customer has Inter 
net access in their lobby, the salesperson can obtain critical 
updates as to that customer while waiting for the customer to 
arrive in the lobby. 
0085 While each user's data might be separate from other 
users’ data regardless of the employers of each user, some 
data might be organization-wide data shared or accessible by 
a plurality of users or all of the users for a given organization 
that is a tenant. Thus, there might be some data structures 
managed by system 816 that are allocated at the tenant level 
while other data structures might be managed at the user level. 
Because an MTS might Support multiple tenants including 
possible competitors, the MTS should have security protocols 
that keep data, applications, and application use separate. 
Also, because many tenants may opt for access to an MTS 
rather than maintain their own system, redundancy, up-time, 
and backup are additional functions that may be implemented 
in the MTS. In addition to user-specific data and tenant 
specific data, System 816 might also maintain system level 
data usable by multiple tenants or other data. Such system 
level data might include industry reports, news, postings, and 
the like that are sharable among tenants. 
I0086. In certain embodiments, user systems 812 (which 
may be client systems) communicate with application servers 
900 to request and update system-level and tenant-level data 
from system 816 that may require sending one or more que 
ries to tenant data storage 822 and/or system data storage 824. 
System 816 (e.g., an application server 900 in system 816) 
automatically generates one or more SQL statements (e.g., 
one or more SQL queries) that are designed to access the 
desired information. System data storage 824 may generate 
query plans to access the requested data from the database. 
0087. Each database can generally be viewed as a collec 
tion of objects, such as a set of logical tables, containing data 
fitted into predefined categories. A “table' is one representa 
tion of a data object, and may be used herein to simplify the 
conceptual description of objects and custom objects accord 
ing to the present invention. It should be understood that 
“table' and “object” may be used interchangeably herein. 
Each table generally contains one or more data categories 
logically arranged as columns or fields in a viewable Schema. 
Each row or record of a table contains an instance of data for 
each category defined by the fields. For example, a CRM 
database may include a table that describes a customer with 
fields for basic contact information such as name, address, 
phone number, fax number, etc. Another table might describe 
a purchase order, including fields for information Such as 
customer, product, sale price, date, etc. In some multi-tenant 
database systems, standard entity tables might be provided 
for use by all tenants. For CRM database applications, such 
standard entities might include tables for Account, Contact, 
Lead, and Opportunity data, each containing pre-defined 
fields. It should be understood that the word “entity” may also 
be used interchangeably herein with “object' and “table'. 
0088. In some multi-tenant database systems, tenants may 
be allowed to create and store custom objects, or they may be 
allowed to customize standard entities or objects, for example 
by creating custom fields for standard objects, including cus 
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tom index fields. U.S. patent application Ser. No. 10/817,161, 
filed Apr. 2, 2004, entitled “Custom Entities and Fields in a 
Multi-Tenant Database System', and which is hereby incor 
porated herein by reference, teaches systems and methods for 
creating custom objects as well as customizing standard 
objects in a multi-tenant database system. In certain embodi 
ments, for example, all custom entity data rows are stored in 
a single multi-tenant physical table, which may contain mul 
tiple logical tables per organization. It is transparent to cus 
tomers that their multiple “tables' are in fact stored in one 
large table or that their data may be stored in the same table as 
the data of other customers. 

I0089. While the invention has been described by way of 
example and in terms of the specific embodiments, it is to be 
understood that the invention is not limited to the disclosed 
embodiments. To the contrary, it is intended to cover various 
modifications and similar arrangements as would be apparent 
to those skilled in the art. Therefore, the scope of the 
appended claims should be accorded the broadest interpreta 
tion so as to encompass all Such modifications and similar 
arrangements. 

1. A method, comprising: 
detecting a trigger for automatically sending a message in 

association with a Subscriber of an on-demand database 
Serv1ce; 

retrieving message information from a portion of a data 
base being managed by the on-demand database service; 
and 

selecting at least one of a plurality of processes for sending 
the message and the message information. 

2. The method of claim 1, wherein the message reflects at 
least one change made to the database. 

3. The method of claim 2, and further comprising deter 
mining a type of the at least one change made to the database. 

4. The method of claim3, wherein the message information 
is conditionally retrieved, based on the determined type of the 
at least one change made to the database. 

5. The method of claim 1, wherein the message is initiated 
utilizing a workflow rule. 

6. The method of claim 1, whereina plurality of the triggers 
are different for a plurality of subscribers of the on-demand 
database service. 

7. The method of claim 1, wherein a plurality of the mes 
sages are stored in a queue before being processed. 

8. The method of claim 7, wherein a plurality of the mes 
sages are retrieved from the queue for processing. 

9. The method of claim 7, wherein the messages are 
grouped according to an associated Subscriber of the on 
demand database service. 

10. The method of claim 9, wherein the messages are 
grouped utilizing a subscriber identifier. 

11. The method of claim 1, wherein a first one of the 
processes is capable of processing the message faster than a 
second one of the processes. 

12. The method of claim 1, wherein the at least one process 
is selected based on a subscriber of the on-demand database 
service associated with the message. 

13. The method of claim 12, wherein the at least one 
process is selected based on a past behavior of the subscriber 
of the on-demand database service associated with the mes 
Sage. 
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14. The method of claim 13, wherein the at least one 
process is selected based on a response time of the Subscriber 
of the on-demand database service associated with the mes 
Sage. 

15. The method of claim 1, wherein, in response to the 
selection of the at least one process, each of a plurality of the 
messages associated with a subscriber of the on-demand data 
base service is sent utilizing the at least one process. 

16. The method of claim 1, wherein, in response to the 
selection of the at least one process, each of a plurality of 
messages are stored in a queue associated with the at least one 
process. 

17. The method of claim 16, wherein the at least one 
process retrieves the message information from the portion of 
the database for each of the plurality of messages, and sends 
the message information. 

18. A machine-readable medium carrying one or more 
sequences of instructions which, when executed by one or 
more processors, cause the one or more processors to carry 
out the steps of: 

detecting a trigger for automatically sending a message in 
association with a Subscriber of an on-demand database 
service; 

retrieving message information from a portion of a data 
base being managed by the on-demand database service; 
and 

Selecting at least one of a plurality of processes for sending 
the message and the message information. 
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19. An apparatus, comprising: 
a processor; and 
one or more stored sequences of instructions which, when 

executed by the processor, cause the processor to carry 
out the steps of: 
detecting a trigger for automatically sending a message 

in association with a Subscriber of an on-demand 
database service; 

retrieving message information from a portion of a data 
base being managed by the on-demand database ser 
vice; and 

Selecting at least one of a plurality of processes for 
sending the message and the message information. 

20. A method for transmitting code for use in a multi-tenant 
database system on a transmission medium, the method com 
prising: 

transmitting code to detect a triggerfor automatically send 
ing a message in association with a subscriber of an 
on-demand database service; 

transmitting code to retrieve message information from a 
portion of a database being managed by the on-demand 
database service; and 

transmitting code to select at least one of a plurality of 
processes for sending the message and the message 
information. 


