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(57) ABSTRACT

A monitoring server of an in-vehicle control network system
includes a threat information generator that obtains first
threat information pertaining to a threat that has occurred in
a vehicle of a first vehicle type, a threat information abstrac-
tor that generates abstracted threat information by deleting
information specific to the first vehicle type from the first
threat information, and a display that outputs second threat
information generated based on the abstracted threat infor-
mation and including a risk value indicating a risk level of
the threat to a second vehicle type different from the first
vehicle type.
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THREAT INFORMATION DEPLOYING
SYSTEM, THREAT INFORMATION
DEPLOYING METHOD, AND RECORDING
MEDIUM

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This is a continuation application of PCT Interna-
tional Application No. PCT/JP2022/039713 filed on Oct. 25,
2022, designating the United States of America, which is
based on and claims priority of Japanese Patent Application
No. 2021-204929 filed on Dec. 17, 2021. The entire disclo-
sures of the above-identified applications, including the
specifications, drawings and claims are incorporated herein
by reference in their entirety.

FIELD

[0002] The present disclosure relates to a threat informa-
tion deploying system, a threat information deploying
method, and a recording medium for an in-vehicle control
network system.

BACKGROUND

[0003] Among systems in which all kinds of devices are
connected, such as systems called Internet of Things (IoT) or
Cyber Physical System (CPS), increasing in recent years are
systems that process, in cyberspace, sensing results obtained
in a physical space and control the physical space. Along
with such a trend, the importance of cybersecurity technol-
ogy is increasingly advocated.

[0004] Some incidents have actually occurred in which a
security problem in a control system network of an auto-
mobile or a factory has led to unauthorized control of the
automobile or shutdown of the factory. Thus, security prob-
lems have an impact on human lives or business continuity.
[0005] In Internet Technology (IT) systems, threat infor-
mation is utilized in order to promptly respond to constantly
evolving methods of attack.

[0006] Threat information, also called threat intelligence
or cyber threat intelligence (CTI), is a knowledge base
containing information on attackers or specific means of
attack.

[0007] Threat information includes, for example, informa-
tion about illegal IP addresses or hash values of malware,
and the use of such information makes it possible to catch a
sign of an attack and to take an appropriate measure. Using
such threat information widely can lead to improved security
at a greater number of organizations or systems, and such
improvement brings benefit to the society as a whole. For
this purpose, Information Sharing and Analysis Center
(ISAC) exists as an organization that collects and shares
threat information.

[0008] In the field of automobiles, Auto-ISAC has been
established, and ISACs for various industries are expected to
be established henceforth.

[0009] Incidentally, threat information can be used widely
for systems such as IT systems which include devices
provided with standard communication protocols and
widely used operating systems. Meanwhile, for systems
such as automotive systems which have communication
protocols specific to auto manufacturers or vehicle types or
for systems that include dedicated electronic control units
(ECUs), threat information that is valid for a specific vehicle

Sep. 26, 2024

type cannot be applied to another vehicle type without any
modification, and it may be difficult to accumulate threat
information for each vehicle type.

[0010] Furthermore, sharing of threat information specific
to a certain system may allow the vehicle type or the
manufacturer targeted by the attack to be identified and
reveal vulnerabilities of the automotive system. Therefore,
sharing of threat information may not proceed as desired.
[0011] In consideration of such circumstances, Patent Lit-
erature (PTL) 1 discloses a system for sharing threat infor-
mation between a plurality of organizations. Specifically,
PTL 1 discloses a technique for evaluating the usefulness of
threat information based on the novelty or the degree of
influence of the threat information.

[0012] Meanwhile, PTL 2 discloses a threat information
evaluation device that assists a security manager in evalu-
ating threat information.

CITATION LIST

Patent Literature

[0013] PTL 1: Japanese Unexamined Patent Application
Publication No. 2019-191657

[0014] PTL 2: Japanese Patent No. 6710716
SUMMARY
Technical Problem
[0015] PTL 1 described above, however, lacks any specific

disclosure as to a method of determining the extent to which
threat information is useful for the host system or whether
the threat requires an urgent response.

[0016] PTL 2 described above lacks any specific disclo-
sure as to the method of evaluating threat information other
than that machine learning is used on the patterns of threat
information and the evaluation values by the security man-
ager.

[0017] The present disclosure provides a threat informa-
tion deploying system and so forth that, when deploying
threat information to another vehicle type, can evaluate the
usefulness of the threat information for the vehicle type to
which the threat information is deployed.

Solution to Problem

[0018] A threat information deploying system according
to one aspect of the present disclosure is a threat information
deploying system in an in-vehicle control network system,
and the threat information deploying system includes: an
obtainer that obtains first threat information pertaining to a
threat that has occurred in a vehicle of a first vehicle type;
a threat information abstractor that generates abstracted
threat information by deleting information specific to the
first vehicle type from the first threat information; and an
outputter that outputs second threat information generated
based on the abstracted threat information and including a
risk value indicating a risk level of the threat to a second
vehicle type different from the first vehicle type.

Advantageous Effects

[0019] The threat information deploying system and so
forth according to one aspect of the present disclosure makes
it possible to, when deploying threat information to another
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vehicle type, evaluate the usefulness of the threat informa-
tion for the vehicle type to which the threat information is
deployed.

BRIEF DESCRIPTION OF DRAWINGS

[0020] These and other advantages and features will
become apparent from the following description thereof
taken in conjunction with the accompanying Drawings, by
way of non-limiting examples of embodiments disclosed
herein.

[0021] FIG. 1 is an overall configuration diagram of an
automobile cybersecurity monitoring system according to
Embodiment 1.

[0022] FIG. 2 is a configuration diagram of an in-vehicle
network system according to Embodiment 1.

[0023] FIG. 3 is a configuration diagram of an in-vehicle
network monitoring ECU according to Embodiment 1.
[0024] FIG. 4 is a configuration diagram of a monitoring
server according to Embodiment 1.

[0025] FIG. 5 is a configuration diagram of a threat
information sharing server according to Embodiment 1.
[0026] FIG. 6 is a diagram showing one example of a
communication log according to Embodiment 1.

[0027] FIG. 7 is a diagram showing one example of an
anomaly detection log according to Embodiment 1.

[0028] FIG. 8 is a diagram showing one example of a
vehicle communication log according to Embodiment 1.
[0029] FIG. 9 is a diagram showing one example of an
alert according to Embodiment 1.

[0030] FIG. 10 is a diagram showing one example of
threat information according to Embodiment 1.

[0031] FIG. 11 is a diagram showing one example of
vehicle type-specific information according to Embodiment
1.

[0032] FIG. 12 is a diagram showing one example of
shared threat information according to Embodiment 1.
[0033] FIG.13 is a diagram showing a sequence of sharing
threat information according to Embodiment 1.

[0034] FIG. 14 is a flowchart showing a process of
abstracting threat information according to Embodiment 1.
[0035] FIG. 15 is a flowchart showing a process of adapt-
ing threat information to a vehicle type according to
Embodiment 1.

[0036] FIG. 16 is a diagram showing one example of a
vehicle type suitability determination matrix according to
Embodiment 1.

[0037] FIG. 17 is a flowchart showing a process of deter-
mining the risk of threat information based on a vehicle state
according to Embodiment 1.

[0038] FIG. 18 is a diagram showing an example of
displaying an occurrence status of a similar threat according
to Embodiment 1.

[0039] FIG. 19 is a diagram showing another example of
displaying an occurrence status of a similar threat according
to Embodiment 1.

[0040] FIG. 20 is a diagram showing an example of
displaying a determination of vehicle type suitability of
threat information according to Embodiment 1.

[0041] FIG. 21 is a diagram showing an example of
displaying a risk value of threat information based on a
vehicle state according to Embodiment 1.
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DESCRIPTION OF EMBODIMENTS

[0042] A threat information deploying device according to
one aspect of the present disclosure is a threat information
deploying system in an in-vehicle control network system,
and the threat information deploying system includes an
obtainer that obtains first threat information pertaining to a
threat that has occurred in a vehicle of a first vehicle type,
a threat information abstractor that generates abstracted
threat information by deleting information specific to the
first vehicle type from the first threat information, and an
outputter that outputs second threat information generated
based on the abstracted threat information and including a
risk value indicating a risk level of the threat to a second
vehicle type different from the first vehicle type.

[0043] With this configuration, the information specific to
the first vehicle type is deleted when the threat information
pertaining to the threat that has occurred in the first vehicle
type is deployed to the second vehicle type different from the
first vehicle type. Thus, the vehicle type or the manufacturer
targeted in the attack can be kept from being identified, and
the vulnerability of the automobile system can be kept from
being revealed. Furthermore, the second threat information
includes the risk value with regard to the second vehicle
type. Thus, the threat information can be deployed with the
risk level of the threat that may vary depending on the
vehicle type taken into consideration. Accordingly, the use-
fulness of the threat information on the vehicle type to which
the threat information is deployed can be evaluated when the
threat information is deployed to another vehicle type. Thus,
the threat information can be utilized effectively, which
works advantageously in improving the security.

[0044] For example, the threat information deploying sys-
tem may further include a risk value calculator that calcu-
lates the risk value.

[0045] In this manner, the threat information deploying
system may calculate the risk value.

[0046] For example, the threat information deploying sys-
tem may further include a threat occurrence status holder
and an attack deployability determiner. The threat occur-
rence status holder may hold a threat occurrence status of
each anomalous vehicle in which the threat corresponding to
the abstracted threat information has been observed. The
attack deployability determiner may calculate deployability
of the threat corresponding to the abstracted threat informa-
tion, based on a total number of vehicle types of the
anomalous vehicles or a total number of the anomalous
vehicles indicated by the threat occurrence status. The risk
value calculator may calculate the risk value based on the
deployability.

[0047] The abstracted threat information corresponds to
similar threats that may occur across different vehicle types
(referred to as a similar threat). Any threat information
pertaining to a similar threat is substantially the same
information except for the information specific to each
vehicle type, and as the information specific to the vehicle
type is deleted from the threat information, any threat
information may result in the same abstracted threat infor-
mation. Accordingly, an instance of occurrence of a similar
threat can be associated with one item of abstracted threat
information. Furthermore, the deployability of the threat can
be determined in accordance with the number of vehicle
types or the number of vehicles in which a similar threat has
occurred, and information useful in the utilization of the
abstracted threat information can be provided.
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[0048] For example, the threat information deploying sys-
tem may further include a vehicle type-specific information
holder and a vehicle type suitability determiner. The vehicle
type-specific information holder may hold, for each vehicle
type, vehicle type-specific information including at least one
of information pertaining to an electronic control device
provided, a signal that the electronic control device receives,
a network over which the signal that the electronic control
device receives is communicated, and configuration infor-
mation of an in-vehicle network. The vehicle type suitability
determiner may calculate suitability of the abstracted threat
information to the second vehicle type with use of the
abstracted threat information and the vehicle type-specific
information pertaining to the second vehicle type. The risk
value calculator may calculate the risk value based on the
suitability.

[0049] Since the electronic control device affected by a
threat, the signal that that electronic control device receives,
the network over which that signal is communicated, or the
in-vehicle network may vary between vehicle types, the
suitability of the abstracted threat information can be deter-
mined based on the vehicle type-specific information spe-
cific to the second vehicle type, and the suitability of the
abstracted threat information to the second vehicle type can
be evaluated.

[0050] For example, the information pertaining to the
electronic control device may include an operation condition
for processing a signal received by the electronic control
device. The vehicle type suitability determiner may calcu-
late the suitability with use of ease of an attack succeeding
on the second vehicle type, the ease being determined based
on at least one of whether the operation condition for
processing the signal that has caused the threat correspond-
ing to the abstracted threat information includes a condition
pertaining to a signal outside the in-vehicle network of a
vehicle of the second vehicle type, whether there are a
predetermined number or more of operation conditions each
being the operation condition, or whether an anti-tamper
measure or access control is set on the signal that the
electronic control device receives.

[0051] Since the operation condition and so forth for the
electronic control device provided in the vehicle to process
the signal that has caused the threat may vary between
vehicle types, as the ease of attack on the second vehicle
type is evaluated based on the complexity and so forth of
such an operation condition, the suitability of the abstracted
threat information to the second vehicle type can be evalu-
ated with high accuracy.

[0052] For example, the vehicle type suitability deter-
miner may calculate the suitability with use of ease of access
to a communication network in a vehicle of the second
vehicle type, the ease of access being determined based on
a total number of subnetworks routed from, among elec-
tronic control devices provided in a vehicle of the second
vehicle type, an external connection device connected to a
network outside the vehicle to the communication network
over which the signal that has caused the threat correspond-
ing to the abstracted threat information is communicated.
[0053] Since the number of subnetworks to be routed from
the external connection device to the communication net-
work over which the signal that has caused the threat is
communicated may vary between vehicle types, by evalu-
ating the ease of access to the communication network
necessary for the attacker to insert the signal, the suitability
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of the abstracted threat information to the second vehicle
type can be evaluated with high accuracy.

[0054] For example, the outputter may output the second
threat information when the suitability is greater than or
equal to a predetermined value.

[0055] With this configuration, the increase in the threat
information can be suppressed as the second threat infor-
mation is not generated for a vehicle type with a low
suitability of the abstracted threat information, and thus the
storage capacity can be reduced.

[0056] For example, the threat information deploying sys-
tem may further include a vehicle type-specific information
holder and a vehicle log collector. The vehicle type-specific
information holder may hold, for each vehicle type, infor-
mation pertaining to an electronic control device provided,
the information including an operation condition for pro-
cessing a signal received by the electronic control device.
The vehicle log collector may collect a vehicle log of a
vehicle of the second vehicle type. The risk value calculator
may calculate the risk value with regard to the vehicle based
on a degree of match between the operation condition for
processing the signal that has caused the threat correspond-
ing to the abstracted threat information and a state of the
vehicle included in the vehicle log.

[0057] With this configuration, the risk of the threat infor-
mation can be evaluated individually for each vehicle in
accordance with the vehicle state, and thus the entity to
which the threat information is deployed can be set more
dynamically.

[0058] For example, the threat information deploying sys-
tem may further include a risk handler. The risk handler may
determine a response to the threat to the second vehicle type
based on the risk value. The response may be at least one of
performing a process of matching an anomalous communi-
cation pattern indicated by the second threat information and
a communication log collected from the vehicle of the
second vehicle type, updating firmware of the electronic
control device provided in the vehicle, limiting a function of
the vehicle, or sending an alert to a security analyst.
[0059] With this configuration, the response correspond-
ing to the risk value calculated for each vehicle can be
determined, and the response can be carried out with a
priority on the vehicle with a high risk value.

[0060] A threat information deploying method according
to one aspect of the present disclosure is a method to be
executed by a threat information deploying system in an
in-vehicle control network system, and the threat informa-
tion deploying method includes obtaining first threat infor-
mation pertaining to a threat that has occurred in a vehicle
of a first vehicle type, generating abstracted threat informa-
tion by deleting information specific to the first vehicle type
from the first threat information, and outputting second
threat information generated based on the abstracted threat
information and including a risk value indicating a risk level
of the threat to a second vehicle type different from the first
vehicle type.

[0061] The aspect above can provide a threat information
deploying method that, when deploying threat information
to another vehicle type, can evaluate the usefulness of the
threat information for the vehicle type to which the threat
information is deployed.

[0062] A recording medium according to one aspect of the
present disclosure is a non-transitory computer-readable
recording medium having recorded thereon a program for
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causing a threat information deploying system to execute the
threat information deploying method above.

[0063] The aspect above can provide a recording medium
that, when deploying threat information to another vehicle
type, can evaluate the usefulness of the threat information
for the vehicle type to which the threat information is
deployed.

[0064] Hereinafter, a threat information deploying method
according to an embodiment of the present disclosure will be
described with reference to the drawings. It is to be noted
that embodiments described below merely illustrate some
specific, preferable examples of the present disclosure. In
other words, the numerical values, the shapes, the materials,
the constituent elements, the arrangements and the connec-
tion modes of the constituent elements, the steps, the orders
of'the steps, and so forth illustrated in the following embodi-
ments are examples of the present disclosure and are not
intended to limit the present disclosure. The present disclo-
sure is specified based on the claims. Therefore, among the
constituent elements in the following embodiments, any
constituent elements that are not cited in the independent
claims expressing the broadest concept of the present dis-
closure are not necessarily required in order to solve the
problem faced by the present disclosure, but are to be
construed as constituent elements constituting a more pref-
erable embodiment.

Embodiment 1

[0065] Hereinafter, a threat information deploying system
in an automobile cybersecurity monitoring system (also
referred to as a vehicle control network system) that moni-
tors the security state of a plurality of automobiles will be
described.

1.1 Overall Configuration of Automobile
Cybersecurity Monitoring System

[0066] FIG. 1 is an overall configuration diagram of an
automobile cybersecurity system according to the present
embodiment. The automobile cybersecurity system includes
a threat information deploying system, and the threat infor-
mation deploying system includes, for example but not
limited to, an obtainer, a threat information abstractor, an
outputter, a risk value calculator, a threat occurrence status
holder, an attack deployability determiner, a vehicle type-
specific information holder, a vehicle type suitability deter-
miner, a vehicle log collector, and a risk handler. The threat
information deploying system is a computer that includes,
for example but not limited to, a processor, a communication
interface, a user interface, and a memory. The memory
includes, for example but not limited to, a read only memory
(ROM) and a random access memory (RAM) and can store
a program to be executed by the processor. The obtainer, the
threat information abstractor, the risk value calculator, the
attack deployability determiner, the vehicle type suitability
determiner, and the risk handler are implemented by, for
example but not limited to, the processor that executes a
program or programs stored in the memory. The threat
occurrence status holder and the vehicle type-specific infor-
mation holder are implemented by, for example but not
limited to, the memory. Herein, the memory that stores a
program or programs, the threat occurrence status holder,
and the vehicle type-specific information holder may each
be a separate memory. The threat information deploying
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system may be, for example, a threat information deploying
device contained in a single housing. Alternatively, the
threat information deploying system may be a system whose
constituent elements are distributed over a plurality of
devices.

[0067] As shown in FIG. 1, the automobile cybersecurity
monitoring system includes vehicle 10a, vehicle 105, net-
work 20a, network 205, monitoring server 30a, monitoring
server 305, and threat information sharing server 40.
[0068] Vehicle 10a and vehicle 105 are vehicles that are
each operated by a driver or by an autonomous driving
system and that travel on a road. Vehicle 10a and vehicle 105
are vehicles of different years, of different models, with
different options, or of different manufacturers. In other
words, vehicle 10a and vehicle 105 are vehicles of different
vehicle types. Vehicle 10a sends a security anomaly alert of
the vehicle or a vehicle log to monitoring server 30a via
network 20a. Vehicle 10q is one example of a vehicle of a
first vehicle type, and vehicle 1056 is one example of a
vehicle of a second vehicle type different from the first
vehicle type.

[0069] Network 20a is a communication network that
connects vehicle 10a and monitoring server 30a and is
implemented by a dedicated circuit or by the internet.
Likewise, network 205 is a communication network that
connects vehicle 106 and monitoring server 305.

[0070] Monitoring server 30a detects a security incident of
vehicle 10a based on a security anomaly alert or a vehicle
log sent from vehicle 10a.

[0071] In addition, monitoring server 30a holds threat
information and, based on the threat information, checks
whether a vehicle log indicates that a vehicle is facing a
threat. In one example case, threat information may be
information having registered therein a result of an analysis
performed by a security analyst based on a security alert of
a vehicle or a vehicle log. In another example case, threat
information may be information obtained by downloading
threat information (abstracted threat information described
later) registered in threat information sharing server 40 and
by adapting the downloaded threat information to a vehicle
type being monitored.

[0072] Furthermore, monitoring server 30a registers, into
threat information sharing server 40, abstracted threat infor-
mation abstracted by removing vulnerability information
specific to the vehicle type from newly registered threat
information.

[0073] Monitoring server 305 has a configuration similar
to the configuration of monitoring server 30q, and thus the
description of monitoring server 305 will be omitted.

[0074] For example, monitoring server 30a (monitoring
server 30b) is one example of the threat information deploy-
ing system.

[0075] Herein, FIG. 1 shows an example in which moni-
toring server 30a monitors only vehicle 10a. Additionally,
monitoring server 30a may also monitor a large number of
other vehicles. A vehicle or vehicles that monitoring server
30a monitors may be of a vehicle type the same as that of
vehicle 10a or of a vehicle type or vehicle types different
from that of vehicle 10a. The vehicle that monitoring server
30a monitors may vary depending on the security vendor
that manages monitoring server 30a, on the manufacturer of
the vehicle to be monitored, or on the area in which the
vehicle is monitored.



US 2024/0323205 Al

[0076] Threat information sharing server 40 is a sharing
server for sharing threat information held by different orga-
nizations, such as a security vendor, an auto manufacturer, or
a supplier. For example, threat information that monitoring
server 30a holds pertaining to a threat that has occurred in
vehicle 10q is shared, via threat information sharing server
40, with monitoring server 305 that is not monitoring vehicle
104, and such sharing of threat information can help
improve the security of vehicle 106 that monitoring server
305 monitors. Threat information sharing server 40 is man-
aged by a trusted organization.

[0077] Herein, only an authenticated user or organization
may be allowed to share threat information, and threat
information sharing server 40 may play a role in authenti-
cating or authorizing monitoring server 30a or 305 or an
accessing entity.

1.2 Configuration of In-Vehicle Network System

[0078] FIG. 2 is a configuration diagram of an in-vehicle
network system of vehicle 10a according to the present
embodiment. The in-vehicle network system of vehicle 1056
has a configuration similar to the configuration of the
in-vehicle network system of vehicle 10a, and thus the
description of the in-vehicle network system of vehicle 105
will be omitted.

[0079] As shown in FIG. 2, the in-vehicle network system
of vehicle 10a includes in-vehicle network 1004 and in-
vehicle network monitoring ECU 110a.

[0080] In-vehicle network 100a is a network in which a
plurality of electronic control units (ECUs) are connected
and may be constituted by a plurality of subnetworks.
[0081] The ECUs and the subnetworks constituting in-
vehicle network 100a vary depending on the vehicle type,
and the communication protocol or the meaning of the
payload included in a message sent over in-vehicle network
100a also vary depending on the vehicle type.

[0082] An ECU communicates with another ECU, for
example, in accordance with a communication standard,
such as the controller area network (CAN), FlexRay (reg-
istered trademark), Ethernet (registered trademark), local
interconnected network (LIN), or media oriented systems
transport (MOST).

[0083] In-vehicle network monitoring ECU 110a is an
ECU that monitors the communication carried out over
in-vehicle network 100q. In-vehicle network monitoring
ECU 1104 obtains a log of communication and determines
whether there is an anomaly in the communication.

[0084] Furthermore, in-vehicle network monitoring ECU
110a communicates with monitoring server 30a and, for
example, sends a communication anomaly to monitoring
server 30a as a security anomaly alert or sends a commu-
nication log to monitoring server 30a.

[0085] Herein, the ECU that sends an anomaly alert or a
vehicle log to monitoring server 30a does not have to be
implemented by in-vehicle network monitoring ECU 110aq,
and there may be another ECU that communicates with
monitoring server 30a upon receiving a notification from
in-vehicle network monitoring ECU 110a.

1.3 Configuration of In-Vehicle Network
Monitoring ECU

[0086] FIG. 3 is a configuration diagram of in-vehicle
network monitoring ECU 110a according to the present
embodiment.
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[0087] As shownin FIG. 3, in-vehicle network monitoring
ECU 110q includes in-vehicle network communicator 1101,
anomaly detector 1102, monitoring server communicator
1103, communication log holder 1104, and anomaly detec-
tion log holder 1105.

[0088] In-vehicle network communicator 1101 is a com-
munication interface that transmits and receives messages
flowing over the in-vehicle network.

[0089] In-vehicle network communicator 1101 sends a
received message to anomaly detector 1102 and also stores
the received message into communication log holder 1104.
Furthermore, in-vehicle network communicator 1101 trans-
mits a message to in-vehicle network 100a in accordance
with a message transmission request from anomaly detector
1102 or from monitoring server communicator 1103.
[0090] Anomaly detector 1102 monitors a message sent
from in-vehicle network communicator 1101 and a commu-
nication log stored in communication log holder 1104 and
determines whether any anomalous communication is occur-
ring in in-vehicle network 100aq.

[0091] If anomaly detector 1102 has detected an anomaly
in the communication, anomaly detector 1102 sends a secu-
rity anomaly alert and a corresponding communication log
to monitoring server communicator 1103. In addition,
anomaly detector 1102 stores the contents of the detected
anomaly into anomaly detection log holder 1105. An
anomaly in the communication is, for example, an anoma-
lous communication amount, an anomalous payload value,
an anomalous addressee or originator, or anomalous mes-
sage authentication, but these are not limiting examples.
[0092] Monitoring server communicator 1103 is a com-
munication interface with monitoring server 30a. In
response to receiving a security anomaly alert from anomaly
detector 1102, monitoring server communicator 1103, for
example, sends an anomaly detection log stored in anomaly
detection log holder 1105 to monitoring server 30a or sends
a communication log stored in communication log holder
1104 to monitoring server 30a.

[0093] Communication log holder 1104 holds a log of
messages sent over in-vehicle network 100a.

[0094] Anomaly detection log holder 1105 holds a log
pertaining to anomalies in the communication detected by
anomaly detector 1102.

1.4 Configuration of Monitoring Server

[0095] FIG. 4 is a configuration diagram of monitoring
server 30a according to the present embodiment. Monitoring
server 305 has a configuration similar to the configuration of
monitoring server 30a, and thus the description of monitor-
ing server 305 will be omitted.

[0096] As shown in FIG. 4, monitoring server 30a
includes vehicle communicator 3001, display 3002, threat
information generator 3003, threat information utilizer
3004, threat information abstractor 3005, risk evaluator
3006, threat information sharing server communicator 3007,
threat information adapter 3008, vehicle communication log
holder 3009, alert holder 3010, threat information holder
3011, and vehicle type-specific information holder 3012.
[0097] Vehicle communicator 3001 is a communication
interface for communicating with vehicle 10a via network
20a. Vehicle communicator 3001 receives, for example, a
security anomaly alert or a vehicle log from vehicle 10a.
Vehicle communicator 3001 is one example of a vehicle log
collector. In the example described with reference to FIG.
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17, vehicle communicator 3001 of monitoring server 305
collects a vehicle log of vehicle 105 of the second vehicle

type.

[0098] Display 3002 is a display interface for a security
analyst to check information pertaining to a security
anomaly alert, a vehicle log, or threat information. Display
3002 is one example of an outputter that outputs second
threat information that is generated based on abstracted
threat information and that includes the risk value indicating
the risk level of a threat to the second vehicle type different
from the first vehicle type. FIG. 18, FIG. 19, FIG. 20, and
FIG. 21 are display examples of display 3002, and these
examples will be described later. Herein, the outputter is not
limited to display 3002 and may instead be a constituent
element that outputs second threat information, for example,
to a memory included in monitoring server 30a or to another
server.

[0099] Threat information generator 3003 extracts a spe-
cific method of attack as threat information based on a
security alert stored in alert holder 3010 and stores the
extracted threat information into threat information holder
3011.

[0100] Alternatively, threat information generator 3003
generates threat information from an input of a result
analyzed by a security analyst and stores the generated threat
information into threat information holder 3011.

[0101] Threat information generator 3003 is one example
of an obtainer that obtains first threat information pertaining
to a threat that has occurred in vehicle 104 of the first vehicle
type. First threat information is threat information specific to
the first vehicle type.

[0102] Threat information utilizer 3004 checks whether a
vehicle communication log stored in vehicle communication
log holder 30094 includes a threat that matches with threat
information stored in threat information holder 3011. If such
a threat is present, threat information utilizer 3004 responds
by, for example, sending an alert to the vehicle that has
transmitted the vehicle communication log. Threat informa-
tion utilizer 3004 is one example of a risk handler that
determines a response to a threat to the second vehicle type
based on the risk value. In the example described with
reference to FIG. 17, threat information utilizer 3004 of
monitoring server 305 determines the response to the threat
to the second vehicle type.

[0103] Threat information abstractor 3005 generates
abstracted threat information from threat information spe-
cific to a vehicle by deleting information specific to the
vehicle type. Specifically, threat information abstractor 3005
generates abstracted threat information from first threat
information by deleting information specific to the first
vehicle type.

[0104] Examples of information that can be deleted from
threat information specific to a vehicle include information
that may allow the vehicle type to be identified, examples of
such information include an identifier included in a message
and specific to the vehicle type, raw message information,
the vehicle type concerned, or the number of received
messages. Information that is not to be deleted from threat
information specific to a vehicle includes information that
does not play any role in identifying the vehicle type, and
examples of such information include the role of the ECU
targeted by the attack, the meaning of a signal value altered
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and the contents of the alteration, the rate of increase in the
communication amount, or an influence produced by the
attack.

[0105] Abstracted threat information corresponds to simi-
lar threats that may occur in different vehicle types (also
referred to as similar threats). Threat information pertaining
to similar threats is substantially the same across vehicle
types except for the information specific to each vehicle
type, and as the information specific to a vehicle type is
deleted from threat information, any threat information may
turn into the same abstracted threat information. Further-
more, when abstracting threat information, threat informa-
tion abstractor 3005 determines the attack deployability of
the abstracted threat information based on whether a threat
corresponding to the abstracted threat information is occur-
ring in a plurality of vehicle types or in a plurality of
vehicles, and incorporates the determined attack deployabil-
ity into the abstracted threat information. Threat information
abstractor 3005 is one example of an attack deployability
determiner that calculates the deployability of an attack
corresponding to abstracted threat information in accor-
dance with the number vehicle types of anomalous vehicles
or the number of anomalous vehicles indicated by the
occurrence status of the threat in each anomalous vehicle in
which the threat corresponding to the abstracted threat
information has been observed.

[0106] Threat information abstractor 3005 sends
abstracted threat information to threat information sharing
server communicator 3007 and to threat information sharing
server 40.

[0107] Threat information abstractor 3005 may send
abstracted threat information to threat information holder
3011, and threat information holder 3011 may store the
abstracted threat information therein.

[0108] Risk evaluator 3006 determines the risk value of
threat information stored in threat information holder 3011
based on vehicle type-specific information stored in vehicle
type-specific information holder 3012 and the traveling state
of the vehicle being monitored. Risk evaluator 3006 informs
threat information utilizer 3004 of the response, in accor-
dance with the combination of the vehicle and the threat
information determined to have a high risk value. Risk
evaluator 3006 is one example of a risk value calculator that
calculates the risk value indicating the risk level of a threat
to the second vehicle type different from the first vehicle
type. In the example described with reference to FIG. 17,
risk evaluator 3006 of monitoring server 305 calculates the
risk value.

[0109] Threat information sharing server communicator
3007 is a communication interface with threat information
sharing server 40.

[0110] Threat information sharing server communicator
3007 sends abstracted threat information stored in threat
information holder 3011 to threat information sharing server
40, receives abstracted threat information from threat infor-
mation sharing server 40, and stores the received abstracted
threat information into threat information holder 3011.
[0111] Threat information adapter 3008 determines
whether abstracted threat information received from threat
information sharing server 40 can be adapted to the vehicle
type that threat information adapter 3008 monitors. The
suitability of the threat information is determined by the
ECU that receives a signal of the altered signal value
included in the threat information, with the use of vehicle
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type-specific information stored in vehicle type-specific
information holder 3012 and based on the complexity of an
operation condition for receiving and processing the signal
or the ease of access to the network that receives the signal
from a network outside the vehicle. Threat information
adapter 3008 is one example of a vehicle type suitability
determiner that calculates the suitability of abstracted threat
information to the second vehicle type with the use of the
abstracted threat information and the vehicle type-specific
information pertaining to the second vehicle type. In the
example described with reference to FIG. 15, threat infor-
mation adapter 3008 of monitoring server 305 calculates the
suitability of the abstracted threat information to the second
vehicle type.

[0112] Vehicle communication log holder 3009 holds a
communication log sent from vehicle 10a.

[0113] Alert holder 3010 holds an alert sent from vehicle
10a.
[0114] Threat information holder 3011 holds threat infor-

mation including information pertaining to a threat that has
occurred in the vehicle. Threat information holder 3011 is
one example of a threat occurrence status holder that holds
the occurrence status of a threat for each anomalous vehicle
in which a threat corresponding to abstracted threat infor-
mation has been observed.

[0115] Vehicle type-specific information holder 3012
holds information about ECUs included in a vehicle, the
communication specifications, or the network architecture
that each vary between vehicle types. For example, vehicle
type-specific information holder 3012 holds, for each
vehicle type, vehicle type-specific information that includes
at least one of information pertaining to the ECUs provided
in the vehicle, a signal that each ECU receives, a network
used for communication of a signal that each ECU receives,
or configuration information of the in-vehicle network.
Furthermore, for example, vehicle type-specific information
holder 3012 holds, for each vehicle type, information per-
taining to each ECU which includes an operation condition
for processing a signal that the ECU provided in the vehicle
has received.

1.5 Configuration of Threat Information Sharing
Server

[0116] FIG. 5 is a configuration diagram of threat infor-
mation sharing server 40 according to the present embodi-
ment.

[0117] As shown in FIG. 5, threat information sharing
server 40 includes monitoring server communicator 4001
and shared threat information holder 4002.

[0118] Monitoring server communicator 4001 is an inter-
face for sending and receiving abstracted threat information
to and from monitoring server 30a or 305. Monitoring server
communicator 4001 stores abstracted threat information
received from monitoring server 30a or 304 into shared
threat information holder 4002. Furthermore, monitoring
server communicator 4001 sends back abstracted threat
information stored in shared threat information holder 4002
in response to an inquiry from monitoring server 30a or 305.

[0119] Shared threat information holder 4002 holds
abstracted threat information sent from monitoring server
30a or 3064.
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1.6 One Example of Communication Log

[0120] FIG. 6 shows one example of a communication log
according to the present embodiment. The communication
log is stored in communication log holder 1104. In FIG. 6,
the time received, the 1D, and the payload of each message
are illustrated as an example of a communication log
observed in the in-vehicle network and held by communi-
cation log holder 1104.

[0121] FIG. 6 indicates that the time received of the
message in the first row is 10000 (ms), that the message’s ID
is 0x100, and that its payload is “0x1122334455667788”.

[0122] It is also indicated that the time received of the
message in the second row is 10001 (ms), that the message’s
1D is 0x200, and that its payload is “0x00000000”.

[0123] It is further indicated that the time received of the
message in the third row is 10004 (ms), that the message’s
1D is 0x300, and that its payload is “Ox00FFOOFF332211”.

[0124] It is further indicated that the time received of the
message in the fourth row is 10007 (ms), that the message’s
1D is 0x500, and that its payload is “0x1234”.

1.7 One Example of Anomaly Detection Log

[0125] FIG. 7 shows one example of an anomaly detection
log according to the present embodiment. An anomaly
detection log serving as a result detected by anomaly detec-
tor 1102 is stored in anomaly detection log holder 1105. In
FIG. 7, the anomaly ID, the time detected, the payload value
of'the message, and the contents of the detected anomaly are
illustrated as an example of the anomaly detection log held
by anomaly detection log holder 1105.

[0126] The anomaly detection log in the first row indicates
that the detected anomaly has the anomaly ID of 0x200, that
the time detected of the anomaly is 10012, that the payload
is OxFFFFFFFF, and that the contents of the detected
anomaly are the anomalous communication amount and the
anomalous payload value.

[0127] The anomaly detection log in the second row
indicates that the detected anomaly has the anomaly ID of
0x200, that the time detected of the anomaly is 10022, that
the payload is OxFFFFFFFF, and that the contents of the
detected anomaly are the anomalous communication amount
and the anomalous payload value.

[0128] The anomaly detection log in the third row indi-
cates that the detected anomaly has the anomaly ID of
0x200, that the time detected of the anomaly is 10032, that
the payload is OxFFFFFFFF, and that the contents of the
detected anomaly are the anomalous communication amount
and the anomalous payload value.

1.8 One Example of Vehicle Communication Log

[0129] FIG. 8 shows one example of a vehicle communi-
cation log according to the present embodiment. The vehicle
communication log is stored in vehicle communication log
holder 3009. In FIG. 8, the communication log sent for each
vehicle being monitored is illustrated as an example of the
vehicle communication log held by vehicle communication
log holder 3009.

[0130] In the example shown in FIG. 8, information
similar to that in the communication log shown in FIG. 6 is
stored with regard to vehicle 10a being monitored.
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1.9 One Example of Alert

[0131] FIG. 9 shows one example of an alert according to
the present embodiment. The alert is stored in alert holder
3010. In FIG. 9, the contents of the alert, the ID of the
message, the time when the message has been received, and
the payload of the message for each vehicle being monitored
are illustrated as an example of the alert held by alert holder
3010.

[0132] In the example shown in FIG. 9, information
similar to that in the anomaly detection log shown in FIG.
7 is stored with regard to vehicle 10a being monitored.

1.10 One Example of Threat Information

[0133] FIG. 10 shows one example of threat information
according to the present embodiment. The threat informa-
tion is stored in threat information holder 3011. In FIG. 10,
the threat information ID and the contents of the threat
information for each item of threat information are illus-
trated as an example of the threat information held by threat
information holder 3011. Specifically, FIG. 10 shows first
threat information pertaining to a threat that has occurred in
a vehicle of vehicle type A, which is the first vehicle type.
[0134] The threat information with the threat information
1D of TID-001 (the first threat information) indicates that the
target vehicle type is A, that the influence of the threat is
unauthorized brake control, that the name of the anomalous
signal is an emergency brake request signal, that the mes-
sage ID of the anomalous message is 0x200, that the signal
value of the anomalous signal is 0x3 (a sudden braking ON
request), that the amount of increase in the communication
amount of the anomalous message is 50%, that the number
of threats observed for each vehicle is 100 for vehicle A001
of vehicle type A and 20 for vehicle AOOS of vehicle type A,
and that the attack deployability is medium.

[0135] Herein, information included in the threat informa-
tion is not limited to what is illustrated above. For example,
the threat information may include a communication capture
log that includes an anomalous communication pattern or a
rule for detecting an anomalous communication pattern.
Furthermore, information to be included in the threat infor-
mation does not have to include all the items of information
shown in FIG. 10.

1.11 One Example of Vehicle Type-Specific
Information

[0136] FIG. 11 shows one example of vehicle type-spe-
cific information according to the present embodiment. The
vehicle type-specific information is stored in vehicle type-
specific information holder 3012. In FIG. 11, the types and
the values of specific information for each vehicle type are
illustrated as an example of the vehicle type-specific infor-
mation held by vehicle type-specific information holder
3012.

[0137] FIG. 11 indicates that, with regard to the relation-
ship between the signal and the transmitting and receiving
ECU of vehicle type A, the ECU that receives the emergency
brake request signal is a brake ECU_A.

[0138] It is also indicated that, with regard to the signal
processing condition of the ECU of vehicle type A, the
condition for processing the emergency brake request signal
is that the speed of the vehicle is lower than 40 km/h.
[0139] It is further indicated that, with regard to the signal
communication network of vehicle type A, the emergency
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brake request signal is communicated over the chassis
network and that the speed signal is communicated over the
chassis network and the powertrain network.

[0140] It is further indicated that, with regard to the
network configuration of vehicle type A, the network adja-
cent to the chassis network is the powertrain network.
[0141] It is further indicated that, with regard to the
relationship between the signal and the transmitting and
receiving ECU of vehicle type C, the ECU that receives the
emergency brake request signal is a brake ECU_C.

[0142] It is further indicated that, with regard to the signal
processing condition of the ECU of vehicle type C, there is
no specific condition for processing the emergency brake
request signal.

[0143] It is further indicated that, with regard to the signal
communication network of the ECU of vehicle type C, the
emergency brake request signal is communicated over the
ADAS network.

[0144] It is further indicated that, with regard to the
network configuration of vehicle type C, the network adja-
cent to the chassis network is the ADAS network.

1.12 One Example of Shared Threat Information

[0145] FIG. 12 shows one example of shared threat infor-
mation according to the present embodiment. The shared
threat information is abstracted threat information stored in
shared threat information holder 4002. In the example
shown in FIG. 12, the contents of the abstracted threat
information for each threat information ID are illustrated as
an example of the shared threat information held by shared
threat information holder 4002.

[0146] The contents of the abstracted threat information
with the threat information ID of TID-001 indicate that the
contents of the control affected by the threat is unauthorized
brake control, that the name of the anomalous signal is an
emergency brake request signal, that the signal value is the
sudden braking ON, that the amount of increase in the
anomalous message is 50%, and that the attack deployability
is medium. The above is information obtained by abstracting
the threat information shown in FIG. 10, and it can be seen
that some items of vehicle type-specific information (e.g.,
the target vehicle type, the message ID of the anomalous
message, the specific signal value, and the number of
instances observed for each vehicle) have been deleted.

1.13 Threat Information Sharing Sequence

[0147] FIG. 13 shows a sequence of communication in the
automobile cybersecurity monitoring system performed
when threat information is shared and deployed between
monitoring server 30a and monitoring server 305 according
to the present embodiment.

[0148] Vehicle 10a sends, to monitoring server 30aq, an
anomaly detection alert informing monitoring server 30a
that an anomaly is occurring in the vehicle (step S100).
[0149] Based on an analysis of the anomaly detection alert
received from vehicle 10a, monitoring server 30a generates
threat information (step S101).

[0150] Monitoring server 30a abstracts the generated
threat information by removing information specific to the
vehicle type and shares the abstracted threat information
with threat information sharing server 40 (step S102).
[0151] Threat information sharing server 40 stores the
abstracted threat information shared by monitoring server
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30qa and shares the abstracted threat information with moni-
toring server 306 (step S103).

[0152] Monitoring server 305 determines whether the
abstracted threat information shared by threat information
sharing server 40 is threat information that can be adapted to
the vehicle that monitoring server 305 monitors, adapts the
abstracted threat information that can be adapted to each
vehicle that monitoring server 305 monitors, and stores the
abstracted threat information (step S104).

[0153] Vehicle 105 sends a communication log of the
vehicle to monitoring server 305 (step S105).

[0154] Monitoring server 305 checks whether there is a
sign of a threat to vehicle 105 based on the vehicle log and
with the use of the threat information that monitoring server
305 holds and that includes the threat information adapted
from the abstracted threat information. Specifically, moni-
toring server 305 evaluates the risk value of the threat
information to vehicle 105 based on the vehicle state of
vehicle 1056 extracted from the vehicle log and the contents
of the attack included in the threat information (step S106).
[0155] Based on the evaluated risk value, monitoring
server 305 determines, for example, the measure to be taken
to lower the risk to vehicle 105 or the presence or absence
of a matching process between the threat information and
the vehicle log (step S107).

1.14 Flowchart of Abstracting Threat Information

[0156] FIG. 14 is a flowchart showing a process of
abstracting threat information by monitoring server 30a
according to the present embodiment.

[0157] Monitoring server 30a collects an alert from
vehicle 10a being monitored (step S200).

[0158] Monitoring server 30a analyzes the alert and deter-
mines whether there is a sign of an attack (step S201). If
there is a sign of an attack (if Yes), monitoring server 30a
executes the process of step S202. Meanwhile, if there is no
sign of an attack (if No), monitoring server 30a returns to the
process of step S200.

[0159] Concerning the sign of an attack, monitoring server
30a generates threat information based on the collected alert
(step S202).

[0160] Monitoring server 30a generates abstracted threat
information by deleting information specific to the vehicle
type from the generated threat information (step S203).
[0161] Monitoring server 30a determines whether moni-
toring server 30a already holds abstracted threat information
that matches the generated abstracted threat information and
that has been generated from threat information of another
vehicle type (step S204). Monitoring server 30a determines
that the generated abstracted threat information matches
abstracted threat information that monitoring server 30a
already holds if data of the generated abstracted threat
information completely matches the abstracted threat infor-
mation that monitoring server 30a already holds or if
predetermined data in the generated abstracted threat infor-
mation partially matches the abstracted threat information
that monitoring server 30a already holds (e.g., if the influ-
ence and the signal name and signal value of anomalous
signals match). If monitoring server 30a already holds
identical abstracted threat information (if Yes), monitoring
server 30a executes the process of step S205. Meanwhile, if
monitoring server 30a does not hold any identical abstracted
threat information (if No), monitoring server 30a executes
the process of step S206.
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[0162] If monitoring server 30a already holds the identical
abstracted threat information, monitoring server 30a dis-
cards the generated abstracted threat information and uses
the abstracted threat information that monitoring server 30a
already holds (step S205).

[0163] Monitoring server 30a updates the number of
occurrences of the threat corresponding to the abstracted
threat information for the vehicle type of which an alert
concerning the abstracted threat information is sent (step
S206). For example, if it is determined that the abstracted
threat information corresponds to a threat to vehicle type A,
a threat to vehicle type B, and a threat to vehicle type C that
are all similar to each other, and that there is a sign of an
attack on a vehicle of vehicle type A, monitoring server 30a
increases the number of occurrences of the threat to vehicle
type A by 1.

[0164] Monitoring server 30a checks whether the threat
corresponding to the abstracted threat information is occur-
ring in a predetermined number of vehicle types or more
(step S207). There is no limitation on the predetermined
number of vehicle types, and such a number is set as
appropriate. If the threat is occurring in the predetermined
number of vehicle types or more (if Yes), monitoring server
30a executes the process of step S208. Meanwhile, if the
threat is not occurring in the predetermined number of
vehicle types or more (if No), monitoring server 30a
executes the process of step S209.

[0165] If the threat is occurring in the predetermined
number of vehicle types or more, monitoring server 30a sets
the deployability of the threat corresponding to the
abstracted threat information (also referred to as attack
deployability) to “high” (step S208). For example, if the
threat is occurring in two or more vehicle types, monitoring
server 30a sets the attack deployability of the abstracted
threat information to “high”.

[0166] If the threat is not occurring in the predetermined
number of vehicle types or more, monitoring server 30a
checks whether the threat is occurring in a predetermined
number or more of different vehicles of the same vehicle
type (step S209). There is no limitation on the predetermined
number, and such a number is set as appropriate. If the threat
is occurring in the predetermined number or more of dif-
ferent vehicles of the same vehicle type (if Yes), monitoring
server 30a executes the process of step S210. Meanwhile, if
the threat is not occurring in the predetermined number or
more of different vehicles of the same vehicle type (if No),
monitoring server 30a executes the process of step S211.
[0167] If the threat is occurring in the predetermined
number or more of different vehicles of the same vehicle
type, monitoring server 30a sets the attack deployability of
the abstracted threat information to “medium” (step S210).
[0168] If the threat is not occurring in the predetermined
number or more of different vehicles of the same vehicle
type, monitoring server 30a sets the attack deployability of
the abstracted threat information to “low” (step S211).
[0169] Herein, not both of step S207 and step S208 need
to be performed, and only one of the steps may be per-
formed. Furthermore, the attack deployability may be set at
two levels (e.g., “high” and “low™).

[0170] In this manner, monitoring server 30a (threat infor-
mation abstractor 3005) calculates the deployability of a
threat corresponding to abstracted threat information in
accordance with the number of vehicle types of anomalous
vehicles or the number of anomalous vehicles indicated by
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the occurrence status of a threat in each anomalous vehicle
in which the threat corresponding to the abstracted threat
information has been observed. The calculated attack
deployability is used in the calculation of the vehicle type
suitability of the abstracted threat information to the second
vehicle type and, in turn, of the risk value included in the
threat information (the second threat information) adapted to
the second vehicle type.

[0171] Monitoring server 30a sends the abstracted threat
information to which the attack deployability has been set to
threat information sharing server 40 for sharing (step S212).
[0172] Although from the collecting of the alert to the
generating of the threat information is performed by moni-
toring server 30a in the example described according to the
present embodiment, the determining of the attack based on
the alert or the generating of the threat information does not
have to be performed by monitoring server 30a. For
example, a result analyzed by a security analyst based on an
alert collected by monitoring server 30a may be registered
into monitoring server 30a as threat information.

[0173] Furthermore, although the abstracted threat infor-
mation is sent to threat information sharing server 40 after
the attack deployability has been set to the abstracted threat
information in the example described above, the abstracted
threat information does not have to be sent at this timing. For
example, the abstracted threat information may be shared in
response to a request from threat information sharing server
40, or abstracted threat information containing the difference
from the shared abstracted threat information may be shared
at once at a periodic timing.

1.15 Flowchart of Adapting Threat Information to
Vehicle

[0174] FIG. 15 is a flowchart showing a process of adapt-
ing abstracted threat information shared to monitoring server
3054 to a vehicle that monitoring server 305 monitors accord-
ing to the present embodiment.

[0175] Monitoring server 305 obtains abstracted threat
information from threat information sharing server 40 (step
S300).

[0176] Monitoring server 305 obtains information,

included in the abstracted threat information, of an anoma-
lous signal that may serve as a sign of an attack (step S301).
The anomalous signal that may serve as a sign of an attack
is, for example, an emergency brake request signal, as
shown in FIG. 12.

[0177] Monitoring server 305 refers to the vehicle type-
specific information of vehicle 105 that monitoring server
305 monitors and identifies the ECU that receives the
anomalous signal (step S302). For example, if the vehicle
type of vehicle 105 is vehicle type C, as shown in FIG. 11,
the ECU that receives the emergency brake request signal
can be identified as the brake ECU_C.

[0178] Monitoring server 305 refers to the vehicle type-
specific information and extracts the operation condition of
the ECU observed when the identified ECU processes the
anomalous signal (step S303). The processing condition of
the anomalous signal is the value (the condition) corre-
sponding to that signal as included in the signal processing
condition of the ECU stored in vehicle type-specific infor-
mation holder 3012 (e.g., the speed is lower than 40 km/h).
If no value corresponding to the signal is present, the
operation condition is determined not to exist in particular.
For example, if the vehicle type of vehicle 105 is vehicle
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type C, as shown in FIG. 11, there is no condition under
which the brake ECU_C processes an emergency brake
request signal.

[0179] Monitoring server 305 determines whether the
extracted operation condition (the condition for processing
the anomalous signal) includes a condition other than a
condition pertaining to a signal that the ECU receives from
the in-vehicle network (step S304). Specifically, monitoring
server 305 determines whether the condition for processing
the anomalous signal includes a condition pertaining to the
information that the identified ECU receives from other than
a message received from the in-vehicle network. For
example, if the condition for processing the anomalous
signal includes a condition pertaining to the information
obtained through the ECU’s direct sensing without involv-
ing the in-vehicle network, monitoring server 305 deter-
mines that the extracted operation condition includes a
condition other than a signal that the ECU receives from the
in-vehicle network. For example, if the extracted operation
condition includes a condition pertaining to information
from a speed sensor or a LIDAR, the determination of Yes
is made at step S304.

[0180] If the extracted operation condition includes a
condition other than the condition pertaining to the signal
that the ECU receives from the in-vehicle network (if Yes),
monitoring server 305 executes the process of step S305.
Meanwhile, if the extracted operation condition does not
include a condition other than the condition pertaining to the
signal that the ECU receives from the in-vehicle network (if
No), monitoring server 305 executes the process of step
S306.

[0181] If the extracted operation condition includes a
condition other than the condition pertaining to the signal
that the ECU receives from the in-vehicle network, moni-
toring server 305 sets the ease of an attack succeeding on the
second vehicle type (also referred to as ease of attack
success) to “low” (step S305). That the ease of attack
success is “low” indicates that it is difficult for the attacker
accessing the in-vehicle network to control the condition for
causing the threat to occur.

[0182] If the extracted operation condition does not
include a condition other than the condition pertaining to the
signal that the ECU receives from the in-vehicle network,
monitoring server 305 determines whether the number of
operation conditions for processing an anomalous signal is
greater than or equal to a predetermined number (step S306).
There is no limitation on the predetermined number, and
such a number is set as appropriate. If the number of
operation conditions for processing an anomalous signal is
greater than or equal to the predetermined number (if Yes),
monitoring server 305 executes the process of step S307.
Meanwhile, if the number of operation conditions for pro-
cessing an anomalous signal is neither greater than nor equal
to the predetermined number (if No), monitoring server 305
executes the process of step S308.

[0183] If the number of operation conditions for process-
ing an anomalous signal is greater than or equal to the
predetermined number, monitoring server 305 sets the ease
of attack success to “medium” (step S307). That the ease of
attack success is “medium” indicates that, although the
attacker who can access the in-vehicle network can control
the condition for causing the threat to occur, the attacker
needs to control a plurality of conditions.
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[0184] If the number of operation conditions for process-
ing an anomalous signal is neither greater than nor equal to
the predetermined number, monitoring server 305 sets the
ease of attack success to “high” (step S308). That the ease
of attack success is “high” indicates that it is relatively easy
for the attacker who can access the in-vehicle network to
satisfy the operation condition for causing the threat to
occur.

[0185] Herein, if an anti-tamper measure or access control
is being taken on a signal that the ECU receives, monitoring
server 306 may set the ease of attack success lower.
[0186] Monitoring server 305 refers to the vehicle type-
specific information and extracts a network over which an
anomalous signal included in the abstracted threat informa-
tion is communicated and a network over which a signal
pertaining to the operation condition extracted at step S303
is communicated (step S309). If the signal pertaining to the
operation condition is, for example, about the speed, moni-
toring server 305 extracts the network that corresponds to
the speed signal indicated by the signal communication
network stored in vehicle type-specific information holder
3012 (e.g., the chassis network and the powertrain network,
as shown in FIG. 11). If there are a plurality of signals that
pertain to the operation condition, a communication network
is extracted in a similar manner for each of the plurality of
signals.

[0187] Monitoring server 304 calculates, for each of the
extracted networks, the number of subnetworks to be routed
from an out-vehicle communication device provided in
vehicle 105, and determines whether there is a network
whose number of subnetworks to be routed is greater than or
equal to a predetermined number (step S310). There is no
limitation on the predetermined number, and such a number
is set as appropriate. If there is a network whose number of
subnetworks to be routed is greater than or equal to the
predetermined number (if Yes), monitoring server 305
executes the process of step S311. Meanwhile, if there is no
network whose number of subnetworks to be routed is
greater than or equal to the predetermined number (if No),
monitoring server 305 executes the process of step S312.
[0188] If there is a network whose number of subnetworks
to be routed is greater than or equal to the predetermined
number, monitoring server 305 sets the ease of access to this
network (also referred to as the ease of network access) to
“low” (step S311). That the ease of network access is “low”
indicates that it is difficult for an attacker outside the vehicle
to access the target network to inject an anomalous signal.
[0189] 1If there is no network whose number of subnet-
works to be routed is greater than or equal to the predeter-
mined number, monitoring server 305 determines, with
regard to the target networks extracted at step S309, whether
the number of different networks is greater than or equal to
a predetermined number (step S312). There is no limitation
on the predetermined number, and such a number is set as
appropriate. If the number of different networks is greater
than or equal to the predetermined number (if Yes) moni-
toring server 305 executes the process of step S313. Mean-
while, if the number of different networks is neither greater
than nor equal to the predetermined number (if No), moni-
toring server 305 executes the process of step S314.
[0190] If the number of different networks is greater than
or equal to the predetermined number, monitoring server
3056 sets the ease of network access to “medium” (step
S313). That the ease of network access is “medium” indi-
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cates that, although it is relatively easy for an attacker to
access the target network from the outside of the vehicle, the
attacker needs to access a plurality of networks.

[0191] If the number of different networks is less than the
predetermined number, monitoring server 305 sets the ease
of network access to “high” (step S314). That the ease of
network access is “high” indicates that it is easy for an
attacker outside the vehicle to access the target network and
the number of networks that the attacker needs to access is
not high.

[0192] Monitoring server 305 determines the suitability of
the abstracted threat information to the vehicle type being
monitored based on the ease of attack success that has been
set, the ease of network access that has been set, and the
attack deployability included in the abstracted threat infor-
mation (step S315).

[0193] FIG. 16 is a diagram showing one example of a
vehicle type suitability determination matrix according to
the present embodiment. Monitoring server 305 determines
the suitability of abstracted threat information to the vehicle
type being monitored based on the vehicle type suitability
determination matrix shown in FIG. 16. For example, if the
attack deployability is medium, if the ease of attack success
is medium, and if the ease of target NW access is medium,
the vehicle type suitability is determined to be “medium”
based on the vehicle type suitability determination matrix
shown in FIG. 16.

[0194] In this manner, monitoring server 305 (threat infor-
mation adapter 3008) calculates the suitability of abstracted
threat information to the second vehicle type with the use of
the abstracted threat information and the vehicle type-
specific information pertaining to the second vehicle type.

[0195] For example, monitoring server 305 (threat infor-
mation adapter 3008) calculates the suitability with the use
of the ease of attack success in the second vehicle type
which is determined based on at least one of whether the
operation condition for processing a signal that has caused
the threat corresponding to the abstracted threat information
includes a condition pertaining to a signal outside the
in-vehicle network of vehicle 1056 of the second vehicle type,
whether a predetermined number or more of such operation
conditions are present, or whether an anti-alternation mea-
sure or access control is being taken on a signal that the ECU
of vehicle 106 receives.

[0196] Furthermore, for example, monitoring server 305
(threat information adapter 3008) calculates the suitability
with the use of the ease of access to a communication
network determined in accordance with the number of
subnetworks to be routed from an external connection
device connected to a network outside the vehicle among the
ECUs provided in vehicle 105 of the second vehicle type to
the communication network in vehicle 105 of the second
vehicle type over which a signal that has caused the threat
corresponding to the abstracted threat information is com-
municated.

[0197] Monitoring server 305 determines whether the
vehicle type suitability is greater than or equal to a prede-
termined value (step S316). There is no particular limitation
on the predetermined value, and the predetermined value is,
for example but is not limited to, “medium”. If the vehicle
type suitability is greater than or equal to the predetermined
value (if Yes), monitoring server 305 executes the process of
step S317. If the vehicle type suitability is neither greater
than nor equal to the predetermined value (if No), monitor-
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ing server 305 terminates the process without adapting the
abstracted threat information to vehicle 105 being moni-
tored.

[0198] If the vehicle type suitability is greater than or
equal to the predetermined value, monitoring server 305
generates threat information by adapting the abstracted
threat information to the vehicle type with the use of the
vehicle type-specific information of the vehicle type being
monitored. For example, monitoring server 305 can adapt
the abstracted threat information to the vehicle type being
monitored by adding information that allows specific
anomalous communication in the vehicle type being moni-
tored to be detected by, for example but not limited to,
adding the ID of the message that includes the signal to the
signal included in the abstracted information or by adding an
anomalous payload to the signal included in the abstracted
threat information.

[0199] Monitoring server 305 according to the present
embodiment determines the vehicle type suitability with the
use of a vehicle type suitability matrix such as the one shown
in FIG. 16 based on the ease of attack success, the ease of
network access, and the attack deployability. Monitoring
server 305, however, does not have to determine the vehicle
type suitability based on all of these items of information.
For example, monitoring server 305 may determine the
vehicle type suitability based on any one or more of the
items of information above or determine the vehicle type
suitability based on a desired combination of some of the
items of information above.

1.16 Flowchart of Determining Risk of Threat
Information Based on Vehicle State

[0200] FIG. 17 is a flowchart of a process through which
monitoring server 305 determines the risk of threat infor-
mation based on the vehicle state.

[0201] Monitoring server 305 obtains a vehicle commu-
nication log from vehicle 106 (step S400).

[0202] Monitoring server 305 determines whether there is
threat information corresponding to vehicle 105 among the
threat information that monitoring server 305 holds (step
S401). The threat information that monitoring server 305
holds includes threat information created from abstracted
threat information so as to adapt to the vehicle type that
monitoring server 305 monitors. If there is no threat infor-
mation that corresponds to vehicle 105 (if No), monitoring
server 305 returns the process of step S400. Meanwhile, if
there is threat information that corresponds to vehicle 105 (if
Yes), monitoring server 305 executes the process of step
S402.

[0203] Referring to the vehicle type-specific information
of vehicle 105, monitoring server 305 extracts an operation
condition for processing an anomalous signal with regard to
the ECU that processes an anomalous signal included in the
threat information (step S402).

[0204] Monitoring server 305 determines whether the
vehicle state included in the communication log of vehicle
105 matches the operation condition extracted at step S402
(step S403). If the vehicle state matches the operation
condition (if Yes), monitoring server 305 executes the pro-
cess of step S404. Meanwhile, if the vehicle state does not
match the operation condition (if No), monitoring server 306
executes the process of step S405. Herein, the vehicle state
is determined by the operation condition of the ECU. For
example, if the operation condition of the ECU is only the
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condition concerning the speed, the vehicle state is the state
concerning the speed. If there are a plurality of operation
conditions, the vehicle state is determined by a combination
of signals pertaining to the plurality of operation conditions.
For example, if the vehicle state is the state concerning the
speed, it is determined whether the speed signal (the latest
value if there are a plurality of speed signals) included in the
communication log of vehicle 105 matches the operation
condition (e.g., whether the speed is lower than 40 km/h). If
there are a plurality of conditions, whether the conditions of
all the signals are satisfied is determined. Herein, if there are
not a plurality of operation conditions, step S405 does not
have to be performed, and along with that, either of step
S406 and step S413 does not have to be performed.

[0205] If the vehicle state included in the vehicle log
matches the operation condition extracted at step S402,
monitoring server 305 sets the risk value of the threat
information corresponding to vehicle 1056 being monitored
to “high” (step S404). That the risk value is “high” indicates
a state in which the risk of an occurrence of the threat
indicated by the threat information in vehicle 105 is high.

[0206] If the vehicle state included in the vehicle log does
not match the operation condition extracted at step S402,
monitoring server 305 determines whether the vehicle state
partially matches the operation condition (step S405). That
the vehicle state partially matches the operation condition
means that the vehicle state matches one or more of a
plurality of operation conditions. If the vehicle state partially
matches the operation condition (if Yes), monitoring server
305 executes the process of step S406. Meanwhile, if the
vehicle state does not match the operation condition even
partially (if No), monitoring server 305 executes the process
of step S413.

[0207] Ifthe state of the vehicle being monitored partially
matches the operation condition extracted at step S402,
monitoring server 305 sets the risk value of vehicle 105
being monitored to “medium” (step S406). That the risk
value is “medium” indicates a state in which the threat
included in the threat information is not to occur immedi-
ately.

[0208] If the state of the vehicle being monitored does not
even partially match the operation condition extracted at
step S402, monitoring server 305 sets the risk value of
vehicle 106 being monitored to “low” (step S413). That the
risk value is “low” indicates that the possibility of the threat
included in the threat information occurring is low.

[0209] Monitoring server 305 does not at this point apply
the threat information whose risk value is “low” to vehicle
105 being monitored (step S414).

[0210] In this manner, monitoring server 305 (risk evalu-
ator 3006) calculates the risk value with regard to vehicle
105 in accordance with the degree of match between the
operation condition for processing a signal that has caused
the threat corresponding to the abstracted threat information
and the state of vehicle 105 included in the vehicle log.

[0211] Herein, monitoring server 305 (risk evaluator
3006) calculates the risk value based on the threat informa-
tion that adapts to the vehicle type of the vehicle that
monitoring server 305 monitors (the threat information with
a high vehicle type suitability). Therefore, it can be said that
monitoring server 305 calculates the risk value based on the
vehicle type suitability. Furthermore, the vehicle type suit-
ability is calculated based on the attack deployability. There-
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fore, it can be said that monitoring server 305 (risk evaluator
3006) calculates the risk value based on the attack deploy-
ability.

[0212] The threat information having the risk value set
therein in the manner described above is one example of
second threat information that includes the risk value indi-
cating the risk level of the threat to the vehicle type of
vehicle 105 (the second vehicle type).

[0213] If the risk value with regard to vehicle 106 being
monitored is “high” or “medium”, monitoring server 305
performs a matching process on the communication log of
the vehicle and the anomalous signal included in the threat
information (step S407). Through this process, monitoring
server 305 determines whether a threat is occurring in
vehicle 105 being monitored.

[0214] Monitoring server 305 determines whether moni-
toring server 305 has detected a threat as a result of the
matching of the threat information (step S408). If monitor-
ing server 305 has detected a threat (if Yes), monitoring
server 305 executes the process of step S409. Meanwhile, if
monitoring server 305 does not detect a threat (if No),
monitoring server 305 executes the process of step S411.
[0215] If monitoring server 305 has detected a threat,
monitoring server 305 determines that an attack on vehicle
104 being monitored is occurring and carries out an incident
response (step S409). An incident response may be carried
out, for example, by incurring an automatic response such as
sending a security alert to vehicle 105 being monitored to
shift to a degraded mode of allowing the function of vehicle
1054 to operate in a limited capacity or by notifying a security
analyst of the detection of the threat to prompt a response.
[0216] If monitoring server 305 does not detect any threat,
monitoring server 305 determines whether the risk value of
vehicle 106 being monitored is “high” (step S411). If the risk
value is “high”, monitoring server 305 executes step S412.
Meanwhile, if the risk value is not “high”, monitoring server
304 terminates the process.

[0217] If the risk value of vehicle 105 being monitored is
“high”, monitoring server 305, assuming that the risk is high
even in a situation in which no threat is occurring in vehicle
104, takes a risk reducing measure (step S412). The risk
reducing measure may be taken, for example, by taking an
automatic measure such as instructing vehicle 105 being
monitored to disable the vehicle control function pertaining
to the threat, instructing the ECU to disable an anomalous
signal, informing the driver that the risk of being attacked is
high, or lowering the risk value through an update of the
ECU’s firmware or by informing a security analyst that the
risk is high to prompt a risk reducing measure.

[0218] In this manner, monitoring server 305 (threat infor-
mation utilizer 3004) determines the response to the threat to
the second vehicle type in accordance with the risk value.
For example, such a response may at least one of a matching
process between an anomalous communication pattern indi-
cated by the second threat information and a communication
log collected from vehicle 1056 of the second vehicle type, an
update of the firmware of the ECU provided in vehicle 105,
the limiting of the function of vehicle 105, or the sending of
an alert to a security analyst.

[0219] In the example described according to the present
embodiment, the risk value is determined in accordance with
the degree of match between the operation condition per-
taining to the process by the ECU of the anomalous signal
included in the threat information and the vehicle state
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included in the vehicle communication log. Alternatively,
the vehicle state does not have to be information extracted
from the vehicle communication log. For example, the risk
value may be determined in accordance with the vehicle
state sent directly from vehicle 105.

[0220] Furthermore, in the example described according
to the present embodiment, the risk value is determined in
accordance with the degree of match between the operation
condition pertaining to the process by the ECU of the
anomalous signal included in the threat information and the
vehicle state included in the vehicle communication log. The
information for determining the risk value, however, is not
limited thereto. For example, the degree of influence
included in the threat information may be used to determine
the risk value. For example, the degree of influence is set to
“high” if the contents of the thread pertain to unauthorized
control of the vehicle, is set to “medium” if the contents of
the threat pertain to the stopping or the interrupting of the
vehicle’s function, or is set to “low” if the contents pertain
to others, and the risk value may be determined holistically
with the use of such degrees of influence. Furthermore, the
risk value may be determined holistically with the additional
use of the attack deployability or the vehicle type suitability.
[0221] In the example described according to the present
embodiment, the threat information whose risk value has
been determined to be “low” is not applied to vehicle 105
being monitored. The risk value at which the threat infor-
mation is not applied, however, is not limited thereto. For
example, depending on the resources of the server, there
may be a case in which the threat information whose risk
value is “medium” is not applied.

[0222] In the example described according to the present
embodiment, the threat information pertaining to the threat
that has occurred in vehicle 10a of the first vehicle type that
monitoring server 30a monitors is deployed to vehicle 105
of the second vehicle type that monitoring server 305
monitors, but this is not a limiting example. For example,
one monitoring server may monitor a vehicle of the first
vehicle type as well as a vehicle of the second vehicle type,
and threat information pertaining to a threat that has
occurred in the vehicle of the first vehicle type that the
aforementioned monitoring server monitors may be
deployed to the vehicle of the second vehicle type that the
same monitoring server monitors. In this case, the one
monitoring server may perform the generating of the
abstracted threat information, the adapting of the abstracted
threat information to the second vehicle type, and the
evaluating of the risk value.

1.17 Display Example 1 of Occurrence Status of
Similar Threat

[0223] FIG. 18 is a diagram showing an example of how
display 3002 of monitoring server 30a or 305 displays an
occurrence status of a similar threat corresponding to
abstracted threat information. This display is rendered for a
manager of monitoring server 30a or 30b or a security
analyst to check the derivative relationship of abstracted
threat information or the occurrence status for each vehicle
type.

[0224] The left side of FIG. 18 shows, in a time-series bar
graph, the number of occurrences of the threat being
observed, in addition to the contents of the threat informa-
tion, for the selected abstracted threat information with the
indicated ID. Meanwhile, the right side of FIG. 18 shows the
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occurrence status of threats for the threats that have occurred
in different vehicle types and that correspond to the selected
abstracted threat information, with a threat that matches the
threat information on the left side regarded as a similar
threat. The example shown in FIG. 18 indicates that, with
regard to abstracted threat information TID-001, 2,300
instances of similar threats have occurred in vehicle type A
and that the attack has been deployed to 400 vehicles among
the vehicles of vehicle type A. Meanwhile, the example also
indicates that, with regard to vehicle type B, 500 instances
of similar threats have occurred and that the attack has been
deployed to 80 vehicles among the vehicles of vehicle type
B. The examples further indicates that, with regard to
vehicle type C, 10 instances of similar threats have occurred
and that the attack has been deployed to 3 vehicles among
the vehicles of vehicle type C. The example further indicates
that, with regard to vehicle type D, no similar threat has
occurred.

1.18 Display Example 2 of Occurrence Status of
Similar Threat

[0225] FIG. 19 is a diagram showing an example of how
display 3002 of monitoring server 30a or 305 displays an
occurrence status of a similar threat corresponding to
abstracted threat information. This display is rendered for a
manager of monitoring server 30a or 306 or a security
analyst to check the derivative relationship of abstracted
threat information or the occurrence status for each vehicle
type.

[0226] In FIG. 19, abstracted threat information is
arranged as TID-001, and the total number of occurrences of
similar threats in the vehicle being monitored (2,810
instances) and the number of vehicle types in which the
similar threat has occurred (3 vehicle types) are displayed.
Meanwhile, threat information that has derived from TID-
001 and adapted to vehicle type A is TID-001_A, and the
number of occurrences in vehicle type A (2,300 instances)
and the number of vehicles in which the threat has occurred
(400 vehicles) are displayed. Furthermore, the vehicle 1D
(IXXXXXXXXXX) of the vehicle in which the threat of
threat information TID-001_A has occurred is also dis-
played. Meanwhile, the threat information adapted to
vehicle type B is TID-001_B, and the number of occurrences
in vehicle type B (500 instances) and the number of vehicles
in which the threat has occurred (80 vehicles) are displayed.
Furthermore, the vehicle ID (1YYYYYYYYYY) of the
vehicle in which the threat of threat information TID-001_B
has occurred is also displayed. Meanwhile, the threat infor-
mation adapted to vehicle type C is TID-001_C, and the
number of occurrences in vehicle type C (10 instances) and
the number of vehicles in which the threat has occurred (3
vehicles) are displayed. Furthermore, the vehicle ID
(1227.7777777) of the vehicle in which the threat of threat
information TID-001_C has occurred is also displayed.

1.19 Display Example of Vehicle Type Suitability
Determination of Threat Information

[0227] FIG. 20 is a diagram showing an example of how
display 3002 of monitoring server 30a displays the vehicle
type suitability determination of threat information. This
display is rendered, for example, for a security analyst to
check the basis for the vehicle type adaptation after the
vehicle type adapting process of the abstracted threat infor-
mation has been performed.
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[0228] The upper left section of FIG. 20 displays the result
of determining the suitability of abstracted threat informa-
tion to vehicle type B. Abstracted threat information (threat
information from which information specific to the vehicle
type has been deleted) and the result from referring to the
vehicle type-specific information of vehicle type B are
displayed. The display indicates that the ECU that receives
a park assist signal is a steering ECU_B, that the operation
condition for processing the park assist signal is that the
speed is lower than 10 km/h, and that the ease of attack
condition establishment under the above condition has been
determined to be medium. Furthermore, the display indi-
cates that the network over which the park assist signal is
communicated is the chassis network and that the ease of
access to the attack target NW under the above conditions
has been determined to be low. According to the overall
determination result displayed, since the suitability to
vehicle type B has been determined to be low, the threat
information is not to be applied.

[0229] The upper right section of FIG. 20 displays the
details of the abstracted threat information. Abstracted threat
information TID-001 indicates that the influence of the
threat is unauthorized control of the steering wheel, that the
anomalous signal is a park assist signal, that the observed
anomalous signal value is from -500 degrees to 500 degrees,
that an increase in the communication amount of from 50%
to 100% has been observed as the anomalous communica-
tion amount, and that the attack deployability has been
determined to be medium. Furthermore, abstracted threat
information TID-001 indicates that the date and time when
the threat was first observed was Sep. 1, 2022 and that the
last date and time when the thread occurred was Oct. 1,
2022.

[0230] The lower section of FIG. 20 shows the configu-
ration of the in-vehicle network of vehicle type B and shows
the route to the chassis network (subnetworks) from the
diagnosis port serving as a connection device to the outside
of the vehicle and from TCU-B. For example, the diagram
shows that the ease of access to the chassis network con-
nected to the steering ECU_B that receives the anomalous
signal and a park ECU_B serving as the legitimate trans-
mitting ECU of the anomalous signal is low.

1.20 Display Example of Risk Value of Threat
Information Based on Vehicle State

[0231] FIG. 21 is an example of how display 3002 of
monitoring server 30a or 306 displays the risk value of threat
information based on the vehicle state. This display is
rendered to allow, with regard to the specific threat infor-
mation for a specific vehicle type (second threat informa-
tion), the risk value of each vehicle type to be checked at a
glance.

[0232] The upper left section of FIG. 21 displays the
details of threat information adapted to vehicle type C.
Threat information TID-001_C indicates that the influence is
unauthorized control of the steering wheel, that the anoma-
lous signal is a park assist signal, that the anomalous
message [D is 0x300, that the anomalous signal value is
within the range of from -500 degrees to 500 degrees, that
there has been an increase in the communication amount of
from 50% to 100% as the anomalous communication
amount, that the attack deployability is medium, and that the
suitability to vehicle type C is medium.
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[0233] The upper right section of FIG. 21 displays the
condition for processing an anomalous signal included in the
threat information of vehicle type C. It is indicated that, in
vehicle type C, the condition for processing the park assist
signal is that the speed is lower than or equal to 30 km/h and
the shift is in the D or R state.

[0234] The middle section of FIG. 21 shows the contents
from evaluating the risk value of the vehicle with the vehicle
ID of IXXXXXXXXXXXXXXX]. It is indicated that the
traveling state shows the speed of 20 km/h, that the shift is
in D, and that the cruise control function is OFF. It is also
indicated that, since the condition for processing the park
assist signal is being satisfied, the risk value is set “high”.
Furthermore, it is indicated that the park assist function is
being disabled as a risk reducing measure.

[0235] The lower section of FIG. 21 shows the contents
from evaluating the risk value of the vehicle with the vehicle
ID of IXXXXXXXXXXXXXXX3. It is indicated that the
traveling state shows the speed of 0 km/h, that the shift is in
P, and that the cruise control function is OFF. It is also
indicated that, since the condition for processing the park
assist signal is not satisfied, the risk value is set “low”.
Furthermore, it is indicated that there is no particular risk
reducing measure.

[0236] Forexample, if the vehicle type suitability is higher
than or equal to a predetermined value, the outputter (e.g.,
display 3002) outputs second threat information. In other
words, if the vehicle type suitability is lower than the
predetermined value, the outputter does not have to output
the second threat information.

1.21 Advantageous Effects of Embodiment 1

[0237] Monitoring server 30a according to the present
embodiment abstracts threat information generated based on
a log collected from vehicle 10a and determines the attack
deployability in accordance with the number of vehicle
types or of vehicles in which an alert with matching
abstracted threat information has occurred. This configura-
tion makes it possible to grasp how easy it is to deploy a
threat that has occurred in a specific vehicle to a different
vehicle type or a different vehicle.

[0238] Furthermore, monitoring server 305 determines,
from the signal to be altered included in the threat informa-
tion, the vehicle type suitability of the threat based on the
condition pertaining to the signal processing by the ECU
that receives the signal included in the vehicle type-specific
information and the network over which the signal is
received. This configuration makes it possible to determine
whether the threat information generated in another vehicle
type is effective on vehicle 106 that monitoring server 305
monitors.

[0239] Furthermore, monitoring server 305 calculates the
risk value of the threat information from the vehicle state of
vehicle 105 being monitored and the condition pertaining to
the signal processing by the ECU that receives the signal to
be altered included in the threat information. This configu-
ration makes it possible to respond in accordance with the
risk of the threat information that may vary for each vehicle
state of vehicle 105 being monitored.

[0240] In this manner, monitoring server 30a or 305
according to the present embodiment can determine whether
a threat that has occurred in specific vehicle 10a is threat
information that can be deployed to another vehicle 105,
whether that threat can be adapted to the vehicle type being
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monitored, or how high the risk of the threat information is
in the current vehicle state, and can respond to the threat in
accordance with the risk value.

Other Variations

[0241] The present disclosure has been described based on
the foregoing embodiment. It is needless to say, however,
that the foregoing embodiment does not limit the present
disclosure. The cases such as the following are also encom-
passed by the present disclosure.

[0242] (1) Although there is no particular limitation on the
physical layer or the data link layer of the in-vehicle network
according to the foregoing embodiment, Ethernet may be
used. The use of Ethernet is not a limiting example, and
CAN, CAN-FD (Flexible-Datarate), LIN (Local Intercon-
nect Network), or FlexRay may also be used, or the above
may be used in combination.

[0243] (2) Although threat information abstractor 3005 is
illustrated as a constituent element of monitoring server 30a
or 305 according to the foregoing embodiment, threat infor-
mation abstractor 3005 may be a constituent element of
threat information sharing server 40. This configuration
makes it possible to centrally manage the threat information
collected at each monitoring server at threat information
sharing server 40 and to more accurately grasp the occur-
rence status of abstracted threat information for each vehicle
type or for each vehicle.

[0244] (3) Although the attack deployability is indicated
by the three levels of “high”, “medium”, and “low” in the
example described according to the foregoing embodiment,
how the attack deployability is expressed is not limited to
this example. For example, the attack deployability may be
expressed simply by the number of vehicle types to which
the attack is deployed or by the number of vehicles to which
the attack is deployed, or the attack deployability may be
expressed by, for example, “large”, “medium”, and “small”.
This configuration makes it possible to grasp the deploy-
ability status in further detail and to set the level of attack
deployability flexibly in accordance with the policy of
individual monitoring servers.

[0245] (4) Although the vehicle type suitability is indi-
cated by the three levels of “high”, “medium”, and “low” in
the example described according to the foregoing embodi-
ment, how the vehicle type suitability is expressed is not
limited to this example. Furthermore, although the vehicle
type suitability is determined based on the matrix of the ease
of attack success expressed in three levels and the ease of
NW access expressed in three levels, this is not a limiting
example. For example, the ease of attack success may be a
score calculated from the number of signals different from
the signal to be altered included in the signal processing
condition of the ECU and the method of obtaining the signal,
and the ease of attack success as well may be a score
calculated from the number of different networks through
which a signal is obtained and the number of networks to be
routed from an external connection device. The vehicle type
suitability may a score calculated from these two scores or
may be a score calculated from three scores including the
attack deployability. This configuration makes it possible to
express the vehicle type suitability in numerical values in
further detail and to set the policy of vehicle type suitability
in further detail.
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[0246] (5) Although threat information is stored in plain-
text in the example described according to the foregoing
embodiment, threat information may be stored in an
encrypted state.

[0247] (6) Although meta-information indicating the attri-
bute of the threat information is not particularly indicated
within the threat information according to the foregoing
embodiment, examples of information that may be included
as meta-information indicating the attribute of the threat
information include a flag indicating that the threat infor-
mation is abstracted threat information, a flag indicating that
the threat information is observed threat information, or a
flag indicating that the threat information is threat informa-
tion obtained by adapting abstracted threat information to a
vehicle type. This configuration makes it easy to, for
example, set the priority to the utilization of threat infor-
mation or to express the relationship between items of threat
information, and this configuration is thus effective in the
management of threat information. Furthermore, the range
of information disclosure may be specified by Traffic Light
Protocol (TLP) as meta-information. For example, threat
information that includes vehicle type information or an ID
specific to a vehicle type may be set as “Red” or “Amber”
to limit the parties to which the threat information is
disclosed, and the abstracted threat information from which
vehicle type information or an 1D specific to a vehicle type
has been deleted may be set as “GREEN" to allow the threat
information to be shared within a community. This configu-
ration makes it possible to determine the range in which the
information to be published in accordance with the type of
the threat information.

[0248] (7) Although no particular processing is performed
on an anomalous signal name to be altered when threat
information is abstracted according to the foregoing embodi-
ment, the signal name may be converted. In a case in which
the signal name is specific to a vehicle type, converting the
signal name specific to the vehicle type to a generic signal
name makes it hard to identify the vehicle type. Further-
more, the generic signal name may be converted back to the
signal name specific to the vehicle type at the time of vehicle
type adaptation.

[0249] (8) Although risk evaluator 3006 and threat infor-
mation utilizer 3004 are illustrated as constituent elements
of monitoring server 30a or 3056 according to the foregoing
embodiment, risk evaluator 3006 and threat information
utilizer 3004 may be constituent elements within the vehicle.
In this case, threat information may be held in the vehicle as
well, and the correspondence to the vehicle state pertaining
to the calculation of the risk value may be written into the
threat information. This configuration can reduce the pro-
cessing load in monitoring server 30a or 306 and is advan-
tageous as it allows for an immediate response in the
vehicle.

[0250] (9) Although the ease of access to the in-vehicle
network is determined based on the number of subnetworks
to be routed to reach the network over which a signal that has
caused the threat is communicated from the external con-
nection device in the example described according to the
foregoing embodiment, the determination of the ease of
access is not limited to being made by the number of such
subnetworks. For example, the ease of reaching such a
network may be determined based on the presence or
absence of a communication packet filter in a gateway, the
presence or absence of authentication in the network access,
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or the presence or absence of message authentication. This
configuration makes it possible to evaluate the possibility
that an attacker accesses the network more accurately.

[0251] (10) Although the ease of attack success is deter-
mined based on the number of conditions for processing a
signal held when an ECU has received a signal to be altered
or whether there is a condition other than the condition
concerning a received signal in the example described
according to the foregoing embodiment, the elements for
making such a determination are not limited thereto. For
example, the ease of attack success may be determined
based, for example, on the presence or absence of a measure
such as whether an alteration protection measure is taken by
a message authentication code on a signal to be altered or a
signal that serves as an operation condition for processing
the signal to be altered or whether the transmitter of the
signal is being authenticated. This configuration makes it
possible to more accurately grasp the complexity of the
condition under which an attacker can succeed in an attack.

[0252] (11) Although the risk value is evaluated for each
vehicle in accordance with the vehicle state pertaining to the
processing of the signal to be altered included in the threat
information in the example described according to the
foregoing embodiment, the information to be used to evalu-
ate the risk of the vehicle is not limited thereto. For example,
the risk value may be determined in combination with a
security alert detected by the vehicle. A security alert may
include a result of network intrusion detection and a result
of host intrusion detection. Alternatively, a security alert
may include the known vulnerability information of the
ECU on the attack route to inject the signal to be altered
included in the threat information or the number of observed
threats. Furthermore, a security alert may include the ten-
dency of the vehicle state of the vehicle. For example, a
security alert may include the distribution of the frequency
of use of the drive assist function within a predetermined
period or the rate of match between the distribution of the
traveling speeds and the vehicle state pertaining to the
processing of the signal to be altered included in the threat
information. This configuration makes it possible to deter-
mine the risk value based on the intrusion status of an
individual vehicle, the number of vulnerabilities that the
attacker can exploit in the vehicle type, or the possibility that
the vehicle enters a high-risk vehicle state, and thus the
accuracy of risk evaluation increases.

[0253] (12) Although no format or communication proto-
col is set of threat information according to the foregoing
embodiment, threat information may be, for example, in a
Structured Threat Information expression (STIX) format,
and the sharing protocol may be the Trusted Automated
exchange of Indicator Information (TAXII). This configu-
ration makes it possible to share the threat information in a
standardized method and is thus efficient. Herein, the format
or the communication protocol of the threat information is
not limited to the above.

[0254] (13) Although anomaly detector 1102 is illustrated
as a constituent element of in-vehicle network monitoring
ECU 1104 according to the foregoing embodiment, anomaly
detector 1102 may be a constituent element of monitoring
server 30a or 305. This configuration makes it possible to
execute an anomaly detection algorithm using resources in
monitoring server 30a or 305 and to detect an anomaly from
a vehicle communication log.
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[0255] (14) Although the communication network of the
signal that is to be altered and that serves as an operation
condition is described as only the network over which such
a signal is communicated according to the foregoing
embodiment, there may be a case in which, among the
networks over which such a signal is communicated, a
network over which the signal is received directly by the
ECU differs from a network over which the transmitting
ECU transmits the signal. In this case, for the network over
which a signal is communicated, the ease of network access
may be determined of the network to which the attacker can
access easily (high ease of access), and the network with the
lowest ease of network access among the plurality of signals
may be set as the final ease of network access. This con-
figuration makes it possible to determine the ease of network
access based on the network access critical in successfully
attacking the network.

[0256] (15) Each device (system) according to the fore-
going embodiment is, specifically, a computer system that
includes, for example, a microprocessor, a ROM, a RAM, a
hard disk unit, a display unit, a keyboard, and a mouse. The
RAM or the hard disk unit has a computer program recorded
thereon. The microprocessor operates in accordance with the
computer program, and thus each device implements its
function. In this example, the computer program includes a
plurality of sets of command codes providing instructions to
a computer to implement a predetermined function.

[0257] (16) A part or the whole of the constituent elements
included in each device according to the foregoing embodi-
ment may be implemented by a single system large scale
integration (LSI) circuit. A system LSI circuit is an ultra-
multifunctional LSI circuit manufactured by integrating a
plurality of components on a single chip and is, specifically,
a computer system that includes, for example, a micropro-
cessor, a ROM, and a RAM. The RAM has a computer
program recorded thereon. The microprocessor operates in
accordance with the computer program, and thus the system
LSI implements its function.

[0258] Each unit of the constituent elements constituting
each device described above may be implemented individu-
ally by a single chip, or a part or the whole of such units may
be implemented by a single chip.

[0259] Although the term “system LSI circuit” is used
herein, depending on the difference in the degree of inte-
gration, such a circuit may also be called an IC, an LSI
circuit, a super LSI circuit, or an ultra LSI circuit. Further-
more, the technique for circuit integration is not limited to
LSIL and such a circuit may be implemented by a dedicated
circuit or a general purpose processor. A field programmable
gate array (FPGA) that can be programmed after an LSI
circuit is manufactured or a reconfigurable processor in
which the connection or the setting of the circuit cells within
the LSI circuit can be reconfigured may also be used.
[0260] Furthermore, when a technique for circuit integra-
tion that replaces LSI appears through the advancement in
the semiconductor technology or through a derived different
technique, the functional blocks may be integrated with the
use of such different techniques. An application of biotech-
nology, for example, is a possibility.

[0261] (17) A part or the whole of the constituent elements
constituting each device described above may be imple-
mented by an IC card or a single module that can be attached
to or detached from the device. The IC card or the module
is a computer system that includes, for example, a micro-
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processor, a ROM, and a RAM. The IC card or the module
may include the ultra-multifunctional LSI circuit described
above. The microprocessor operates in accordance with the
computer program, and thus the IC card or the module
implements its function. The IC card or the module may be
tamper resistant.

[0262] (18) The present disclosure can be implemented
not only in the form of a threat information deploying
system but also in the form of a threat information deploying
method that includes the steps (the processes) performed by
the constituent elements of the threat information deploying
system.

[0263] The threat information deploying method is a
method to be executed by a threat information deploying
system in an in-vehicle control network system, and the
threat information deploying method includes, as shown in
FIG. 13, obtaining first threat information pertaining to a
threat that has occurred in a vehicle of a first vehicle type
(step S101), generating abstracted threat information by
deleting information specific to the first vehicle type from
the first threat information (step S102), and outputting
second threat information generated based on the abstracted
threat information and including a risk value indicating the
risk level of the threat to a second vehicle type different from
the first vehicle type (step S107).

[0264] In addition, the present disclosure may be imple-
mented by a computer program that causes a computer to
execute the threat information deploying method, or may be
digital signals composed of such a computer program. For
example, one aspect of the present disclosure may be a
computer program that causes a computer to execute each
characteristic step included in the threat information deploy-
ing method indicated in any one of FIG. 14, FIG. 15, and
FIG. 17.

[0265] In addition, the present disclosure may be imple-
mented in the form of a computer readable recording
medium having the computer program or the digital signal
recorded thereon, and examples of such a computer readable
recording medium include a flexible disk, a hard disk, a
CD-ROM, an MO, a DVD, a DVD-ROM, a DVD-RAM, a
Blue-ray (BD) (registered trademark) disc, and a semicon-
ductor memory. Moreover, the present disclosure may be
implemented by the digital signal recorded on any of the
aforementioned recording media.

[0266] Furthermore, according to the present disclosure,
the computer program or the digital signal may be trans-
mitted via, for example, an electric communication circuit,
a wireless or wired communication circuit, a network rep-
resented by the internet, or data broadcast.

[0267] Furthermore, the present disclosure may provide a
computer system that includes a microprocessor and a
memory. Then, the memory may have the computer program
described above recorded thereon, and the microprocessor
may operate in accordance with the computer program.
[0268] Furthermore, the present disclosure may be imple-
mented as the program or the digital signal recorded on a
recording medium is transported, or as the program or the
digital signal is transported via, for example, a network.
Thus, the program or the digital signal may be executed by
a separate stand-alone computer system.

[0269] (19) The orders in which the steps included in the
flowcharts according to the foregoing embodiment are
executed are merely examples that illustrate the present
disclosure in concrete terms, and such orders may differ
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from the orders illustrated above. One or more of the steps
described above may be executed simultaneously (in paral-
lel) with other steps, or one or more of the steps described
above may not be executed.

[0270] How the functional blocks are divided in the block
diagrams illustrated according to the foregoing embodiment
is merely an example, and a plurality of functional blocks
may be implemented as a single functional block, a single
functional block may be divided into a plurality of func-
tional blocks, or one or more functions may be moved to
another functional block. The functions of a plurality of
functional blocks having similar functions may be processed
in parallel or through time division by a single piece of
hardware or software.

[0271] (20) Although the vehicle control network system
is an automobile cybersecurity monitoring system in the
example described according to the foregoing embodiment,
this is not a limiting example, and the vehicle control
network system may be, for example but is not limited to, an
in-home network system, an in-facility (e.g., in-hospital)
network system, or an in-factory network system.

[0272] (21) The foregoing embodiment and the foregoing
variations may be combined therebetween.

INDUSTRIAL APPLICABILITY

[0273] The present disclosure is effective in, for example
but not limited to, a communication log aggregation device
in a control network system, such as an in-vehicle network
system.

1. A threat information deploying system in an in-vehicle
control network system, the threat information deploying
system comprising:

an obtainer that obtains first threat information pertaining
to a threat that has occurred in a vehicle of a first
vehicle type;

a threat information abstractor that generates abstracted
threat information by deleting information specific to
the first vehicle type from the first threat information;
and

an outputter that outputs second threat information gen-
erated based on the abstracted threat information and
including a risk value indicating a risk level of the
threat to a second vehicle type different from the first
vehicle type.

2. The threat information deploying system according to

claim 1, further comprising:

a risk value calculator that calculates the risk value.

3. The threat information deploying system according to
claim 2, further comprising:

a threat occurrence status holder; and

an attack deployability determiner, wherein

the threat occurrence status holder holds a threat occur-
rence status of each anomalous vehicle in which the
threat corresponding to the abstracted threat informa-
tion has been observed,

the attack deployability determiner calculates deployabil-
ity of the threat corresponding to the abstracted threat
information, based on a total number of vehicle types
of the anomalous vehicles or a total number of the
anomalous vehicles indicated by the threat occurrence
status, and

the risk value calculator calculates the risk value based on
the deployability.
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4. The threat information deploying system according to
claim 2, further comprising:
a vehicle type-specific information holder; and
a vehicle type suitability determiner, wherein
the vehicle type-specific information holder holds, for
each vehicle type, vehicle type-specific information
including at least one of information pertaining to an
electronic control device provided, a signal that the
electronic control device receives, a network over
which the signal that the electronic control device
receives is communicated, and configuration informa-
tion of an in-vehicle network,
the vehicle type suitability determiner calculates suitabil-
ity of the abstracted threat information to the second
vehicle type with use of the abstracted threat informa-
tion and the vehicle type-specific information pertain-
ing to the second vehicle type, and
the risk value calculator calculates the risk value based on
the suitability.
5. The threat information deploying system according to
claim 4, wherein
the information pertaining to the electronic control device
includes an operation condition for processing a signal
received by the electronic control device, and
the vehicle type suitability determiner calculates the suit-
ability with use of ease of an attack succeeding on the
second vehicle type, the ease being determined based
on at least one of whether the operation condition for
processing the signal that has caused the threat corre-
sponding to the abstracted threat information includes
a condition pertaining to a signal outside the in-vehicle
network of a vehicle of the second vehicle type,
whether there are a predetermined number or more of
operation conditions each being the operation condi-
tion, or whether an anti-tamper measure or access
control is set on the signal that the electronic control
device receives.
6. The threat information deploying system according to
claim 4, wherein
the vehicle type suitability determiner calculates the suit-
ability with use of ease of access to a communication
network in a vehicle of the second vehicle type, the
ease of access being determined based on a total
number of subnetworks routed from, among electronic
control devices provided in a vehicle of the second
vehicle type, an external connection device connected
to a network outside the vehicle to the communication
network over which the signal that has caused the threat
corresponding to the abstracted threat information is
communicated.
7. The threat information deploying system according to
claim 4, wherein
the outputter outputs the second threat information when
the suitability is greater than or equal to a predeter-
mined value.
8. The threat information deploying system according to
claim 2, further comprising:
a vehicle type-specific information holder; and
a vehicle log collector, wherein
the vehicle type-specific information holder holds, for
each vehicle type, information pertaining to an elec-
tronic control device provided, the information includ-
ing an operation condition for processing a signal
received by the electronic control device,
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the vehicle log collector collects a vehicle log of a vehicle
of the second vehicle type, and

the risk value calculator calculates the risk value with
regard to the vehicle based on a degree of match
between the operation condition for processing the
signal that has caused the threat corresponding to the
abstracted threat information and a state of the vehicle
included in the vehicle log.

9. The threat information deploying system according to
claim 1, further comprising:

a risk handler, wherein

the risk handler determines a response to the threat to the
second vehicle type based on the risk value, and

the response is at least one of performing a process of
matching an anomalous communication pattern indi-
cated by the second threat information and a commu-
nication log collected from the vehicle of the second
vehicle type, updating firmware of the electronic con-
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trol device provided in the vehicle, limiting a function
of the vehicle, or sending an alert to a security analyst.
10. A threat information deploying method to be executed
by a threat information deploying system in an in-vehicle
control network system, the threat information deploying
method comprising:
obtaining first threat information pertaining to a threat that
has occurred in a vehicle of a first vehicle type;

generating abstracted threat information by deleting infor-
mation specific to the first vehicle type from the first
threat information; and

outputting second threat information generated based on

the abstracted threat information and including a risk
value indicating a risk level of the threat to a second
vehicle type different from the first vehicle type.

11. A non-transitory computer-readable recording
medium having recorded thereon a program for causing a
threat information deploying system to execute the threat
information deploying method according to claim 10.
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