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(57) ABSTRACT 

Embodiments of the present invention address deficiencies of 
the art in respect to connectivity management in a heteroge 
neous network and provide a method, system and computer 
program product for resilient and reliable end-to-end connec 
tivity in a heterogeneous network. In one embodiment of the 
invention, a method for resilient and reliable end-to-end con 
nectivity in a heterogeneous network environment can be 
provided. The method can include creating an instance of an 
abstracted network resource model (NRM) for a heteroge 
neous network environment of different network resource 
nodes. The method further can include binding an application 
endpoint in the instance of the abstracted NRM with a con 
nectivity endpoint for a first of the different network resource 
nodes. Finally, the method can include re-binding the appli 
cation endpoint to a second of the different network resource 
nodes in response to detecting the outage. 
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RELABLE AND RESLIENT END-TO-END 
CONNECTIVITY FOR HETEROGENEOUS 

NETWORKS 

BACKGROUND OF THE INVENTION 

0001 1. Field of the Invention 
0002 The present invention relates to the field of network 
connectivity and more particularly to end-to-end connectivity 
for heterogeneous networks. 
0003 2. Description of the Related Art 
0004. Therapid growth of the Internet and the WorldWide 
Web has driven most information technologists to add sup 
port for networking infrastructure and applications based 
upon the Transport Control Protocol/Internet Protocol (TCP/ 
IP). Nonetheless, many continue to utilize applications, 
devices, and networking infrastructure based upon the well 
established Systems Network Architecture (SNA) or its fol 
low-on, Advanced Peer-to-Peer Networking (APPN). In the 
latter circumstance, SNA has formed the basis of mission 
critical systems and applications that have been developed, 
enhanced, and tested over a period of decades. 
0005 SNA is often the underlying architecture of the 
applications that are at the very heart of the information 
technology infrastructure. Organizations managing both 
SNA and Internet protocol (IP) applications and infrastruc 
ture have had two basic choices: maintain two separate net 
works, or migrate to a common IP backbone and integrate 
both environments. Although expensive to maintain two dif 
ferent networks, some organizations accept the cost in order 
to minimize the disruption to the mission-critical SNA appli 
cations. Other, more ambitious organizations choose to inte 
grate. 
0006 Recent technologies permit organizations to 
straddle the fence between integration and maintaining two 
separate networks. Utilizing data link Switching (DLSw), 
enterprises have been able to transport SNA data over IP 
networks. While DLSw is a well-established technology, 
Enterprise Extender (EE) technology represents a superior 
approach to SNA/IP integration. EE technology offers orga 
nizations the ability to keep existing SNA devices and appli 
cations, but support pure IP from end to end with no loss of 
availability or reliability. In this regard, EE facilitates the 
creation of a totally IP-based network, from host to host. 
0007. Notably, until recently applications were mostly 
deployed in a homogeneous, secure and predictable environ 
ment which was centrally managed, EE enables a distributed, 
heterogeneous environment. The concurrent rise in popular 
ity of new application technologies like Voice over IP (VoIP), 
Video communications and distributed storage, however, has 
placed unforeseen stress on the newly integrated heteroge 
neous networks in that the real-time nature of these technolo 
gies require the heterogeneous network to be much more 
dynamic and resilient. The dynamic nature of the heteroge 
neous network also has added the requirement for applica 
tions to be much more aware of the network and the need to 
merge the application intelligence with the network and Vice 
WSa. 

0008. The requirements, however, counter the ability to 
leverage both the SNA and TCP/IP network architectures to 
transport data end-to-end independent of network protocol. 
This is so because an application using SNA does not realize 
there is a path to the endpoint using the TCP/IP infrastructure 
unless the EE has been manually configured in both the Vir 
tual Telecommunications Access Method (VTAM) and IP 
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configuration definitions. Currently, EE allows the manual 
configuration of an APPN network using the UDP/IP archi 
tecture. However, these definitions are known to be prone to 
configuration errors. Yet, there is no mechanism to dynami 
cally configure this APPN EE link based on the network 
overlay. Thus, despite the flexibility afforded by EE, at 
present, there is not a mechanism to dynamically build a 
network overlay to determine IP and SNA connectivity and 
Subsequently, to use the information to determine data routing 
for an application independent of the network architecture. 

BRIEF SUMMARY OF THE INVENTION 

0009 Embodiments of the present invention address defi 
ciencies of the art in respect to connectivity management in a 
heterogeneous network and provide a novel and non-obvious 
method, system and computer program product for resilient 
and reliable end-to-end connectivity in a heterogeneous net 
work. In one embodiment of the invention, a method for 
resilient and reliable end-to-end connectivity in a heteroge 
neous network environment can be provided. The method can 
include creating an instance of an abstracted network 
resource model (NRM) for a heterogeneous network environ 
ment of different network resource nodes. The method further 
can include binding an application endpoint in the instance of 
the abstracted NRM with a connectivity endpoint for a first of 
the different network resource nodes. The method yet further 
can include detecting an outage in the first of the different 
network resource nodes. Finally, the method can include re 
binding the application endpoint to a second of the different 
network resource nodes in response to detecting the outage. 
0010. In another embodiment of the invention, a hetero 
geneous network data processing system can be configured 
for resilient and reliable end-to-end connectivity. The system 
can include first and second different communications net 
works of differing network types, a network resource man 
ager abstracting the communications networks as manage 
able resources, and end-to-end communications monitoring 
and remediation logic. The logic can include program code 
enabled to bind an application endpoint with a connectivity 
endpoint for the first communications network, to detect an 
outage in the first communications network, and to re-bind 
the application endpoint to the second communications net 
work in response to detecting the outage. In this regard, the 
manageable resources can be arranged in an NRM managed 
by the network resource manager. Moreover, the network 
type for the first communications network can include an 
SNA type network and the network type for the second com 
munications network can include an IP type network. 
0011 Additional aspects of the invention will be set forth 
in part in the description which follows, and in part will be 
obvious from the description, or may be learned by practice of 
the invention. The aspects of the invention will be realized 
and attained by means of the elements and combinations 
particularly pointed out in the appended claims. It is to be 
understood that both the foregoing general description and 
the following detailed description are exemplary and 
explanatory only and are not restrictive of the invention, as 
claimed. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

0012. The accompanying drawings, which are incorpo 
rated in and constitute part of this specification, illustrate 
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embodiments of the invention and together with the descrip 
tion, serve to explain the principles of the invention. The 
embodiments illustrated herein are presently preferred, it 
being understood, however, that the invention is not limited to 
the precise arrangements and instrumentalities shown, 
wherein: 
0013 FIG. 1 is a schematic illustration of a heterogeneous 
network configured for resilient and reliable end-to-end con 
nectivity; 
0014 FIG. 2 is a block diagram illustrating a heteroge 
neous network architecture configured for resilient and reli 
able end-to-end connectivity; and, 
0015 FIG. 3 is an event diagram illustrating a process for 
resilient and reliable end-to-end connectivity in the heteroge 
neous network of FIG. 1. 

DETAILED DESCRIPTION OF THE INVENTION 

0016 Embodiments of the present invention provide a 
method, system and computer program product for resilient 
and reliable end-to-end connectivity in the heterogeneous 
network. In accordance with an embodiment of the present 
invention, resource connectivity for different network types 
can be abstracted as managed nodes in an instance of a 
resource abstraction model of a heterogeneous network. 
Thereafter, the state of application connectivity with a 
coupled one of the managed nodes can be monitored. Respon 
sive to detecting a connectivity failure in the coupled one of 
the nodes, a new one of the managed nodes can be recom 
mended in the instance of the resource abstraction model and 
connectivity can fail over to the new one of the managed 
nodes for the application. 
0017. In further illustration, FIG. 1 is a schematic illustra 
tion of a heterogeneous network configured for resilient and 
reliable end-to-end connectivity. As shown in FIG. 1, the 
heterogeneous network can be an integrated IP/SNA network. 
The integrated IP/SNA network can include an IP network 
110 including one or more server computing devices 140 
configured to interoperate according to TCP/IP. The inte 
grated IP/SNA network further can include an SNA network 
120 including one or more SNA type computing devices 130, 
Such as mainframe or midrange computers configured to 
interoperate according to SNA. 
0018. The IP network 110 can be coupled to the SNA 
network 120 through an EE 150 disposed in each of the SNA 
type computing devices 130. The EE 150 can provide an 
integration bridge between the SNA network 120 and the IP 
network 110 so as to allow interoperability for the SNA type 
devices 130 with the server computing devices 140 in the IP 
network. In particular, applications 145 disposed in the SNA 
type computing devices 130 can be SNA type applications or 
IP type applications accessing either the IP network 110 
through the EE 150, or the SNA network 120 directly. A 
network resource manager 160 can be coupled to each EE 150 
and can be configured to manage an instance of an abstracted 
NRM 170 for the heterogeneous network of FIG.1. The NRM 
160 can define a set of networking services based on web 
services, and a resource abstraction model that defines net 
work resources at an aggregate level. The objective is to 
provide a simplified view and the management of network 
connectivity that satisfies service level objectives in QoS. 
Security, and Intrusion Defense (IDS). 
0019. The abstracted NRM 170 can include a domain 
NRM managed resource 180A coupled to a connectivity 
overlay managed resource 180B further coupled to a server 
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NRM managed resource 180C. The server NRM managed 
resource 180C yet further can be coupled to a connectivity 
endpoint managed resource 180E and an application endpoint 
managed resource 180D. An instance of the domain NRM 
managed resource 180A can include a domain level service 
configured to manage the networking infrastructure for a 
specified domain. In particular, the instance of the domain 
NRM managed resource 180A can be configured to provision 
an instance of the connectivity overlay managed resource 
180B. Each instance of the connectivity overlay managed 
resource 180C can include a representation of an end-to-end 
network overlay providing application connectivity into the 
network. Each instance of the connectivity overlay managed 
resource 180C further can include a specification for network 
attributes, including quality of service (QoS), intrusion detec 
tion and secure communications consistent with the service 
level objectives of the client application. 
0020 Each instance of the server NRM managed resource 
180C can include a node service configured to discover, pro 
vision and monitor both instances of the application endpoint 
managed resource 180D and the connectivity endpoint man 
aged resource 180E. Application endpoint managed resource 
180D instances, in turn, can represent respective applications 
bound to corresponding instances of the connectivity end 
point managed resource 180E. Finally, each instance of the 
connectivity endpoint can represent network connectivity to a 
specific network. In this way, the connectivity for an instance 
of an application endpoint managed resource 180D virtually 
bound through an instance of the server NRM managed 
resource can vary from one instance of a connectivity end 
point managed resource 180E to another. 
0021 Notably, end-to-end communications monitoring 
and remediation logic 200 can be coupled to the network 
resource manager 160. The end-to-end communications 
monitoring and remediation logic 200 can include program 
code enabled to monitor the health of an instance of a con 
nectivity endpoint managed resource 180E for an instance of 
an application endpoint managed resource 180D. The pro 
gram code can be further enabled, upon detecting a failure in 
connectivity for the instance of the connectivity endpoint 
managed resource 180E, to identify an alternative, available 
instance of the connectivity endpoint managed resource 180E 
for the instance of the application endpoint managed resource 
180D. Finally, the program code can be yet further enabled to 
associate the alternative, available instance of the connectiv 
ity endpoint managed resource 180E with the instance of the 
application endpoint managed resource 180D. 
0022. In yet further illustration, FIG. 2 is a block diagram 
illustrating a heterogeneous network architecture configured 
for resilient and reliable end-to-end connectivity. Specifi 
cally, the architecture shown in FIG. 2 illustrates an instance 
of an abstracted network resource model of a heterogeneous 
network including an SNA network and a TCP/IP network. 
As illustrated, an application endpoint 205 can be associated 
with an SNA protocol endpoint 210. The association can be 
virtual in nature and can vary from a connectivity endpoint 
225 for physical SNA/APPN connectivity, to a connectivity 
endpoint 215 for physical HPR-EE connectivity. 
0023 The connectivity endpoint 215 can be configured 
with an SNA protocol endpoint over IP 220, whereas the 
connectivity endpoint 225 can be configured with an SNA 
protocol endpoint 230 coupled to a data link endpoint 235. 
The SNA protocol endpoint over IP 220 further can be 
coupled to an EE for UDP/240 IP including UDP protocol 
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endpoints 245, 250 and an IP protocol endpoint 255. The IP 
protocol endpoint 255, in turn, can be coupled to connectivity 
endpoint for IP 260, including an IP protocol endpoint 265 
coupled to a virtual local area network (VLAN) host endpoint 
270 coupled to a LAN endpoint 275. In this way, connectivity 
can be established for the application endpoint 205 through 
either of the connectivity endpoints 215 in order to maintain 
continuity of connectivity for the application endpoint 205. 
0024. In even yet further illustration, FIG. 3 is an event 
diagram illustrating a process for resilient and reliable end 
to-end connectivity in the heterogeneous network of FIG. 1. 
The heterogeneous network of FIG. 3 can include two differ 
ent network nodes, separately bindable to an application end 
point via a connectivity endpoint managed resource. Begin 
ning in path 310, connectivity loss can be determined in a 
bound network node and in path 320, the connectivity end 
point managed resource binding the application endpoint to 
the network node can detect the connectivity loss. Thereafter, 
in path 330 the connectivity endpoint managed resource can 
change its status to an error condition and in path 340 can 
notify a coupled connectivity overlay managed resource of 
the state change. 
0025. In path 350, the connectivity overlay managed 
resource can suggest to the connectivity endpoint managed 
resource a different network node for connectivity and in path 
360, the connectivity endpoint managed resource can re-bind 
the application endpoint to the different network node Sug 
gested by the connectivity overlay managed resource. The 
different network node, in turn, can notify the connectivity 
overlay managed resource of the State change in path 370 and, 
in response, the connectivity overlay managed resource can 
changed the connectivity endpoint state in path 380 accord 
ingly. Finally, in path 390 the connectivity overlay managed 
resource can notify a business continuity manager of the 
change in State. 
0026. Embodiments of the invention can take the form of 
an entirely hardware embodiment, an entirely software 
embodiment oran embodiment containing both hardware and 
software elements. In a preferred embodiment, the invention 
is implemented in software, which includes but is not limited 
to firmware, resident software, microcode, and the like. Fur 
thermore, the invention can take the form of a computer 
program product accessible from a computer-usable or com 
puter-readable medium providing program code for use by or 
in connection with a computer or any instruction execution 
system. 
0027. For the purposes of this description, a computer 
usable or computer readable medium can be any apparatus 
that can contain, store, communicate, propagate, or transport 
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the program for use by or in connection with the instruction 
execution system, apparatus, or device. The medium can be 
an electronic, magnetic, optical, electromagnetic, infrared, or 
semiconductor system (or apparatus or device) or a propaga 
tion medium. Examples of a computer-readable medium 
include a semiconductor or Solid state memory, magnetic 
tape, a removable computer diskette, a random access 
memory (RAM), a read-only memory (ROM), a rigid mag 
netic disk and an optical disk. Current examples of optical 
disks include compact disk read only memory (CD-ROM), 
compact disk read/write (CD-R/W) and DVD. 
0028. A data processing system suitable for storing and/or 
executing program code will include at least one processor 
coupled directly or indirectly to memory elements through a 
system bus. The memory elements can include local memory 
employed during actual execution of the program code, bulk 
storage, and cache memories which provide temporary stor 
age of at least some program code in order to reduce the 
number of times code must be retrieved from bulk storage 
during execution. Input/output or I/O devices (including but 
not limited to keyboards, displays, pointing devices, etc.) can 
be coupled to the system either directly or through interven 
ing I/O controllers. Network adapters may also be coupled to 
the system to enable the data processing system to become 
coupled to other data processing systems or remote printers or 
storage devices through intervening private or public net 
works. Modems, cable modem and Ethernet cards are just a 
few of the currently available types of network adapters. 

1. A method for resilient and reliable end-to-end connec 
tivity in a heterogeneous network environment, the method 
comprising: 

creating in a network resource manager executing in 
memory by a processor of a computing device, an 
instance of an abstracted network resource model 
(NRM) for a heterogeneous network environment of 
different network resource nodes; 

binding an application endpoint in the instance of the 
abstracted NRM with a connectivity endpoint for a first 
of the different network resource nodes; 

detecting an outage in the first of the different network 
resource nodes; and, 

re-binding the application endpoint to a second of the dif 
ferent network resource nodes in response to detecting 
the outage. 

2.-9. (canceled) 


