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(57) A graphics rendering apparatus, comprises: a rendering unit configured to render image content for display on a
display screen; an input unit 200 which receives images of the eyes of a user; and a gaze tracking unit 204
configured to determine, based on one or more of the received images, a region of the display screen towards
which a gaze of the user is directed. The rendering unit executes, in dependence upon the determined region of the
display screen, computational processes that are expected to cause a visual discontinuity to occur within at least a
part of the image content in regions of the display screen that are different from the determined region. The
rendering processes being deferred in the region of gaze direction. Discontinuities may be due to the computational
expense with executing rendering processes, such as changing a mesh or modifying a location of a virtual element,
loading a texture, garbage collection, or frame rate synchronisation. Discontinuities may include a reduction in
frame rate, screen tearing, changes in virtual element resolution/texture, or virtual element “pop” infout. The
processes may also be executed during a predicted blink determination or blink detection.
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GRAPHICS RENDERING APPARATUS AND METHOD

Field of Invention

The present invention relates to a graphics rendering apparatus and method.

Background

Interactive content such as video games, virtual/augmented/mixed reality applications, and the
like provide users with immersive experiences, such immersiveness arising not least because of
the visual aspects of the interactive content (the appearances of virtual
objects/characters/environments, for example). In order to generate such immersive visuals, one
or more graphics rendering processes such as texturing, shading, colouring, and the like are
typically performed by CPU(s) and/or GPU(s) on meshes which define the geometry of virtual
objects, characters and/or environments within the interactive content.

Certain rendering processes, while being relied upon for generating highly realistic/detailed
appearances of virtual elements (virtual objects/characters/environments), and thereby providing
immersive user experiences, may cause the user to experience a break in immersion or even feel
discomfort or nausea when utilised. As a non-limiting example, draw calls are typically used to
apply the appropriate shading, texturing, colouring to a given virtual element. Typically, there is
a positive correlation between the number of draw calls applied to a given virtual element, and a
more realistic/detailed appearance of that virtual element.

However, changes in the level of detail associated with a virtual element can cause the texture
and/or the resolution of the virtual element to suddenly change. Moreover, such changes may
cause, the frame rate to decrease due to the increased processing burden upon the image
rendering device - this becomes increasingly apparent in the case where an increasingly greater
number of virtual elements are to be rendered. Consequently, the user may no longer be
immersed in the interactive content, and may even feel discomfort or nausea; the sudden change
in texture/resolution may be a jarring visual experience for the user, or the drop in frame rate
may induce nausea due to the rough, jarring motion of the virtual elements. Similar concerns
may also be associated with a number of other rendering processes, in which a user experiences a
negative impact upon the display of content due to the processing being performed.

The present invention seeks to alleviate or mitigate this issue.

Summary of the Invention

In a first aspect, a graphics rendering apparatus is provided in claim 1.
In another aspect, a graphics rendering method is provided in claim 12.
Further respective aspects and features of the invention are defined in the appended claims.

Embodiments of the present invention will now be described by way of example with reference
to the accompanying drawings, in which:
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- Figure 1 schematically illustrates an entertainment system operable as a graphics
rendering apparatus according to embodiments of the present description;

- Figure 2 schematically illustrates a graphics rendering apparatus according to
embodiments of the present description,

- Figure 3 schematically illustrates an example of image content output from a video game;
and

- Figure 4 schematically illustrates a graphics rendering method according to embodiments
of the present description.

Description of the Embodiments

A graphics rendering apparatus and method are disclosed. In the following description, a number
of specific details are presented in order to provide a thorough understanding of the
embodiments of the present invention. It will be apparent, however, to a person skilled in the art
that these specific details need not be employed to practice the present invention. Conversely,
specific details known to the person skilled in the art are omitted for the purposes of clarity
where appropriate.

In an example embodiment of the present invention, an entertainment system is a non-limiting
example of such a graphics rendering apparatus.

Referring to Figure 1, an example of an entertainment system 10 is a computer or console such
as the Sony ® PlayStation 5 ® (PS5).

The entertainment system 10 comprises a central processor 20. This may be a single or multi
core processor, for example comprising eight cores as in the PS5, The entertainment system also
comprises a graphical processing unit or GPU 30. The GPU can be physically separate to the
CPU, or integrated with the CPU as a system on a chip (SoC) as in the PSS5.

The entertainment device also comprises RAM 40, and may either have separate RAM for each
of the CPU and GPU, or shared RAM as in the PS5. The or each RAM can be physically
separate, or integrated as part of an SoC as in the PS5. Further storage is provided by a disk 50,
either as an external or internal hard drive, or as an external solid state drive, or an internal solid
state drive as in the PS5.

The entertainment device may transmit or receive data via one or more data ports 60, such as a
USB port, Ethernet ® port, Wi-Fi ® port, Bluetooth ® port or similar, as appropriate. It may also
optionally receive data via an optical drive 70.

Interaction with the system is typically provided using one or more handheld controllers 80, such
as the DualSense ® controller in the case of the PSS5.

Audio/visual outputs from the entertainment device are typically provided through one or more
A/V ports 90, or through one or more of the wired or wireless data ports 60.

Where components are not integrated, they may be connected as appropriate either by a
dedicated data link or via a bus 100.
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An example of a device for displaying images output by the entertainment system is a head
mounted display ‘HMD’ 802, worn by a user 800.

As will be appreciated by persons skilled in the art, given that a finite amount of computational
resources are typically used to render interactive content for display, rendering processes such as
generating or executing draw calls, changing the level of detail/location/presence of a virtual
element’s mesh, frame rate synchronisation, and the like are typically executed and terminated
dynamically in order to efficiently allocate computational resources.

For example, while playing a video game, a user’s in-game character may be situated proximate
to a building (standing on a pavement/sidewalk which abuts the building, for example). In this
case, the level of detail of the building’s mesh should ideally be the highest available level of
detail in order to ensure the appearance of the building is realistic/detailed for viewer immersion
purposes. However, as the user moves away from the building, the level of detail of the
rendering applied to the mesh may be reduced accordingly, as the user is less likely to appreciate
a highly detailed building from increasingly greater distances. Subsequently, the relatively higher
computational resources that were utilised to render the building when the character was on the
pavement/sidewalk may be reallocated to other rendering processes (increasing the level of detail
of other meshes, for example).

However, as mentioned previously, such rendering processes may cause the user to experience a
break in immersion or even feel discomfort or nausea when utilised, despite being relied upon
for providing immersive user experiences, despite a limited render budget, in the first place. This
may be due to the computational expense associated with executing such rendering processes, or
simply a discrete change in what is being displayed. For example, such rendering processes may
(at least temporarily) cause a reduction in frame rate, screen tearing, sudden changes in virtual
element resolution/texture caused by a change in the level of detail associated with an object,
may cause virtual elements to “pop” in/out of the environment, or otherwise negatively impact
the visual aspects of the interactive content.

It is also considered that other processes performed by the system (such as frame synchronisation
or garbage collection) may negatively impact the generation of images for display. These
negative impacts are not necessarily a feature of the processes, but instead may result from the
consumption of additional processing resources by these processes. For instance, a
computationally expensive process may be expected to lead to a reduction in the frame rate of
the content being rendered due to the system being unable to perform each of the rendering and
other processes simultaneously in a timely manner.

The aforementioned problem may be alleviated or mitigated by implementing means to
determine a screen location (of a display screen that is displaying the interactive content)
towards which a user’s gaze is directed, and based on the determined screen location, execute
one or more rendering processes. These may be rendering processes that are relied upon for user
immersion purposes, yet may (at least temporarily) cause user discomfort when executed, for
mstance.

In other words, rendering processes which can negatively impact one or more visual aspects of
the interactive content may be executed with a reduced impact upon the user experience. For
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instance, a user may have been found to be gazing at a corner of the screen (where the user’s in-
game character statistics are usually displayed, for example), rather than gazing at a more central
region of the screen), in which case they would be less likely to notice a change in the
appearance of an element in the central region of the screen. A user that is focused on character
statistics (which are usually relatively static) may also be less likely to notice any impact on the
overall display of content, such as a change in the frame rate.

Graphics Rendering Apparatus

Accordingly, turning now to figure 2, in embodiments of the present description, a graphics
rendering apparatus comprises rendering unit 200 configured to render image content for display
on a display screen; input unit 202 configured to receive one or more images of one or both eyes
of a user; and gaze tracking unit 204 configured to determine a region of the display screen
towards which a gaze of a user is directed; wherein rendering unit 200 is configured to execute,
in dependence upon the determined region of the display screen, one or more computational
processes that are expected to cause a visual discontinuity to occur within at least a part of the
image content, wherein rendering unit 200 is configured to execute the one or more
computational processes with respect to at least one or more parts of the image content that
correspond to one or more regions of the display screen that are different from the determined
region of the display.

The rendering unit 200 may comprise any combination of processing units (such as CPUs and/or
GPUs) which are operable to perform processing in respect of the rendering of content. This may
include both image rendering itself and other background processes alongside the image
rendering, such as frame rate synchronisation and garbage collection. Any other processes may
also be considered to be performed by this rendering unit 200 as appropriate due to the general
nature of the processing units — such that background processes which are not related to the
rendering process may also be considered when assessing processes for a likely negative impact
upon the rendering process if they respective processes use shared hardware elements. While the
below makes reference to ‘rendering processes’ having negative impacts, it should be considered
that the described processes are equally applicable to any processes having (or expected to have)
a negative impact upon the rendering process.

The visual discontinuities are considered to be negative impacts upon the rendering process
which case a discrepancy between image frames or the like so as to negatively impact the user’s
experience. For instance, a change in the frame rate may be considered to be a visual
discontinuity as this can cause the motion of objects between successive frames to appear less
smooth; similarly visual discontinuities may include frame-to-frame changes in the resolution
associated with an object texture or mesh within an image.

As a non-limiting example of the graphics rendering apparatus in operation, consider a user
playing a video game. Rendering unit 200 may render image frames of the video game for
display on a display that is visible to the user. In order to increase the immersiveness of the video
game, certain rendering processes (shading, texturing, lighting, colouring, or the like) may be
carried out on the virtual elements of the video game. However, given that certain rendering
processes may (at least temporarily) negatively impact the visual aspects of the video game (and
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therefore the immersiveness thereof), these rendering processes should ideally be executed at a
moment in time when the user is found to be paying relatively less attention to the gameplay
and/or is less likely to notice such negatively impacted visuals in order to reduce the
chances/extent to which the user’s immersion within the video game is broken (or reduce the
chances/extent of user discomfort).

Thus, gaze tracking unit 204 may determine, based on the images received by receiving unit 202,
which region (location) of the display screen the user’s gaze is currently directed towards, and
rendering unit 200 may determine whether/to what extent such rendering processes should be
executed based on the determination. For example, if gaze tracking unit 204 determines that the
user’s gaze is directed towards the centre of the screen, then rendering unit 200 may not execute
rendering processes that would be expected to (at least temporarily) negatively impact the visual
aspects of the video game. This is because the central region of the display screen typically
comprises a significant portion of the video game. As such, if the user is gazing within this
region, then any negatively impacted visual aspects of the video game are more likely to be
noticed by the user, and thus more likely to result in breaks in immersion or user discomfort.
However, if gaze tracking unit 204 determines that the user’s gaze is directed towards a corner of
the screen, then rendering unit 200 may execute rendering processes that would (at least
temporarily) negatively impact the visual aspects of the video game, as the corner of the screen
comprises a relatively smaller/less significant portion of the video game, leading to a reduction
in the chance/extent of immersion breaks and/or user discomfort.

The gaze tracking unit 204 may be further configured to determine whether the user currently
has their eyes closed, for instance during a blink action; this may be inferred from a failure to
detect a pupil of the corresponding eye, for instance. This may be determined on a per-eye basis
(for instance, detecting a wink), or for both eyes together. In the former case, this may be
advantageous for HMD-based rendering or the like in which the user is shown left-eye and right-
eye images which differ — and as such the processing applied to each may be different, such as
including different objects due to differing fields of view for the respective eyes. In either case, if
a user is not able to view one or more displays then it is considered that they would not notice
any changes to the display on those displays; it may therefore be considered advantageous to
execute rendering processes during a blink or wink as appropriate.

As will be appreciated by persons skilled in the art, regions of the screen per se need not be
considered; the virtual elements towards which the user is gazing may alternatively or
additionally be taken into account. For example, if gaze tracking unit 204 determines that the
user gazing at a given screen location, then rendering unit 200 may not execute rendering
processes that would be expected to (at least temporarily) negatively impact the visual aspects of
any virtual elements found to lie within the determined region, but may do so for one or more
other virtual elements that fall outside of the determined region.

In any case, gaze tracking unit 204 is used to determine whether/to what extent the user is paying
attention to the video game or an element of that video game, and rendering unit 200 executes
rendering processes that may (temporarily) impact the visuals of the video game in such a
manner so as to limit the extent to which the user notices such impacted visuals (applying such
rendering processes to certain virtual elements towards which the user is not gazing, and/or
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applying them when the user’s gaze is directed away from the central region of the screen, for
example).

In doing so, the embodiments of the present description seek to alleviate or mitigate the breaking
of user immersion and/or the occurrence of user discomfort.

Image Content

In embodiments of the present description, rendering unit 200 is configured to render image
content for display on a display screen (or a pair of screens, for instance in the case of some
HMD-based arrangements). In embodiments of the present description, rendering unit 200 may
be one or more CPUs (such as CPU 20, for example) and/or one or more GPUs (such as GPU 30,
for example).

The image content may be a still image, or may be a sequence of image frames that form a
moving image when displayed successively. Moreover, the image content may be associated
with a video game, a virtual/augmented/mixed reality application, or any other interactive
application/software whose image content requires rendering prior to display.

The display screen may be a screen of a TV, a mobile phone, a computer (such as a desktop,
laptop, or tablet), a thin client, or the like. Moreover, the display screen may be in
communication with the graphics rendering apparatus described herein via wired or wireless
communication methods such as USB, Ethernet ®, Wi-Fi ®, Bluetooth ®, the Internet, LAN,
WLAN, or the like.

Gaze Tracking

In embodiments of the present description, it is desirable to determine which (if any) region of
the display screen the user’s gaze is directed towards in order that rendering (or other
computational) processes which are expected to negatively impact one or more visual aspects of
the interactive content may be executed at time during which the user the user would be unaware
(or at least less aware) of such negative impacts. It should be noted that such processes (that is,
those which are expected to have a negative visual impact) are hereinafter referred to as “visually
disruptive rendering/computational processes”. Of course, it is not required that the processes are
visually disruptive — it is sufficient that a visual disruption would be expected, or at least likely,
to result from the processing.

Therefore, in embodiments of the present description, input unit 202 is configured to receive one
or more images of one or both eyes of a user, and gaze tracking unit 204 is configured to
determine, based on one or more of the received images, a region of the display screen towards
which a gaze of a user is directed. Alternatively put, gaze tracking unit 204 is configured to
determine which region of the display screen the gaze of the user is directed towards based on
the images received at input unit 202.

In embodiments of the present description, input unit 202 may be one or more data ports, such as
data port 60, USB ports, Ethernet ® ports, Wi-Fi ® ports, Bluetooth ® ports, or the like. The
images of the user’s eye(s) received at input unit 202 may be captured by one or more cameras
such as conventional shutter cameras, event cameras, infrared cameras, or the like. The images
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may be received via wired or wireless communication methods such as USB, Ethernet ®, Wi-Fi
®, Bluetooth ®, the Internet, LAN, WLAN, or the like.

In embodiments of the present description, gaze tracking unit 204 may be one or more CPUs
(such as CPU 20, for example) and/or one or more GPUs (such as GPU 30, for example). In
some embodiments, such processing units may be provided with the gaze tracking cameras in an
integrated fashion. Gaze tracking unit 204 may be configured to determine the user’s gaze
direction based on the received images by using any commonly known gaze tracking techniques,
a non-limiting example of which being feature-based detection methods (that is, detecting the
locations of pupils, irises, corneas and/or corneal reflections within the images of the user’s

eye(s)).

Feature-based detection methods may involve the use of facial feature detection algorithms. As
such, gaze tracking unit 204 may be configured to detect (features of) the eye(s) of the user in
one or more of the received images by using one or more facial feature detection algorithms (or
components thereof) as required. The term “facial feature detection algorithm” refers to any
suitable computer-implemented method, software, algorithm, or the like, which causes a
computer (such as the graphics rendering apparatus described herein) to detect facial features
(and optionally, inter-feature relationships) from images of a face. Such facial feature detection
algorithms are well-known in the art. Examples of such algorithms include eigenfaces,
eigenfeatures, fisherfaces, or the like. Moreover, machine learning and methods, neural
networks, artificial intelligence, or the like may be used to detect facial features (and inter-
feature relationships).

Optionally, embodiments of the present description may comprise blink prediction unit 206
configured to predict, based on one or more of the images, when the user will blink. Blink
prediction unit 206 may be one or more CPUs (such as CPU 20, for example) and/or one or more
GPUs (such as GPU 30, for example).

As will be appreciated by persons skilled in the art, predicting user blinks may be advantageous
in that rendering unit 200 may execute one or more visually disruptive rendering processes
during a time in which the user is predicted to be blinking, and thus may reduce the extent to
which the user notices/is aware of any negative visual impacts associated with executing such
rendering processes due to their eye(s) being temporarily occluded. The use of blink prediction
may be advantageous (relative to blink detection) in that a greater amount of the blink duration
can be utilised as the latency associated with the detection process would be bypassed.

Blink prediction unit 206 may be configured to predict when the user will blink in dependence
upon an average elapsed time between occurrences of the user blinking, for example. As a non-
limiting example, blink prediction unit 206 may detect occurrences of the user blinking within
historical images of the user’s eye(s). The historical images may have come from a current
session of playing a video game (or indeed interacting with some form of interactive content),
and/or may have come from one or more previous sessions in which the user interacted with one
or more video games (or forms of interactive content).

Similarly with determining the user’s gaze direction, detecting the occurrence of blinks may be
achieved through the use of facial feature detection algorithms. As such, blink prediction unit
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206 may be configured to detect (features of) the eye(s) of the user in one or more of the
received images by using one or more facial feature detection algorithms (or components
thereof) as required.

As an example of using such facial feature detection algorithms, blink prediction unit 206 may
detect the pupil(s) of the user in the received images, and if blink prediction unit 206 cannot
detect the user’s pupil(s) in a given image, then that given image may be determined to be an
image in which the user is blinking (that is, one where the user’s eyelid is at least covering the

pupil).

Blink prediction unit 206 may subsequently determine the average time between blinks by
considering the timestamps of those images in which the user is found to be blinking. For
example, there may be, say, N images in which the user is blinking, each having a respective
timestamp that indicates the time at which the image was captured. As will be appreciated by
persons skilled in the art, the time may be real world time, a time associated with an internal
clock of the camera, or a time elapsed since the powering on of the camera, or the like. The
average time between blinks may therefore be calculated using equation 1.

INn— 4 Equation 1

T =
N

Where T is the average elapsed time between blinks, N is the total number of images in which
the user is blinking, ty is the timestamp of the N image in which the user is blinking, and t; is
the timestamp of first image in which the user is blinking. During a session of gameplay (or
content interaction), images of the user’s eye(s) may be continually received by input unit 202.
As such, this average elapsed time may be continually updated. For example, equation 2 may be
used to update the average elapsed time between blinking.

tyy —ty +NT Equation 2

T =
N’

Where T’ is the updated average elapsed time between blinks, N’ is the updated total number of
images in which the user is blinking, and ty is the timestamp of the N’ image in which the user
is blinking.

Subsequently, the (updated) average elapsed time between blinks may be used to predict when
the user will blink next (that is, subsequent to the most recent time that the user blinked).
Subsequently, rendering unit 200 may prepare to execute one or more visually disruptive
rendering processes at the predicted time.

Alternatively or in addition, blink prediction unit 206 may be configured to predict when the user
will blink in dependence upon one or more contractions of one or more facial muscles of the user
prior to blinking. Similarly with detecting an average elapsed time between blinks, one or more
facial feature detection algorithms may be implemented in order to detect facial muscles and
contractions thereof. These detected facial muscle contractions may therefore serve as a pre-
blink cue which may be used to predict when the user will blink next. This is especially apparent
in a case where the same (or similar) muscle contractions occur prior to blinking. Blink
prediction unit may predict a time (subsequent to the pre-blink cue) at which the user blinks by
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calculating an average time elapsed between pre-blink cue and the blink. Such an average may
be calculated using equation 3.

2.t —py) Equation 3

pP=
M

Where P is the average elapsed between pre-blink cue and blink, t; is the timestamp of the i
image in which the user is blinking, p; is the timestamp of the i image in which the pre-blink
cue occurs, and M 1s the number of instances in which a pre-blink cue is followed by a blink. As
will be appreciated by persons skilled in the art, this average may be updated in a manner
analogous to that described with respect to the average time between blinks.

Subsequently, the (updated) average elapsed time between pre-blink cue and blink may be used
to predict when the user will blink next (that is, subsequent to the most recent time that the user
performed a pre-blink cue). Subsequently, rendering unit 200 may prepare to execute one or
more visually disruptive rendering processes at the predicted time.

Optionally, the period of time during which the user blinks may be considered. For example,
certain blinks may last longer than others. In particular, blink lasting longer than, say, a second
are typically considered to be microsleeps. Such longer blinks and/or microsleeps may provide
more time for rendering unit 200 to prepare and execute the one or more visually disruptive
rendering processes, and/or may even result in the user being less likely to notice the negative
impacts thereof due to their eye(s) being occluded for a longer period of time than a typical blink
(which usually last for 100-150 milliseconds).

As will be appreciated by persons skilled in the art, more than one image of the user’s eye(s)
may be captured during a blink (especially if the shutter speed is less than the typical duration of
a blink). Thus, a sequence of images in which the pupil(s) of the user’s eye(s) are occluded. The
duration of such a sequence of images (and thus the duration of the blink) may be determined by
calculating the difference between the first and last images of such a sequence of images. A
threshold blink duration may be imposed, and if a given blink’s duration is found to meet or
exceed such a threshold, then the timestamp of the onset of the given blink (that is, the
timestamp of the first image of a given sequence of images in which the pupil(s) of the user’s
eye(s) are occluded) may be used to calculate the average time between blinks of an above-
threshold duration. Such an average may be determined (and even updated) in a manner
analogous to that described with respect to the average time between blinks.

Subsequently, the (updated) average elapsed time between blinks of an above-threshold duration
(a long blink) may be used to predict when the user will perform a long blink next (that is,
subsequent to the most recent time that the user performed a long blink). Subsequently,
rendering unit 200 may prepare to execute one or more visually disruptive rendering processes at
the predicted time.

The blink prediction unit 206 may further (or instead) be configured to predict the occurrence of
blinks based upon information about the content being rendered. For example, one or more
stimuli (triggers) associated with the image content may be considered. For instance, visual
triggers such as changes in brightness or emotional triggers such as surprising or shocking events
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may be expected to trigger a blink by a user — such a prediction may be refined in dependence
upon a user profile or other user data, such as a determination of a user’s tolerance for brightness
changes before a blink is performed. Hence, more generally, blink prediction unit 206 may be
configured to predict a user blink in dependence upon one or more stimuli associated with the
image content.

In any case, rendering unit 204 may execute one or more visually disruptive rendering processes
at a time during which the user is considered to be less perceptive of the negative impacts
associated with executing such rendering processes (that is, a time during which the user is
looking towards an edge/corner of the screen, or optionally is blinking).

Rendering Processes

In embodiments of the present description, rendering unit 200 is configured to execute, in
dependence upon the determined region of the display screen, one or more computational
processes that are expected to cause a visual discontinuity to occur within at least a part of the
image content, wherein rendering unit 200 is configured to execute the one or more
computational processes with respect to one or more parts of the image content that correspond
to one or more regions of the display screen that are different from the determined region of the
display.

As a non-limiting example of rendering unit 200 executing such visually disruptive
rendering/computational processes in the aforementioned manner, consider a user playing a
video game. Figure 3 depicts the image content of the video game in question as it would be
displayed on a display screen 300. As will be appreciated by persons skilled in the art, the image
content depicted in figure 3 is entirely non-limiting; all types/genres of video games (and indeed
all types/genres of interactive applications/software) may be considered.

During gameplay, the user may look at a certain virtual element within the image content. For
example, the user may look at the tree depicted in figure 3. While the user is looking at the tree,
images of the user’s eye(s) may be received at input unit 202, and gaze tracking unit may
determine that the user’s gaze is directed toward region 302. In response to this determination by
gaze tracking unit 204, rendering unit 200 may execute one or more visually disruptive rendering
processes with respect to those parts of the image content that do not correspond to screen region
302. That is to say, the visually disruptive rendering (or other computational) processes are
executed with respect to image content lying in regions of the display screen that are different
from screen region 302.

For example, while the user is focused on the region 302 processing may be performed to cause
the rendering of additional elements that are outside of this region. For instance, a draw call may
be generated for the mountain which can cause this to be rendered in the image — in this way, the
mountain can be added to the image with a reduced likelihood of the user noticing the mountain
‘popping’ into the display area (that is, suddenly appearing). This can therefore maintain the
user’s sense of immersion with respect to the content.

Similarly, modifications to the tree’s display may be reserved for when the user blinks. For
instance, if the user is focused upon the region 302 while moving closer to the tree (for instance,



10

15

20

25

30

35

40

11

by moving an avatar and a corresponding viewpoint within a virtual environment) it may be
desirable to increase the display quality of the tree. However, such an increase may cause a loss
of immersion in the case in which a texture and/or mesh is switched for a higher-quality
alternative as the user may notice this change. By performing the switch of the mesh and/or
texture during a blink, the likelihood of the user noticing this change is reduced.

Another example of such a process is that of performing a frame rate synchronisation or garbage
collection process (examples of visually disruptive computational processes) when the user is
looking at a stationary object (such as the mountain) or heads-up display (such as the user data
area 304). By waiting until a user is viewing a static area (or indeed, not viewing any area in the
case of a blink), the effects of a frame rate synchronisation or other process (in which a frame
rate may become temporarily less stable) may be reduced. This is because the frame rate would
be more noticeable when viewing dynamic objects, as the motion may appear to be more
stuttered, than when viewing a static object or UI element.

One way to ascertain whether a given rendering process is a visually disruptive one (or at least
potentially visually disruptive) may be to determine how computationally expensive the process
is. To do this, each rendering process may be associated with data/metadata indicating the
amount of computational resources required in order to execute it, as a non-limiting example.
For example, a given rendering process may be associated with data/metadata that provides an
indication that the given rendering process requires a certain amount of resources associated with
RAM, CPU, GPU, or the like. Such data may also indicate a latency associated with each
process, for example, as this is an attribute that may lead to a change in the frame rate. Rendering
unit 200 may receive such strings of data/metadata, and based thereon determine which of the
rendering processes are those whose computational expenditure meets or exceeds a threshold
computational expenditure (a threshold amount of RAM, CPU, GPU, or the like, for example).
As will be appreciated by persons skilled in the art, the threshold computational expenditure may
be immutable or dynamically adjustable, and may have been predefined or user-defined. In some
implementations, a threshold may be defined for the computational expenditure in which any
process having an expenditure exceeding this threshold is regarded as being likely to cause
visual disruption.

The threshold for what constitutes an ‘expensive’ operation may be determined freely; in some
cases, this may be based upon a measure relative to other operations (such that the most
expensive operations are designated as being expensive). Alternatively, or in addition, a
consideration may be made of the available processing resources — a system with a low resource
utilisation may not consider many (or indeed any) operations to be expensive, while a system
with high resource utilisation may consider a much greater number of operations to be
computationally expensive due to the reduced capacity for performing additional operations.

As will be appreciated by persons skilled in the art, the computationally expensive rendering
processes may impact one or more visual aspect(s) of the image content (that is, they may be
regarded as a visually disruptive rendering process).

Alternatively or in addition, ascertaining whether a computational process is a visually disruptive
one may simply be a matter of determining what steps the process includes. For example, a
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changing a level of detail of a mesh need not be computationally expensive in order to cause a
visual discontinuity; lowering the mesh’s level of detail would likely result in a reduction in
computational expenditure associated with rendering the mesh, for example. Rather, in this case,
the mere substitution of a higher detail mesh for a lower detail mesh (or vice versa) is sufficient
to consider such a process that is expected to cause a visual discontinuity, and thus be considered
a visually disruptive rendering process.

Hence, as will be appreciated by persons skilled in the art, a computational process that is
expected to cause a visual discontinuity to occur within at least a part of the image content
should be construed as a computational process that, because of the computational expenditure
associated therewith and/or because the nature of the process steps thereof, have a potential to
cause a visual discontinuity to occur within the image content (a frame rate drop, a sudden
change in at least a part of image content depicted within consecutive frames, a sudden change in
the resolution of at least part of the image content, or the like), regardless of whether the
execution of such a process at a given point in time and/or on a given part of the image content
actually does cause such a visual discontinuity. That is to say, in general, a given computational
process may be considered to be a visually disruptive one if it is able or likely to cause a visual
discontinuity when executed, rather than requiring that it will cause one.

One or more of the computational processes may cause a resolution of at least a part of the
image content to change when executed by rendering unit 200. That is to say, one or more of the
visually disruptive rendering process may modify the visual definition of part of the image
content. As such, it would be desirable that rendering unit 200 execute such rendering processes
in those parts of the image content that do not correspond to the currently gazed at region of the
display screen (screen region 302, for example) so that the user is less likely to notice such
changes (and thus less likely to break their immersion or cause them to feel discomfort).

As will be appreciated by persons skilled in the art, the process of adapting a mesh’s level of
detail, as discussed previously, may be considered as such a visually disruptive process that
causes a resolution change in (part of) the image content. Hence, more generally, one or more of
the rendering computational processes comprises adapting a level of detail of at least a part of a
mesh of a virtual element comprised within the image content.

It should be noted that the preceding example is not exhaustive; persons skilled in the art will
appreciate that rendering processes that cause a change in resolution of at least a part of the
image content other than changes to a mesh’s level of detail are considered within the scope of
the present description.

Alternatively, or in addition, the one or more computational processes (that is, those which cause
a visual discontinuity, or at least are likely to do so) may include at least one of:

e adding a mesh of at least a part of a virtual element to the image content;

e removing a mesh of at least a part of a virtual element from the image content;

e modifying a texture and/or mesh level of detail for at least a part of a virtual element in
the image content; and

e modifying a location of a virtual element within the image content.
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It should be noted that the preceding examples are not exhaustive; persons skilled in the art will
appreciate that rendering processes that cause a visual discontinuity to occur within at least a part
of the image content other than those mentioned previously are considered within the scope of
the present description. In particular, persons skilled in the art will appreciate that the
aforementioned rendering processes that cause a change in resolution may be considered to also
be rendering processes that cause a visual discontinuity to arise. For example, changing a level of
detail of a virtual element’s mesh can cause a sudden change in the visual definition of the
virtual element, which may be thought of as a visual discontinuity.

Alternatively or in addition, one or more of the computational processes may cause a frame rate
of the image content to change when executed by rendering unit 200. As will be appreciated by
persons skilled in the art, frame rate changes typically effect the entirety of the image content. As
such, the effects of such visually disruptive rendering processes, even if they were to be executed
with respect to parts of the image content not being gazed at by the user, would likely still be
noticeable to the user regardless of which region of the display screen the user is looking
towards.

Therefore, it may be desirable to execute such processes (that affect frame rate) when the user is
looking away from the display screen altogether. As such, gaze tracking unit 204 may be
configured to determine whether the gaze of the user is directed toward the display screen, and if
not, rendering unit 200 may be configured to execute one or more rendering processes which
may cause a frame rate of the image content to change so that the user is less likely to notice
such changes (and thus less likely to break their immersion cause them to feel discomfort).

Alternatively or in addition to determining that the user has looked away from the display screen,
rendering unit 200 may be configured to execute the one or more of the computational processes
in dependence upon whether at least a part of the determined region of the display screen falls
within a predefined region of the display screen. The predefined region of the display screen
should ideally be such that when the user’s gaze is directed towards it, the user would be
relatively less likely to notice changes in the frame rate of the image content.

Figure 3 provides a non-limiting example of such a predefined region. As seen in figure 3,
predefined region 304 is situated at the bottom right corner of the display screen, and roughly
coincides with graphical user interface (GUI) elements indicating the in-game character’s
statistics, such statistics being the character’s health level and current mood in this example.

During gameplay, the user may wish to find out about the current state of their character. As
such, the user may look at, the GUI element that indicates the health level of their character.
While the user is looking at the GUI element, images of the user’s eye(s) may be received at
input unit 202, and gaze tracking unit may determine that the user’s gaze is directed toward
region 306 (which falls with predefined region 304). In response to this determination by gaze
tracking unit 204, rendering unit 200 may execute one or more processes that cause a change in
frame rate when rendering unit 200 has determined that at least a part of region 306 falls within
predefined region 304 (which is the case in this example).

Executing these rendering processes is such a manner results in the user being less likely to
notice the effects thereof (frame rate change), and thus less likely break their immersion/feel
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discomfort. This is because their gaze is not directed toward the centre of the screen (where more
dynamic image content is usually displayed), but is rather towards the periphery thereof (where
relatively static image content is often displayed). Moreover, in this example, the user is even
less likely to notice any frame drop, as they will be occupied with finding out the health level of
their character. Furthermore, given that GUI elements are typically overlaid onto the image
content (and as such, are typically not affected by the rendering processes used to generate the
image content), the user should not notice any change to the appearance of the health level or
mood GUI elements themselves (or any other GUI elements for that matter).

Hence, more generally, in order to reduce the likelihood of the user noticing frame rate drops, the
predefined region of the display screen may be made to coincide with one or more graphical user
elements overlaid onto the displayed image content, and/or may be situated towards an edge
and/or corner of the display screen. As will be appreciated by persons skilled in the art, more
than one such predefined regions may be implemented.

In any case, optionally the one or more of the rendering processes (that cause a frame rate
change) may comprise at least one of

e generating draw calls ;

¢ loading meshes and/or textures;
e a garbage collection process; and
¢ aframe rate synchronisation.

It should be noted that the preceding examples are not exhaustive; persons skilled in the art will
appreciate that rendering processes that cause a change in frame rate other than those mentioned
previously are considered within the scope of the present description.

Moreover, in light of the preceding discussion regarding rendering processes that causes a frame
rate change, persons skilled in the art will appreciate therefore that while rendering unit 200 is
configured to execute the one or more (visually disruptive) rendering processes with respect to
one or more parts of the image content that correspond to one or more regions of the display
screen that are different from the determined region of the display, rendering unit 200 does not
necessarily do so exclusively. That is to say, rendering unit 200 does not necessarily execute
visually disruptive rendering processes exclusively with respect to those parts of the image
content towards which the user is not gazing, as mentioned previously, frame rate changes
typically affect the entirety of the image content (that is, including the part of the image content
towards which the user is gazing).

Where embodiments of the present description comprise blink prediction unit 206, rendering unit
200 may be configured to execute the one or more rendering processes within a time period
during which the user is predicted to be blinking. As will be appreciated by persons skilled in the
art, by doing so, the user is less likely to notice the effects of the execution of the visually
disruptive process due to their eye(s) being temporarily occluded.

In any case, by executing visually disruptive processes on parts of the image content towards
which the user is not gazing and/or while the user gazes at a predefined screen region (or
optionally, executing such process while the user is blinking), the user is less likely to notice any
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associated negative impacts of the execution of said rendering processes, and is thus less likely
to break their immersion and/or experience discomfort/nausea.

Summary Embodiment(s)

Hence, in a summary embodiment of the present description a graphics rendering apparatus
comprises: rendering unit 200 configured to render image content for display on a display
screen; input unit 202 configured to receive one or more images of one or both eyes of a user;
and gaze tracking unit 204 configured to determine, based on one or more of the received
images, a region of the display screen towards which a gaze of the user is directed, wherein
rendering unit 200 is configured to execute, in dependence upon the determined region of the
display screen, one or more computational processes that are expected to cause a visual
discontinuity to occur within at least a part of the image content, wherein rendering unit 200 is
configured to execute the one or more computational processes with respect to one or more parts
of the image content that correspond to one or more regions of the display screen that are
different from the determined region of the display, as described elsewhere herein.

It will be apparent to persons skilled in the art that variations in the aforementioned apparatus as
described and claimed herein are considered within the scope of the present invention, including
but not limited to that:

- In an instance of the summary embodiment, one or more of the computational processes
cause a resolution of at least a part of the image content to change when executed by
rendering unit 200, as described elsewhere herein;

- In an instance of the summary embodiment, one or more of the computational processes
comprises adapting a level of detail of at least a part of a mesh of a virtual element
comprised within the image content, as described elsewhere herein;

- In an instance of the summary embodiment, the one or more of the rendering processes
comprise at least one of

i adding at least a part of a mesh of a virtual element to the image content;

il removing at least a part of a mesh of a virtual element from the image
content;

iii. modifying a mesh and/or texture associated with at least a part of a virtual
element within the image content; and

iv. modifying a location of a virtual element within the image content,

as described elsewhere herein;

- In an instance of the summary embodiment, one or more of the computational processes
cause a frame rate of the image content to change when executed by rendering unit 200,
as described elsewhere herein,;

- In this instance, optionally rendering unit 200 is configured to execute the one or
more of the computational processes in dependence upon whether at least a part
of the determined region of the display screen falls within a predefined region of
the display screen, as described elsewhere herein,;

- In this instance, optionally one or more of the rendering processes comprise at
least one of
1. generating a draw call;

. loading a mesh and/or texture;
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iil. a garbage collection process; and
iv. a frame rate synchronisation,
as described elsewhere herein;

- In an instance of the summary embodiment, the graphics rendering apparatus comprises
blink prediction unit 206 configured to predict, based on one or more of the received
images, when the user will blink; wherein rendering unit 200 is configured to execute the
one or more computational processes within a time period during which the user is
predicted to be blinking, as described elsewhere herein,;

- In this instance, optionally blink prediction unit 206 is configured to predict when
the user will blink in dependence upon an average elapsed time between
occurrences of the user blinking, as described elsewhere herein;

- In this instance, optionally blink prediction unit 206 is configured to predict when
the user will blink in dependence upon one or more contractions of one or more
facial muscles of the user prior to blinking, as described elsewhere herein; and

- In this instance, optionally blink prediction unit 206 is configured to predict when
the user will blink in dependence upon one or more stimuli associated with the
image content, as described elsewhere herein.

Graphics Rendering Method

Turning now to Figure 4, a graphics rendering method comprises the following steps:

Step S100: rendering image content for display on a display screen, as described elsewhere
herein.

Step S102: receiving one or more images of one or both eyes of a user, as described elsewhere
herein.

Step S104: determining a region of the display screen towards which a gaze of a user is directed,
as described elsewhere herein.

Step S100A: rendering step S100 comprises executing, in dependence upon the determined
region of the display screen, one or more computational processes that are expected to cause a
visual discontinuity to occur within at least a part of the image content, the one or more
computational processes being executed with respect to one or more parts of the image content
that correspond to one or more regions of the display screen that are different from the
determined region of the display, as described elsewhere herein.

Moreover, the graphics rendering method may be modified in the following way:

Step S108: predicting, for example based on one or more of the received images, when the user
will blink, as described elsewhere herein.

Step S100A: executing the one or more rendering processes within a time period during which
the user is predicted to be blinking, as described elsewhere herein.
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It will be apparent to a person skilled in the art that variations in the above method corresponding
to operation of the various embodiments of the apparatus as described and claimed herein are
considered within the scope of the present invention.

It will be appreciated that the above methods may be carried out on conventional hardware (such
as entertainment device 10) suitably adapted as applicable by software instruction or by the
inclusion or substitution of dedicated hardware.

Thus the required adaptation to existing parts of a conventional equivalent device may be
implemented in the form of a computer program product comprising processor implementable
instructions stored on a non-transitory machine-readable medium such as a floppy disk, optical
disk, hard disk, solid state disk, PROM, RAM, flash memory or any combination of these or
other storage media, or realised in hardware as an ASIC (application specific integrated circuit)
or an FPGA (field programmable gate array) or other configurable circuit suitable to use in
adapting the conventional equivalent device. Separately, such a computer program may be
transmitted via data signals on a network such as an Ethernet, a wireless network, the Internet, or
any combination of these or other networks.

The foregoing discussion discloses and describes merely exemplary embodiments of the present
invention. As will be understood by those skilled in the art, the present invention may be
embodied in other specific forms without departing from the spirit or essential characteristics
thereof. Accordingly, the disclosure of the present invention is intended to be illustrative, but
not limiting of the scope of the invention, as well as other claims. The disclosure, including any
readily discernible variants of the teachings herein, defines, in part, the scope of the foregoing
claim terminology such that no inventive subject matter is dedicated to the public.
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CLAIMS

1. A graphics rendering apparatus, comprising:

a rendering unit configured to render image content for display on a display screen;

an input unit configured to receive one or more images of one or both eyes of a user; and

a gaze tracking unit configured to determine, based on one or more of the received
images, a region of the display screen towards which a gaze of the user is directed,;

wherein the rendering unit is configured to execute, in dependence upon the determined
region of the display screen, one or more computational processes that are expected to cause a
visual discontinuity to occur within at least a part of the image content, wherein the rendering
unit is configured to execute the one or more computational processes with respect to one or
more parts of the image content that correspond to one or more regions of the display screen that
are different from the determined region of the display.

2. A graphics rendering apparatus according to claim 1, wherein one or more of the
computational processes cause a resolution of at least a part of the image content to change when
executed by the rendering unit.

3. A graphics rendering apparatus according to any preceding claim, wherein one or more
of the computational processes comprises adapting a level of detail of at least a part of a mesh of
a virtual element comprised within the image content.

4. A graphics rendering apparatus according to any preceding claim, wherein the one or
more of the computational processes comprise at least one of:

1. adding a mesh of at least a part of a virtual element to the image content;

ii. removing a mesh of at least a part of a virtual element from the image content;

iii. modifying a mesh and/or texture associated with at least a part of a virtual

element within the image content; and

iv. modifying a location of a virtual element within the image content.

5. A graphics rendering apparatus according to any preceding claim, wherein one or more

of the computational processes cause a frame rate of the image content to change when executed
by the rendering unit.

6. A graphics rendering apparatus according to claim 5, wherein the rendering unit is
configured to execute the one or more of the computational processes in dependence upon
whether at least a part of the determined region of the display screen falls within a predefined
region of the display screen.

7. A graphics rendering apparatus according to claim 5 or claim 6, wherein the one or more
of the computational processes comprise at least one of:

1. generating a draw call;

ii. loading a mesh and/or texture;

iii. a garbage collection process; and

iv. a frame rate synchronisation.

8. A graphics rendering apparatus according to any preceding claim, comprising:
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a blink prediction unit configured to predict, based on one or more of the received
images, when the user will blink;

wherein the rendering unit is configured to execute the one or more computational
processes within a time period during which the user is predicted to be blinking.

9. A graphics rendering apparatus according to claim 8, wherein the blink prediction unit is
configured to predict when the user will blink in dependence upon an average elapsed time
between occurrences of the user blinking.

10. A graphics rendering apparatus according to claim 8 or claim 9, wherein the blink
prediction unit is configured to predict when the user will blink in dependence upon one or more
contractions of one or more facial muscles of the user prior to blinking.

11. A graphics rendering apparatus according to any of claims 8-10, wherein the blink
prediction unit is configured to predict a user blink in dependence upon one or more stimuli
associated with the image content.

12. A graphics rendering method, comprising the steps of

rendering image content for display on a display screen;

receiving one or more images of one or both eyes of a user; and

determining a region of the display screen towards which a gaze of a user is directed,

wherein the rendering step comprises executing, in dependence upon the determined
region of the display screen, one or more computational processes that are expected to cause a
visual discontinuity to occur within at least a part of the image content, the one or more
computational processes being executed with respect to one or more parts of the image content
that correspond to one or more regions of the display screen that are different from the
determined region of the display.

13. A computer program comprising computer executable instructions adapted to cause a
computer system to perform the method of claim 12.

14. A non-transitory, computer-readable storage medium having stored thereon the computer
program of claim 13.



Intellectual

Property
Office

Application No:

Claims searched:

Patents Act 1977: Search Report under Section 17

20

GB2302127.2
1-14

Documents considered to be relevant:

Examiner:

Date of search:

Stuart Purdy
16 August 2023

Category |Relevant | Identity of document and passage or figure of particular relevance
to claims
X 1 and 12 | US 2014/247277 Al
at least | (GUENTER) See whole document and note in particular paragraph 17;
X 1 and 12 | US 2017/0287112 Al
at least | (STAFFORD) See whole document and note in particular paragraph 43;
Categories:
X Document indicating lack of novelty or inventive A Document indicating technological background and/or state
step of the art.
Y  Document indicating lack of inventive step if P Document published on or after the declared priority date but

combined with one or more other documents of
same category.
&  Member of the same patent family E

before the filing date of this invention.

Patent document published on or after, but with priority date
carlier than, the filing date of this application.

Field of Search:

Search of GB, EP, WO & US patent documents classified in the following areas of the UKCX :

Worldwide search of patent documents classified in the following areas of the IPC

The following online and other databases have been used in the preparation of this search report

‘ SEARCH-NPL, SEARCH-PATENT

International Classification:

Subclass Subgroup Valid From
GO6T 0015/00 01/01/2011
G02B 0027/00 01/01/2006
G02B 0027/01 01/01/2006
GO6F 0003/01 01/01/2006
GO6T 0011/00 01/01/2006
GO6T 0017/00 01/01/2006

Intellectual Property Office is an operating name of the Patent Office

www.gov.uk/ipo



	Page 1 - BIBLIOGRAPHY
	Page 2 - DRAWINGS
	Page 3 - DRAWINGS
	Page 4 - DESCRIPTION
	Page 5 - DESCRIPTION
	Page 6 - DESCRIPTION
	Page 7 - DESCRIPTION
	Page 8 - DESCRIPTION
	Page 9 - DESCRIPTION
	Page 10 - DESCRIPTION
	Page 11 - DESCRIPTION
	Page 12 - DESCRIPTION
	Page 13 - DESCRIPTION
	Page 14 - DESCRIPTION
	Page 15 - DESCRIPTION
	Page 16 - DESCRIPTION
	Page 17 - DESCRIPTION
	Page 18 - DESCRIPTION
	Page 19 - DESCRIPTION
	Page 20 - DESCRIPTION
	Page 21 - CLAIMS
	Page 22 - CLAIMS
	Page 23 - SEARCH_REPORT

