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1. 

APPARATUS AND METHOD FOR ACOUSTIC 
MAGING USING INVERSE SCATTERING 

TECHNIQUES 

BACKGROUND 
1. Field of the Invention 
The present invention relates to an apparatus and 

method for acoustic imaging, which is defined herein to 
mean electronic reconstruction and display of the size, 
shape, and internal elastic and viscous properties (e.g., 
density, acoustic speed, and acoustic energy absorption) 
of an object or material. More particularly, the present 
invention relates to an apparatus and method for acous 
tic imaging using inverse scattering techniques. 

2. The Prior Art 
It has long been known that acoustic waves in the 

frequency range of a fraction of a cycle per second up to 
hundreds of millions of cycles per second and higher 
can be propagated through many solids and liquids. 
Acoustic energy waves may be partially reflected and 
partially transmitted at the interface between two media 
of different elastic properties. The product of material 
density and sonic wave velocity is known as the acous 
tic impedance, and the amount of reflection which oc 
curs at the interface between two media is dependent 
upon the angle of incidence and the amount of change 
in the acoustic impedance from one medium to the 
other. This concept of reflection from layers may be 
generalized to reflection from small regions of arbitrary 
shape. If the regions of differing impedance are of the 
order of a wavelength or smaller, the reflection is no 
longer specular, but diffuse. In this case, the more gen 
eral term of scattering is used to include both specular 
and diffuse reradiation of energy. It is also seen that 
scattering is produced not only by fluctuations in impe 
dance, but also by fluctuations in speed of sound, com 
pressibility, density, and absorption. The net property 
of an object which describes this phenomenon is called 
the scattering potential. 
These principles have been used for imaging reflect 

ing bodies within a propagation medium. In terms of 
scattering theory, the director forward scattering prob 
lem is concerned with a determination of the scattered 
energy or fields when the value and distribution of the 
elastic or electromagnetic properties of the body (i.e., 
scattering potentia) or the distribution of the particles 
doing the scattering are known. The inverse scattering 
problem consists in the use of scattered electromagnetic 
and/or acoustic waves to determine the internal nate 
rial properties (i.e., scattering potential) of objects from 
the information contained in the incident and scattered 
fields. In other words, as defined herein, acoustic imag 
ing using inverse scattering techniques is intended to 
mean electronic reconstruction and display of the size, 
shape, and unique distribution of material elastic and 
viscous properties of an object scanned with acoustic 
energy, i.e., reconstruction of that scattering potential 
which, for a given incident field and for a given wave 
equation, would replicate a given measurement of the 
scattered field for any source location. 

Acoustic imaging through the use of inverse scatter 
ing techniques has been a much studied problem in 
fields which are as diverse as seismic geophysical sur 
veying, nondestructive testing, sonar, and medical im 
aging. Such inverse scattering techniques would be of 
particular interest because of the ability to provide ac 
curate quantitative as well as qualitative image values 
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when using such techniques. However, the use of com 
plete inverse scattering techniques in acoustic imaging 
is generally considered to be so difficult that it has been 
common to employ methods which lead merely to ap 
proximations rather than actual image values. For ex 
ample, one approach used in holographic imaging and 
seismic imaging is to "back propagate" the detector 
field measurement into the object, usually assuming as a 
model a homogeneous or a one-dimensional layered 
distribution of wave propagation speed. The images 
obtained are images of the source of the scattered fields, 
and thus only indirectly provide an indication of inter 
nal structure of material properties. Many of such tech 
niques are described in the Acoustical Imaging series, 
volumes 1-13, published by Plenum Press, Inc. 

In the case of medical diagnostic imaging, quantita 
tive tissue characterization based on approximate or 
theoretically incomplete inverse scattering techniques 
are now being investigated for inclusion on clinical 
pulse echo scanners, also known as B-scanners. How 
ever, tissue characterization using such scanners is 
based on 180 degree backscattering from structural and 
statistical properties of tissues and not on determining 
absolute tissue properties, perse. The statistical proper 
ties of tissues, e.g., texture or the spatial Fourier trans 
form, are often correlated with the state of health or 
disease and are therefore valuable, but they are not easy 
to measure quantitatively using present incomplete or 
approximate inverse scattering techniques. thus, while it 
is possible with the present state of the art to obtain 
some quantitative information about tissue properties 
from B-scans, it is not possible to obtain absolute me 
chanical properties of such tissues. 

In summary, prior art apparatus and methods which 
have been used to date do not take into account such 
problems as multiple orders of scattering compensation 
for refraction, frequency dependent effects of density 
on scattering properties of the object, changes in acous 
tic absorption based on changes in frequency of the 
acoustic energy, or boundary value measurements of 
the incident field, scattered field, and scattering proper 
ties of the object. All of these problems may signifi 
cantly affect image quality. Yet the prior art has largely 
ignored these problems by using approximations or 
assumptions which avoid having to account for such 
problems when reconstructing the image. Accordingly, 
it would be an important advance in the state of the art 
to be able to provide acoustic imaging using inverse 
scattering techniques which provide an image of the 
actual material properties of an object (and not just the 
internal fields) without use of perturbation or other 
drastic approximations, such as the well-known ray 
optics, single scattering, Born, or Rytov approxima 
tions. Such an apparatus and method are described and 
claimed herein. 

BRIEF SUMMARY AND OBJECTS OF THE 
INVENTION 

The apparatus and method of the present invention 
provide high-quality images with high-spatial resolu 
tion of an object, including the actual internal viscous 
and elastic properties of the object, derived from acous 
tic energy propagated through the object and scattered 
by it. The apparatus and method include means for 
sending and receiving acoustic energy waves and for 
reconstructing the image using state-of-the-art electron 
ics to optimize the system's speed and resolution capa 
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bility. Improvements to resolution quality of the recon 
structed image, including accurate quantitative imaging 
of the actual internal elastic and viscous properties of 
the object (e.g. density, acoustic speed, and acoustic 
absorption),are achieved using high-speed computer 
aided data analysis baded on new inverse scattering 
techniques. 

It is therefore a primary object of the present inven 
tion to provide an improved apparatus and method for 
acoustic imaging. 
Another primary object of the present invention is to 

provide an apparatus and method for reconstructing 
acoustic images of the actual internal material proper 
ties of an object using inverse scattering techniques, but 
without degrading image quality through the use of 
often effectively drastic approximations, such as geo 
metrical or ray acoustic approximations or perturbation 
theories that include the Born or Rytov approximations. 
Another object of the present invention is to provide 

an apparatus and method for improving the spatial reso 
lution of an image derived from scattered acoustic en 
ergy by more accurately taking into account refraction 
and diffraction effects. 
A further object of the present invention is to provide 

an apparatus and method which is capable of providing 
high-spatial resolution of elastic and viscous material 
properties from scattered energy, even though the de 
tected energy has undergone multiple scattering events. 

Still another important object of the present inven 
tion is to provide an apparatus and method which is 
capable of providing improved spatial resolution and 
actual quantitative material properties of an object re 
constructed from scattered acoustic energy, but which 
is still capable of high-speed reconstruction of the im 
ages of these properties. 
A further object of the present invention is to provide 

an apparatus and method for obtaining quantitative 
images of high-quality and high-spatial resolution of 
multiple elastic and viscous material properties in geom 
etries where the source or receiver locations do not 
completely circumscribe the object or where the solid 
angles defined by the source or receivers with respect 
to the body are small. 
A further object of the present invention is to provide 

quantitative images of speed of sound and attenuation 
that can be used to correct more conventional images, 
such as B-scan or synthetic focus for blurring due to 
refractive and attenuation effects. 
These and other objects and features of the present 

invention will become more fully apparent from the 
following description and appended claims taken in 
conjunction with the accompanying drawings. 
BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a side-elevational view shown partially in 
cross section which schematically illustrates an acoustic 
scanner which may be used with the apparatus and 
method of the present invention. 
FIG. 2 is a perspective view illustrating one type of 

configuration which may be used for the transducer 
arrays employed in the scanner of FIG. 1. 
FIG. 3 is a top view of the transducer arrays shown 

in FIG. 2. 
FIGS. 4A-4B are schematic diagrams illustrating one 

embodiment of an electronic system that may be used to 
implement the apparatus and method of the present 
invention. 
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4 
FIG. 4C is a schematic illustration of a circular trans 

ducer array showing a method of electronically multi 
plexing the array elements to eliminate the need for 
mechanical rotation. 
FIG. 4D is a further illustration of pure electronic 

multiplexing of a linear transducer array. 
FIG. 4E is an electrical schematic diagram showing 

how the elements in FIGS. 4C and 4D may be switched 
to act as either a transmitter or receiver by use of an 
active switch. 

FIG. 4F illustrates how a passive network may be 
used to allow each element of an array to be used for 
both transmitting and receiving. 
FIGS. 5A-5B are schematic diagrams illustrating 

another embodiment of an electronic system that may 
be used to implement the apparatus and method of the 
present invention. 
FIGS. 6A-6F are schematic flow diagrams which 

illustrate an example of one presently preferred method 
by which the electronic systems of FIGS. 4 and 5 are 
able to rapidly develop a reconstruction of the image of 
an object from scattered acoustic energy using inverse 
scattering techniques. 

FIGS. 7A-7E schematically illustrate another 
method by which the electronic systems of FIGS. 4 or 
5 may implement inverse scattering techniques to 
acoustically image an object. 
FIGS. 8A-8L schematically illustrate still another 

method for implementing inverse scattering techniques 
using the systems of FIGS. 4 or 5. 

FIG. 9 is a photograph of a television display screen 
showing an image that simulates a cancer and an actual 
image obtained as the inverse scattering solution using 
the method and a computer simulation of the apparatus 
of the present invention. 

Reference is now made to the figures wherein like 
parts are designated with like numerals throughout. 

DETALED DESCRIPTION 

The apparatus and method of the present invention 
holds promise for many useful applications in various 
fields, including seismic surveying, nondestructive test 
ing, sonar, and medical ultrasound imaging, to name just 
a few. For purposes of illustrating the utility of the 
present invention, the detailed description which fol 
lows will describe the apparatus and method of the 
invention in the context of a system for use in perform 
ing ultrasound imaging of human organs, such as the 
breast. However, it will be appreciated that the present 
invention as claimed herein may be used in other fields, 
and is not intended to be limited solely to medical 
acoustic imaging. 

1. The Scanner and Transducer Configuration 
Reference is first made to FIG. 1 which generally 

illustrates one type of scanner which may be used to 
implement the apparatus and method. of the present 
invention for purposes of medical ultrasound imaging of 
a human breast or other organs. As shown in FIG.1, the 
scanning apparatus generally designated at 30 includes a 
fixed base 32. Wheels 38 and 40 are attached to the 
underside of a movable carriage base 34. Small shoul 
ders 42-45 formed on the upper surface of cylindrical 
pedestal 36 define a track along which the wheels 38 
and 40 are guided. 
A stepping motor 46 mounted within the fixed base 

32 is joined by a shaft 48 to a small pinion gear 50. 
Pinion gear 50 engages a large drive gear 52. Pillars 
54-57 are rigidly joined at one end to the top of drive 

w 
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gear 52 and at the opposite end to the underside of 
movable carriage base 34. Bearing block 58 supports 
drive gear 52 and movable carriage base 34. 

Stepping motor 46 may be operated to turn the drive 
gear 52 which in turn will cause the movable carriage 
base 34 to rotate on top of the cylindrical pillar 6 within 
the tracks defined by shoulders 42-45. As hereinafter 
more fully described, rotation of the movable carriage 
base 34 may be employed to insure that an object is fully 
scanned from every possible angle. 
With continued reference to FIG, 1, it will be seen 

that movable carriage base 34 has an inner cylindrical 
wall 60 and an outer cylindrical wall 62. The outer wall 
62 and inner cylindrical wall 60 of movable carriage 
base 34 define a generally cylindrical chamber 64. Ver 
tical drive motor 66 is mounted within chamber 64 and 
is connected by a shaft 68 to a circular ring of trans 
ducer arrays generally designated at 70. Vertical drive 
motor 66 permits the circular ring of transducer arrays 
70 to be vertically adjusted. Slide bracket 72 is mounted 
within the chamber 64 and serves to slidably guide the 
ring of transducer arrays 70 when it is vertically ad 
justed. 
The ring of transducer arrays 70 is electrically con 

nected through line 74 to components of an electronic 
system which may be housed in part within the chamber 
64, as schematically indicated at 76. As hereinafter more 
fully described, the electronic system is used to control 
transmission and reception of acoustic signals so as to 
enable reconstruction therefrom of an image of the 
object being scanned. 

Circular bracket 78 is attached to the top of the outer 
wall 62 of movable carriage base 34. A flexible, trans 
parent window 80 extends between circular bracket 78 
and the inner cylindrical wall 60 so as to enclose the 
transducer arrays 70 and stepping motor 66 within the 
chamber 64. The length of flexible window 80 is greater 
than the distance between bracket 78 and inner cylindri 
cal wall 60. Window 80 thus serves as a flexible yet 
water-tight seal which permits vertical motion of the 
transducer arrays 70 for purposes of vertical focusing. 
Acoustically transparent window 80 may be made of 
any suitable material, such as plastic or rubber. 
A stationary water tank generally designated 86 is 

adapted to fit within the movable carriage base 34. 
Water tank 86 consists of a fixed top plate 88 rigidly 
attached to vertical support bars 82 and 84. Support 
bars 82 and 84 are mounted on the fixed based 32. The 
length of support bars 82 and 84 is chosen such that the 
fixed top plate 88 of water tank 86 will be slightly sus 
pended above the bracket 78 of movable carriage 34. 
Thus, a space 87 is provided between bracket 78 and 
fixed top plate 88. Additionally, a space 89 will be pro 
vided between side 94 and bottom 95 of water tank 86 
and cylindrical wall 60 and bottom 61 of movable car 
riage 34. A third support bar 83 extends through a cen 
tral hole (not shown) provided in block 58 and drive 
gear 52. Support bar 83 also extends through a water 
tight opening 84 provided in the bottom 61 of movable 
carriage 34. Support bar 83 thus helps to support water 
tank 86 in spaced relation from movable carriage 34. 
Since water tank 86 is suspended in spaced relation from 
movable carriage base 34, water tank 86 will remain 
stationary as movable carriage 34 is rotated. As herein 
after more fully described, rotation of the carriage 34 
permits the transducer arrays 70 to scan the object 98 
from every possible position around the object 98. 
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Fixed top plate 88 has a short downwardly extending 

lip 90 which extends over the end of circular bracket 78. 
A rubber-covered window 92 extends between the lip 
90 and side 94 of the water tank. Window 92 encloses 
within space 89, water 977, or some other suitable 
acoustic medium so as to acoustically couple the trans 
ducer array 70 to the water 96 contained in tank 86. The 
rubber-covered window 92 also permits acoustic en 
ergy signals to be transmitted therethrough by the trans 
ducer arrays 70 and insures that the patient will be 
protected in the event window 92 should be broken. 
The scanning apparatus generally described above 

may be employed to scan various part os the human 
anatomy as, for example, a patient's breast, as schemati 
cally illustrated at 98. 

Reference is next made to FIGS. 2-3. FIG. 2 gener 
ally illustrates one suitable type of transducer configura 
tion for the transducer arrays of FIG. 1. As shown in 
FIG. 2, the transducer configuration consists of eight 
transmitter arrays 100-107 and eight corresponding 
receiver arrays 108-115. The transmitter array 100-107 
are thin, cylindrically-shaped transducer arrays which 
provide point-source or line-source segment transmis 
sion of acoustic energy. The receiver arrays 108-115 are 
arcuately shaped arrays which are interposed between 
each pair of transmitter arrays 100-107. For purposes 
hereinafter more fully described, every other receiver 
array (e.g. receiver arrays 108, 110, 112 and 114) has a 
shortened arcuate length. 

Each of the transducer arrays 100-115 may be any of 
several well-known types of transducers. For example, 
transducers 100-115 may be piezoelectric transducers 
which produce ultrasound energy signals directly from 
high-frequency electrical voltages applied to the trans 
ducer. Alternatively, the transducer arrays 100-115 
may be magnetostrictive transducers having a magnetic 
coil (not shown) which receives the electrical oscilla 
tions and converts them into magnetic oscillations 
which are then applied to the magnetostrictive material 
to produce ultrasound energy signals. 
With continued reference to FIG. 1, it will be seen 

that the transducer arrays 100-115 are arranged so as to 
form a cylindrical ring of arrays which encircles the 
object 98. By encircling the object with the transducer 
arrays 100-115, the arrays 110-115 may be quickly 
commutated by either mechanical methods, electronic 
methods or by a combination of both methods so as to 
completely scan the object in a much shorter time. In 
the illustrated embodiment, commutation is achieved by 
both mechanical rotation by stepping motor 46 and by 
electronic triggering of transmitter arrays 100-117 in 
sequence, as described more fully below. 
Commutation of the transmitter arrays 100-107 per 

mits acoustic energy to be transmitted from every possi 
ble position about the object, thus insuring that the data 
received (i.e. scattered acoustic energy) is complete. 
Commutation of the receiver arrays 108-115 insures 
that all spaces between receiver arrays 108-115 (known 
as "sound holes') will be covered, thus providing for 
accurate collection of all acoustic energy that is trans 
mitted through or scattered by the object 98. However, 
commutation of the receiver arrays 108-115 is not nec 
essary where transmitter arrays 100-107 are also used to 
receive acoustic signals. The circular configuration of 
transducer arrays 100-115 permits certain parts of the 
body to be scanned which would otherwise be inacces 
sible because of bones or other obstructions of the tis 
Sle. 
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The method for commutating the arrays 100-115 is 
best understood by reference to FIG. 3. First, each of 
the transmitter arrays 100-107 is sequentially triggered 
so as to transmit acoustic energy. Immediately after 
each transmitter array 100-107 is triggered, arrays 
108-115 receive acoustic energy signals that have been 
either transmitted through or scattered by the object 
being scanned. Once this procedure has been followed 
for each of the transmitter arrays 100-107, the ring of 
arrays 70 is then mechanically rotated counterclock 
wise through a small angle, as schematically repre 
sented by arrow 116. The mechanical rotation is 
achieved by the stepping motor 46 (see FIG. 1) which 
rotates the movable carriage base 34, as described 
above. 

After rotation of the arrays 100-115 to a second posi 
tion, each of the transmitter arrays 100-107 is again 
sequentially triggered and data are again collected 
through receiver arrays 108-115. This procedure is 
repeated until acoustic energy has been transmitted at 
each possible point about the object. 
Where the arrays 100-107 are used only for transmit 

ting acoustic energy, a second series of rotations must 
then be effected to cover the sound holes between each 
pair of receiver arrays 108-115. For example, by rotat 
ing transmitter array 101 to the position occupied by the 
transmitter array 100, receiver arrays 109, 111, 113 and 
115 will, because of their longer arcuate length, cover 
the spaces previously occupied by transmitter arrays 
101, 103, 105 and 107. This procedure is repeated until 
all sound holes have been covered. 

It should be noted that for a fixed circumference by 
decreasing the length of each array and increasing the 
number of arrays, electronic commutation may be used 
to reduce the angle through which the ring of trans 
ducer arrays must be rotated to achieve complete col 
lection of both echo and transmission data. 

It should also be noted that, in principal, no mechani 
cal rotation of the array of detectors is necessary if 
every element is small enough and can be made to act as 
either a receiver or transmitter. Such an arrangement is 
more expensive than the technique illustrated in FIGS. 
1, 2, and 3. 

2. The Electronic System 
Reference is next made to FIGS. 4A-4B which sche 

matically illustrate an electronic system which may be 
used to implement the apparatus and method of the 
present invention. As hereinafter more fully described, 
the electronic system generates the acoustic energy that 
is propagated through and scattered by the object 98. 
The electronic system thereafter detects and processes 
the acoustic energy signals that are scattered by and 
transmitted through the object 98, and then communi 
cates the processed signals to a computer (CPU) which 
interprets the signals and outputs the result in the form 
of a visual display or printed output. 

In the transmission mode, CPU 118 causes an oscilla 
tor 128 to output a waveform which is amplified by a 
power amplifier 130 before being sent through multi 
plexer 132 to one of the transmitters. CPU 118 controls 
the multiplexer 132 so as to sequence each transmitter 
array 100-107 used to generate the acoustic energy 
propagated through the acoustic medium and object. If 
desired, after it is amplified, the waveform can also be 
input to an impedance matching transformer (not 
shown) and to a series of RC or RLC networks con 
nected in parallel across the transmitter arrays 100-107 
as illustrated and described in U.S. Pat. No. 4,222,274 
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(hereinafter the Johnson 274 patent), which is incorpo 
rated herein by reference. The impedance matching 
transformer may be used to achieve maximum power 
transfer while the RC or RLD networks may be used to 
distribute power across each transmitter array 100-107 
in a way that decreases the side lobes in the transmitted 
signal. 

Each of the acoustic receivers 108-115 (FIG. 2) are 
connected through a multiplexer 134 which is also con 
trolled by CPU 118. In the receive mode, the detected 
signals may also be input through a delay line (not 
shown) to an analog adder and time variable gain circuit 
(not shown) to vertically focus the signals and to com 
pensate for signal attenuation, as shown and described 
in the Johnson 274 patent. CPU 118 causes multiplexer 
134 to sequence in turn each of the acoustic receivers 
108-115 so as to gather transmitted or scattered acoustic 
energy around the entire circumference of the object. 
From receiver multiplexer 134, detected acoustic en 
ergy signals are amplified by a preamplifier 136 which 
may be used to logarithmically amplify the detected 
signal to reduce storage space required for each signal 
after it is digitized. The amplified signal is then pro 
cessed by a phase detector 138. 
The operation and components of phase detector 138 

are best illustrated in FIG. 4B. As there shown, phase 
detector 138 receives the amplified signal as schemati 
cally represented by line 137 on which the signal is 
input to multipliers 154 and 156. The signal generated 
by oscillator 128 is input as shown at line 150 to one of 
the multipliers 156, and the signal from oscillator 128 is 
also shifted 90 degrees by the phase shifter 152 and then 
input as shown at line 153 to the other multiplier 154. 
Thus, each signal detected at the acoustic receivers is 
multiplied at multiplier 154 by a signal which is 90 de 
grees out of phase with the signal which is used to nul 
tiply the detected signal at the other multiplier 156. 
During the receive mode, the switch controller 158 and 
reset 166 are controlled as shown at line 123 by CPU 
118 so that controller 158 closes each switch 164 and 
165 after integrators 168 and 170 are reset. The resulting 
signals from multipliers 154 and 156 are then filtered by 
low-pass filters 160 and 162 and integrated by integra 
tors 168 and 170. The integrated signals are then output, 
as shown at lines 139 and 140 to the analog to digital 
converters (ADCs) 142 and 143 (see FIG. 4A). The two 
signals which are output by phase detector 138 elec 
tronically represent the real and imaginary mathemati 
cal components of the acoustic signals which are de 
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tected at the acoustic receivers 108-115. 
Once the received signals have been digitized, they 

are input and stored in the memory of an array proces 
sor 120. Alternately, a parallel processor or other spe 
cial purpose high-speed computational device may be 
used for even higher computational speed. As hereinaf 
termore fully described, CPU 118 in combination with 
the array processor 120 are programmed to then recon 
struct the acoustic image using inverse scattering tech 
niques, several alternatives of which are described more 
fully in Examples 1-3 of section 3 below. Once the 
acoustic image is reconstructed, it may be output either 
visually at a display 124 or in printed form at printer 
122, or stored on a disc or other storage medium 123. 
Mechanical scan devices represented at 126 correspond 
to the motors 46 and 66 (FIG. 1) for controlling com 
mutation and vertical positioning at the transmitter and 
receiver arrays 100-107 and 108-115, and are controlled 
by CPU 118. 
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Reference is next made to FIGS. 4C-4F which sche 

matically illustrate how electronic multiplexing may be 
used to eliminate the need for mechanical rotation, thus 
further enhancing system performance. In particular, 
FIG. 4C shows n transducer elements 131a through 
131n of a circular array closely spaced to form a contin 
uous array surrounding the body. The array is shown as 
a one-dimensional structure, but clearly could be a two 
dimensional structure as in FIG. 2. FIG. 4D illustrates 
then elements 131a through 131n arranged in a linear 
fashion. It is also clear that a planar or checkerboard 
two-dimensional array of elements could be used. 
Such one-dimensional and two-dimensional arrays of 

receivers and transmitters have a direct application to 
advanced medical imaging instruments where motion of 
the array is undesirable or in seismic exploration in 
which such movements are difficult. FIG. 4E illustrates 
how each element 131a through 131n may be switched 
to either a transmitter circuit or a receiver circuit. Here, 
for example, element 131a is switched by switch 137a to 
either a transmitter circuit 133a or a receiver circuit 
135a. FIG. 4F shows how a passive network of diodes 
and resistors may be used to allow a single element to 
act as either a transmitter or a receiver, or in both ca 
pacities. For example, in the transmit mode, diodes 139 
are driven into conduction by transmit signal on line 
135a. With two silicon diodes in series in each parallel 
leg, the voltage drop is a few volts. Thus, for an applied 
transmit signal of 20 volts or more, only a small percent 
age of signal power is lost across diodes 139. Diodes 139 
are arranged in a series parallel network so that either 
polarity of signal is passed to transducer element 131a 
with negligible loss. In the transmit mode, resistors 145, 
147, and 149 and diodes 141 and 143 prevent excessive 
and harmful voltage from appearing at output 133a that 
leads to the preamplifier multiplexer, or analog-to-digi 
tal circuits that follow. In operation, resistor 145, diode 
141, and resistor 149 act as a voltage divider for the 
large transmit voltage present at the transducer element 
131a, Diodes 141 are arranged with opposing polarity 
to provide a path for any polarity of signal above their 
turn on voltage of about 0.7 to 1.0 volts. The values of 
resistors 145 and 149 are typically so that the impedance 
of resistor 145 is greater than or equal to that of the 
internal impedance of transducer element 131a. Resistor 
149 is chosen to be some fraction of resistor 145, such as 
one-fifth. Resistor (resistor 147) typically is chosen to be 
about equal to the resistance of resistor 149. Thus, dur 
ing transmission, the voltage appearing at output 133a is 
only the conduction voltage drop across diodes 143. 

In the receiving mode, signals received at transducer 
element 131a are typically less than one diode voltage 
drop (about 0.7 volt) and thus are isolated from trans 
mitter 135a, since point 135a is a ground and diodes 139 
are not conducting. Diodes 141 and 143 are not con 
ducting and therefore output 133a is not shunted. Thus, 
the preamplifier following 133a would only see an im 
pedance of resistor 145 plus resistor 147 plus that of the 
transducer element 131a. In practice, resistor 145 plus 
resistor 147 can be made about equal to or less than the 
impedance of transducer element 131a to minimize sig 
nal loss. It is clear that the principles illustrated in 
FIGS. 4C-4F may also be applied in the case of wide 
bandwidth signal transmission as described further 
below in connection with FIGS. 5A-5B. 

FIGS. 5A and 5B schematically illustrate another 
electronic system which can be used to implement the 
apparatus and method of the present invention. In FIG. 
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5A, oscillator 128 has been replaced by waveform gen 
erator 129 that can produce repetitive narrow band 
width signals or a wide bandwidth signal. The advan 
tages of using a suitable wide bandwidth signal is that in 
one transmit-receive event, information at all frequen 
cies of interest may be collected. Typically, it will be 
preferable to scan the object under consideration with 
signals having several different frequencies. This may 
be especially true in cases where it is not possible to 
encircle the object with a ring of transducer arrays, as in 
the case of seismic imaging. Moreover, by using multi 
ple frequencies, it will typically be possible to obtain 
more data for use in reconstructing the image. The 
lowest frequency used for the signal must be such that 
the wavelength of the signal is not significantly larger 
than the object to be imaged. The highest frequency 
must be such that the acoustic signal may be propagated 
through the object without being absorbed to such an 
extent as to render detection of the scattered signal 
impossible or impractical. Thus, depending upon the 
absorption properties and size of the object which is to 
be scanned, use of multiple frequencies within the range 
indicated will typically enhance the ability to more 
accurately reconstruct the image of the object. 
The use of multiple frequencies or signals containing 

many frequencies also has the advantage of obtaining 
data that may be used to accurately reconstruct fre 
quency dependent material properties, such as the Tay 
lor series expansion coefficients of absorption as de 
scribed in section 4 below. 

In the electronic system of FIG. 4A, in order to scan 
the object using multiple frequencies, the frequency of 
oscillator 128 must be changed several times at each 
transmitter position. This increases the time involved in 
transmitting and detecting the scattered acoustic energy 
from which the image is reconstructed. In the elec 
tronic system of FIG. 5, a special waveform is used 
which inherently includes multiple frequencies within 
it. The type of waveform generated by waveform gen 
erator 129 may be the well-known Tanaka-inuna ker 
nel or the Ramachandran and Lakshiminaraynan ker 
nel, as illustrated and described in the Johnson 274 
patent. Swept frequency signals such as the well-known 
frequency modulated chirp or other types of waveforms 
could also be used to provide acceptable results. 
As shown in FIG. 5B, the waveform generator 129 

basically comprises five elements. An electronic mem 
ory device 178 is connected to the CPU 118 through 
read-and-write lines 179 and 181. CPU 118 determines 
the numerical value for a series of discrete points on the 
selected waveform. These numerical values are stored 
in binary form in memory device 178. Each of the dis 
crete values stored in the memory device 178 is then 
sent to a digital to analog converter (DAC) 180. DAC 
180 then transforms each of these digital values into a 
corresponding analog pulse which is then input to a 
sample and hold circuit 182. Sample and hold circuits, 
such as that schematically illustrated at 182, are well 
known in the art and operate to hold each analog signal 
for a predetermined period of time. Counter-timer 184 is 
used to control the amount of time that each signal is 
held by the sample and hold circuit 182. Clock and 
synchronizer 183 is triggered by computer 118 and 
advances the memory address in memory 178, synchro 
nizes the DAC 180, and controls the sample and hold 
182. 
With each clock pulse from counter-times 184, the 

sample and hold circuit 182 retrieves one of the analog 
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signals from DAC 180 and then holds the value of that 
signal for the duration of the clock pulse. Sample and 
hold circuit 182 thus outputs the approximate shape of 
the desired waveform which is then input to a low pass 
filter circuit 186 which is used to smooth the shape of 5 
the waveform before amplification and transmission 
through multiplexer 132 to one of the transmitters. 
The electronic system of FIG. 5A also differs from 

the system shown in FIG. 4A in that the amplified ana 
log signals output by the preamplifier 136 are ditigized 10 
by a high-speed analog-to-digital converter 144 rather 
than being input to a phase detector. The digitized sig 
nals are then transformed by a complex fast Fourier 
transform (hereinafter "FFT") operation provided by a 
parallel processor 146 prior to being input and stored in 15 
the memory of the CPU 118. As described further in 
section 3 below, CPU 118 then reconstructs the image 
using a novel inverse scattering technique. Use of array 
processor 120 with CPU 118 in FIG. 4A and parallel 
processor 146 with CPU 118 in FIG. 5A is arbitrary and 20 
in principle either array processor 120 or parallel pro 
cessor 146 or special purpose hard wired computational 
hardware could also be used in either FIG. 4A or 5A to 
accomplish the image reconstruction, as described fur 
ther in sections 3. 

3. The Method of Image Reconstruction Using In 
verse Scattering Techniques 

In order to reconstruct the acoustic image of an ob 
ject which has been scanned with acoustic energy, it is 
first necessary to acquire a complete set of signals 30 
which have been scattered and transmitted through the 
object. As previously described, this may be accom 
plished in the illustrated embodiment by encircling the 
object 98 (see FIG. 1) with a ring of transducer arrays 
70 (see FIGS. 2-3). Each transmitter array 100-107 is 35 
sequentially triggered in a first position so as to propa 
gate a series of acoustic signals at multiple frequencies. 
After each transmitter array 100-107 is triggered, re 
ceiver arrays 108-115 are used to receive the scattered 
acoustic energy. The ring of transducer arrays 70 is then 40 
mechanically or electronically commutated as de 
scribed previously and the process is then repeated. The 
ring of transducer arrays 70 is commutated as many 
times as needed in order to transmit acoustic signals at 
multiple frequencies from each point around the object. 45 
In other words, data are transmitted at multiple fre 
quencies and received at each position around the ob 
ject 98 so as to insure a complete set of both echo and 
transmission data. 

After the scattered acoustic energy signals have been 50 
detected by the receiver arrays, the signals are pro 
cessed, as described above in connection with FIGS. 4 
and 5, in order to develop an electronic analog that 
represents the real and imaginary components of each 
signal and in order to digitize each analog signal prior to 55 
its input to the CPU 118. CPU 118 is programmed to 
reconstruct the acoustic image of the object using novel 
inverse scattering techniques. The resulting acoustic 
image thus contains information which can be used to 
display not only the size and shape of the object, but 60 
also the internal material properties at each scattering 
point within the object. These properties, including 
tissue density, absorption, and speed of sound, can be 
used to provide a much more accurate overall picture 
which shows not only the size and shape of the object, 65 
but also the state at each scattering point within the 
object. This additional information can be highly useful 
in helping to more accurately diagnose the state of the 
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tissue in the case of medical ultrasound imaging, or in 
providing much additional useful information in other 
fields such as seismic surveying or the like. 
To better understand the data processing steps used 

to implement the inverse scattering techniques used in 
reconstructing an acoustic image in accordance with 
the present invention, it is helpful to examine the imple 
mentation of the data processing steps using several 
different examples. Accordingly, reference is next made 
to a description of several presently preferred examples 
for implementing the data processing techniques, al 
though it should be understood that the apparatus and 
method of the present invention are not necessarily 
limited to the examples which follow. 

EXAMPLE 1 

Image Reconstruction in the Case of Simple Scattering 
Potentials for Single and Multiple Frequency Data 
In this example, a model is described for reconstruct 

ing an image from the special scattering potential given 
by y = 1-co/cG)--i2a(x)coc(x)), where a(x- 
)=doo. This scattering potential does not include the 
effect of inhomogeneous density variations (i.e., fre 
quency dependent absorption), but it does include the 
effect of a single term of frequency dependent absorp 
tion. In many materials, no=1, i.e., a(x)= acco, is a good 
approximation to the frequency dependence of absorp 
tion. 
Two important equations for modeling the propaga 

tion of sound through an inhomogeneous fluid-like 
body immersed in a homogeneous fluid bath are the 
Helmholtz wave equation (the inhomogeneous form) 
and the Riccati wave equation. These equations are 
often used to model the scattering of sound by such a 
body and are related by the transform p(x)=p(x)e() 
and are given, respectively, by 

Vo()--Vo(x) Vo(r)+2Vln 
p(x)-vo(r)-ky(x)=0 (1b) 

where k?= o?/co, co is a constant speed of sound 
(usually taken in the fluid bath), a) is constant angular 
frequency, p(x) is acoustic pressure, and p(x) is acoustic 
pressure in the incident field. Here, y is the scattering 
potential given by 

y=1-c/cg)+i2c'a(x)/(occ) (2a) 

where cox) is the speed of sound in the body. Here, a 
contains absorption information and is essentially equal 
to the linear absorption coefficient for weak scattering, 
e.g., in soft tissues. The equations above may be modi 
fied to include variations in density p within the body, 
but such generalization leads to more complicated equa 
tions. Fortunately, they can be transformed to a form 
equivalent to equation (1a), except p in equation (1a) is 
now replaced by p(x)p(x)), where p(x) is the density. 
Since the scattered field is usually measured in the ho 
mogeneous bath or in material where p is a known 
constant, equations (1a) and (1b) may still be used to 
find a new and more complete scattering potential 
yc(x), p(x), a(x), ol. This more complete scattering 
potential containing density is given by 
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A model for determining the scattering potential given 
by equation (2b) is described in Example 2 below. 
Although equations (la) and (1b) are equivalent as 

related by the above transform, they have different 
mathematical properties and physical interpretations. If 
p is the total pressure field and if po, the incident pres 
sure field, is defined to be the field in the absence of the 
body, then w/i can be given a physical interpretation 
and is the complex phase difference between the total 
field and the incident field. The quantity w/iko has di 
mensions of length and may be considered to be like an 
optical path length. The quantity w/ikoco=w/ia) has 
units of time and may be considered to be an average 
time of arrival of the scattered field. For complex ob 
jects, these intuitive interpretations may become diffi 
cult to visualize or use, but the simple idea of the real 
part of w/i being a phase shift and the imaginary part of 
w being the ratio of the moduli of incident and the total 
fields is still valid. For ultrasound computed tomogra 
phy (often abbreviated UCT) in soft tissues, the scatter 
ing potential y is usually small, e.g., y S0.1) is typi 
cal, and the change in p per wavelength due to attenua 
tion is small; therefore, w is a more slowly changing 
function than p. This may reduce the sampling fre 
quency to represent w or lead to greater accuracy in 
determining w at a given sampling frequency. Thus, for 
UCT, linearizing equation (1b), i.e., the Rytov approxi 
mation, produces superior images as opposed to linear 
izing equation (1a), i.e., the Born approximation. 

Historically, equations (1a) and (1b) have been used 
to provide UCT images only when modified by certain 
approximations, such as those of Born or Rytov. Such 
approximation solutions are described by Wolf, Muel 
ler et al.2 and Norton et al. As noted above, the results 
achieved by using such approximations do not lead to 
reconstruction of an acoustic image that accurately 
represents the actual internal material properties of the 
object. However, in the method employed in this inven 
tion, the Born or Rytov approximations are not used 
and yet the resulting acoustic image contains all orders 
pf scattering information. 
Wolf, E., "Three-Dimensional Structure Determination of Semitrans 
parent Objects from Holographic Data," Optics Commun. 1, 153-156 
1969), 
Mueller, R. K., Kaveh, M., and Wade, G., "Reconstructive Tomogra 
Ry and Applications to Ultrasonics," Proc. IEEE 67,567-587 (1979). 
Norton, S. J. and Linzer, M., "Ultrasonic Reflectivity Imaging in 
Three Dimensions; Exact Inverse Scattering Solutions for Plane, Cylin 
drical, and Spherical Apertures," IEEE Trans. Biomed Engineering 
BME-28, 202-220 (1981). 
The following explanation of notation is given to 

facilitate obtaining an understanding of the invention. 
The scattering potential y changes from point to point 
within an object or body as well as changing with fre 
quency of the incident field. Thus, yo means y(x) or 
the scattering potential at pixel j or point j for incident 
field at frequency a). y107 then means the set of all values 
of yoat all j and also may be considered to be the vec 
tor composed of all values of j, i.e., yo={y}. Like 
wise, y is a vector composed of samples at all xj and at 
all frequencies, i.e., y = {y} = {{y}}. To emphasize 
the vector nature of a variable, a bar is placed under 
neath said variable, e.g., y = {y} = {{y}} above, the 
curly brackets { } are placed around a vector compo 
nent, e.g., yo), to indicate that the complete set of 
components, i.e., a vector, is called for. The same nota 
tion will apply to other variables, e.g., the fields fodi, as 
well. 

In the case of the Helmholtz equation (1a), let frepre 
sent some field such as p or (ppi). Then the Helmholtz 
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wave equation (1a) in f may be transposed to an integral 
equation with built in boundary conditions, as follows: 

2:) A ?acs) - Alc) (3) 

Here the symbol Ameans "equal by definition" or 
"identical to by definition." Here fod(e) is the scattered 
field, fod(n)is the incident field, d is the source location, 
a) is the frequency, and g() is the outward-going-wave 
Green's function. Q is the dimension of the space. Equa 
tion (3) may be transformed into a system of algebraic 
equations by expanding the product ko'y(x)fod(x) 
from equation (3) by a set of basis functions. The result 
is a set of detector or measurements equations given by 

N 4. 
?ign S. yojadiponj A Py, (4) 

1, ..., M. 
l, . . . , is 
l, . . . . ) 

and a set of field constraint equations inside the body at 
point 1 given by 

where fodi=fod(x) and fodf(i)=fd(i)(x) are the ac 
tual values of the field scattered at a point x1 in the 
object, and fodm() is the detected field at points xn. 
Although Colji=Dolj, a separate symbol Donjis used to 
correspond to measurment point xm on a detector. Comi 
and Doni are constants given by 

CoA ?uc'-y)g.(13'-1}d's (6a) 
The functions u?)ay(x'-xy) belong to a basis set 
{\lf(x)). 
A convenient basis set for calculation is the sinc basis 

set which for a space of dimension Q is given by 

2. . p (6b) 
(x) = gi sin(7(x, - nah)/h)/ar(x - nah)/h) 

where x' is the column vector that locates the continu 
ously variable point given by the coordinates (x1, x2, . 

.., xo'), i.e., 
x'=x', x2", . . . . xof (6c) 

and wherejrepresents a vector x, located at fixed coor 
dinates (nih, n2ih, . . . , noh), i.e., 

f's nih, n2h, . . . . noh) 

Equations (4) and (5) must be solved as a set. How 
ever, this does not preclude using a method of alter 
nately solving equation (4) for yo) with {fj} fixed 
and then solving equation (5) for fod) with yo) 
fixed. In principal, it does not matter which equation is 
solved first to start the iteration. In Examples 1, 2, and 
3 that follow, the convention is followed by solving for 
{fod) first and for {y} second for each iterative cycle. 
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If the scattering potential yo is small enough (which 
is the case for medical ultrasonic and seismic imaging), 
a fixed point method may be used to solve equation (5) 
with y fixed by the following iterative scheme: 

(7a) 
N f = 6 A. * city: + (1 - 6)/3, 

0 < e s 1 

Here, ye?) is a trial guess for yoji, and fod?k) is the k-th 
guess for f. If the spectral radius of the matrix 
gcoity--(1-6)6) is less than unity, equation (7) will 
converge. A nearly optimum £3 is found by a search 
method. For medical ultrasound or seismic work, a 
value of 3-1 should work in most cases. 

It is useful to define the residual of an equation, such 
as equation (5), as the value of the right-hand side minus 
the value of the left-hand side. For example, here the 
residual for the field equations may be written 

(7b) :-Ay-A) + 3, city. 
It is useful to consider (rod-?old as a column vector 
with components rob?old). Then the norm of (robold)} 
may be defined according to standard numerical analy 
sis practice. A useful norm is the "two norm' defined 
by (xi} |2=(X,xi2). This norm is often written in 
abbreviated notion as 

xi = (; li) 
A generalization is possible to the p norm given by 

lap 

lxilip : (; |x|) 
For the purposes of this example, the one norm or two 
norm are more useful. Convergence of equation (5) may 
then be verified by examining the norm of the residual 
r of equation (7b). A similar concept is described further 
below in the iterative scheme for testing of convergence 
of equation (18). 
The sum in equation (7) is a convolution of Co, with 

yafod, since Caj is a function of x-xf' by inspec 
tion of equation (6). The convolution in equation (6) 
may be performed in a relatively fast operation by use of 
the convolution theorem and using a fast Fourier trans 
form (FFT) operation. Several iterations of equation (7) 
with fixed y(t) will lead to a best fit of the internal field 
of food to a particular y(t). But it is not necessarily 
correct and must be updated. This suggests that foll be 
updated for a given fixed y(t) and then y(t) is up 
dated while holding fixed the new value of fibr; the 
process is repeated until convergence is acceptable. The 
information for updating yo() must come from equa 
tion (4), since equation (5) has already been used, and 
since, clearly, the information from the scattered field 
measurements must be incorporated into the process. 
This process also advantageously gives the solution for 
the internal field fibl, even though the ultimate result to 
be obtained is the scattering potential. 
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To solve equation (4) for yi at a fixed value of fod 

and c), the idea of backprojection is used. In x-ray com 
puted tomography (x-ray CT), the concept of backpro 
jection has been a powerful tool for image reconstruc 
tion from projections. Backprojecting x-ray CT data 
directly produces an image which is a blurred version of 
the original object. The original object may be recov 
ered by convolving with a deblurring function. The 
backprojection operation spreads the detector density 
values along the x-ray paths back to the detector. The 
sum of this operation for all source positions is the back 
projected image. 
The concept of backprojection as used in x-ray CT 

does not translate exactly in the case of finding yol by 
backprojecting the measured values offbn(s) from the 
detector measurement set {m, d, o), since there are no 
explicit ray paths in equation (4). However, an analogy 
can be found. Equation (4) is a sum over all scattering 
points in the body, each of which radiate an outward 
going spherical wave whose initial modulus and phase 
at point j are given by the product effodi, and whose 
complex phase at detectorm is given by multiplying this 
product by the Green's function-like propagation coef. 
ficient Domi. 

Therefore, the step that is analogous to backprojec 
tion into a picture element ("pixel') would be to reradi 
ate the detected signal at each detector m with a phase 
corresponding to the negative of the shift in scattering 
from pixel 1 to detectorm. Thus, the round trip phase 
shift from pixell to detectorm and back to pixell would 
be zero (for signals received at all m that originated at 
pixel 1), and the sum over all m into would add con 
structively. Backprojecting signals from all m into pixel 
that did not originate at from pixel 1 would not result 

in a zero phase shift and therefore would result in de 
structive interference, Two formulas that may be used 
would be to multiply fon(s) by Don?' (here, the star 
symbol " indicates taking complex conjugate) and sum 
over m, db and c), or to divide fodbmc) by Domi and sum 
over m, db and c). The renormalization of amplitude is 
different in each case. Either of these formulas still does 
not complete the analogy of backprojection in a logical 
sense, since actually the influence of the product yf b. 
not y alone, is backprojected. Thus, for each db, back 
projection, as defined above, produces a blurred image 
of yf b. Also, ify is frequency dependent, which it usu 
ally is, then summing over a) may not produce the best 
image. Thus, the above general scheme must be modi 
fied as, for example, described next. 

Backprojection of y can be achieved by dividing the 
backprojected image of fly by f for each d, and then 
summing all such modified images over d. Using the 
Don?' form, the backprojection process is summarized 
by a formula for y, here defined to be the backprojected 
approximation of the scattering potential yo, as follows: 

d M 8a. 59 - kai, (14);, D'and, A B/2, " 
Here, klis a normalizing factor taken to be 2n/d, and B 
is the backprojection operator. The sum over m already 
has a renormalization factor built into the D", so K does 
not depend on M. If the frequency dependence of y is of 
a sufficiently simple and special form, then the spatial 
resolution of y can be further improved by extending 
the backprojection operation to include summing over 

D 
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o). For example, if y is given by equation (2a) and if 
a=aocyo, then y, as given by the following formula, 
will have improved spatial resolution and will still be 
quantitatively accurate. 

g 8b) y = l Refyl) + i ..., o?-noimi.) A BI/3), ( 

Note that equation (8b) is a special case of equation (8a). 
The closeness of approximation to yo by yo for single 

frequency data has been investigated by considering the 
much simplified problem of a single weak scattering 
point at x (so that the Born approximation is valid), 
with plane wave sources radiating sequentially from all 
angles and a circular ring detector at a very large radius 
(where the asymptotic form of Green's function is 
valid). In this case, for a single frequency, yo obtained 
from the integral form of equation (8a) may be evalu 
ated analytically and is found to be proportional to 
Jo?(k?x-xs), where Jo is the well-known zero order 
Bessel function. For the three-dimensional case of a 
spherical detector of a very large radius, y is propor 
tional to sinc (kx-xs. For larger objects, stronger 
scattering, or other detector configurations, the blur 
ring in yo will be different from the above examples and 
not necessarily convolutional. If equation (8b) is ap 
plied, then an even sharper point response function is 
obtained. 
The above image of y(k), given by equation (8b), must 

be deblurred to find y(k) by adding to the correction 
obtained by operating with previously defined B) on 
the difference of the true scattered field fod(sc) and the 
predicted scattered field Py(k)). Here 

Pyod = Pomfodiyaj 

is a "projection' (actually scattering) operator. This 
deblurring operation may be written for a single fre 
quency 

y(k)(1)=BIf(c)-Py(k)(0)+k(0) (9) 

where y(k)(0) is defined to be y(k) from equation (8a). 
Of course, the operation of deblurring may be repeated 
and the general iteration formula, using operator nota 
tion upon reordering, is 

y(8(t)=Bf(sc)+(I-BPly(n) (10) 

This process converges only if I-BP) has positive 
eigenvalues which lie within the unit circle. Another 
formula which always converges for appropriate y, 
since (BP) BP has no negative eigenvalues, is given by 

y(k)(n+1)=x(BP) Bfsc)--I-K(BP) BPy(k)(n) (11) 

Here, the dagger symbol indicates taking the com 
plex conjugate transpose. Optimum convergence of 
equation (11) occurs when the underrelaxation parame 
ter K is given by K=2/(Anax-i-Amin), where Amax and 
Mnin are the maximum and minimum eigenvalues, re 
spectively, of (BP) BP. Although equation (11) always 
converges, it may actually converge more slowly than 
equation (10) because the eigenvalues of (BP) BP are 
less tightly clustered than those of BP. Thus, if BP has 
no negative eigenvalues, the following formula may 
converge faster than either of equations (10) or (11): 
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y(k)(n+ )= K2B?c)+ I= KBPy(k)(n) (12) 

Here, the best value of the underrelaxation parameter 
K2 is two times the reciprocal of the sum of the largest 
and smallest eigenvalue of (BP). 
The convolution operation Bfod(e) can be done by 

FFT only if fod(s) is defined on a rectangular grid con 
taining field points or is interpolated onto such a rectan 
gular grid. Even the more complicated equation (11) 
may be computed by FFT by noting that (BP) = P B 
and performing the B and P convolutions sequen 
tially. 

Insofar as the possibility of fod(k) vanishing at some 
pixel x1 is concerned, for medical ultrasound tomogra 
phy or seismic imaging, by using a small enough value 
ofa), this is unlikely; but in such cases, a modification of 
equation (8a) is suggested, which still may be valid: 

(13) 
d d S) Ki: (ally,i, 

A. 3m) 
It is instructive to insert the scattered field from a 

single scattering point, fodbm=X,5sfodildon, into ei 
ther equation (8) or equation (13) and verify that a 
sharply peaked distribution of y values occurs around 
pixels (here, 8–1 for s=j and 0 for styj). Equation 13 
suggests setting Ki=Xm Domi'Doni. In practice, any Kl 
is made workable by the correct choice of K1 or K2 in 
equation (11) or equation (12). 
The foregoing description is based on the use of the 

Helmholtz wave equation (la) to model the scattered 
acoustic energy propagated through an object. As 
noted above, the Riccati wave equation (1b) could also 
be used for purposes of the model. The Helmholtz par 
tial differential equation (1a) may be transformed to the 
Riccati partial differential equation (1b), as described 
above. By use of Green's theoreum, equation (1b) may 
be transformed to the following integral equation: 

Als)., P.A. 

For incident, plane waves, eikod)-2, G=e- 
ko(d)(xx) g(x2), where g is the same as in equation (3). 
By the method of moments, wob and Vwby w may 

be expanded in special sinc basis functions (li), and 
upon substituting the basis expansions of wood, yo, and 
Vwo-Vwod into equation (14), interchanging integra 
tion and summation, and evaluating x at rectangular 
node points, the following algebraic equations are ob 
tained, respectively, for points xn on the detector and 
for points xn in the Q-dimensional support window 
containing nonzero values of yo: 

N 15 X. (15) 
dm + 

S 3D m = 1, . . . , M 
21'orf - -1,..., 

2 N - (16) 
di = -ko f Podblfyoj - 

1, . . . , N N - 
3-D • WW); 2, Padi?vodvo), - ... 
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The constants Dodni and Dodblf in equations (15) and 
(6) are obtained from 

Dobuj=July(x")God(x-x}dx' (17) 

Here, Wodon is defined to be the measured value of wo 
at detector point xn. Also, here yaj, wood, and 
(Vwood Vwood) are the respective values of y, wood, and 
Wwod Vwd at point xj. Equations (15) and (16) are the 
detector and field equations analogous, respectively, to 
equations (4) and (5). Inspection of equations (15-17) 
and the definition of God show that the sums in equa 
tions (15) and (16) are convolutions and can thus be 
done using an FFT operation. 

Having described one example which illustrates two 
alternative mathematical or physical models which may 
be used to model scattered acoustic eqergy and to pro 
cess data so as to reconstruct an acoustic image using 
inverse scattering theory, reference is next made to 
FIGS. 6A-6F which schematically illustrates a flow 
diagram for programming the CPU 118 or combination 
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of CPU 118 and array processor 120 or parallel proces 
sor 146 in order to enable CPU 118 or said combination 
to control the electronic system of FIGS. 4 or 5 and the 
apparatus of FIGS. 1-3 in accordance with one pres 
ently preferred method of the invention. It should also 
be understood that special purpose computational hard 
ware should be constructed to incorporate the flow 
diagrams of FIGS. 6A-6F. The flow diagrams of FIGS. 
6A-6F are merely illustrative of one presently preferred 
method for programming CPU 118 using the Helmholtz 
wave equation for modeling scattered acoustic energy, 
as described above in Example 1. Any suitable com 
puter language which is compatible with the type of 
CPU 118 that is used in the electronic system can be 
used to implement the program illustrated in the dia 
grams. 
As shown in FIG. 6A, CPU 118 is programmed so 

that it will first cause the transmitter multiplexer 132 
(see FIGS. 4A and 5A) to sequence in turn each acous 
tic transducer 100-107 (FIGS. 2-3) so that each trans 
mitter will in turn propagate a signal at a selected fre 
quency. In the case of FIG. 4A, for each transmitter 
position, sequential multiple frequencies may be trans 
mitted by changing the frequency of oscillator 128, 
whereas in the system of FIG. 5A multiple frequency 
signals are transmitted by selecting and generating a 
type of waveform which inherently includes multiple 
frequencies. 
As schematically illustrated in step 201, for each 

transmitter from which a signal is sent, CPU 118 next 
causes a receiver multiplexer 134 to sequence each re 
ceiver array 108-115 so as to detect the scattered acous 
tic energy at each position around the ring of transduc 
ers 70. The receiver arrays 108-115 detect scattered 
acoustic energy for each frequency that is transmitted. 
As described previously, the electronic system then 
amplifies the detected signals and processes the signals 
in order to develop the electronic analog of the real and 
imaginary mathematical components of each signal and 
in order to digitize each detected signal. 
Once the scattered acoustic energy has been de 

tected, processed, and digitized, CPU 118 next deter 
mines the incident field fodfin), as indicated at step 202. 
The incident field is determined from the acoustic en 
ergy (i.e., frequency and amplitude components of the 
transmitted wave form) and transducer geometry from 
which the incident field is transmitted. CPU 118 then 
estimates the scattering potential yo(k=0) and and the 
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internal fields fod(k0) for each picture element, as indi 
cated at steps 204 and 206. The initial estimate for the 
scattering potential can be set at either 0 or at an aver 
age value which is derived from the average density, 
acoustic absorption, and speed of sound estimated for 
the object. When applicable, a lower resolution image 
of y, such as produced by a more approximate method 
such as the time-of-flight method described in U.S. Pat. 
No. 4,105,018 (Johnson) may also be used to advantage 
to help minimize the number of iterations. The initial 
estimate of the internal fields fod may be determined by 
using the initial estimate of the scattering potential, or 
the incident field can be used as the initial estimate for 
the internal fields. 
CPU 118 next determines in step 208 whether the 

norm of the difference between (a), the scattered field 
fodin(e) as detected and measured at the acoustic receiv 
ers, and (b), the predicted scattered field X Domfodify 
as determined by CPU 118 using the estimated scatter 
ing potential and estimated internal fields, is less than a 
selected error value e1. The difference, or, as it is some 
times called, the residual error or simply the residual r, 
is given by the equation 

N (18) 8 - 3 - 3, Pomfo?y 
Each residual has the physical interpretation of the 
error in satisfying a physical model equation due to a 
departure in the trial solution from the exact solution. In 
the usual case, the internal fields as estimated will not be 
accurate and the process may proceed from step 208 to 
step 212. The two norm or total root mean squared 
(rms) residual error is defined as the square root of the 
sum over all detector signals at all frequencies and for 
all source positions, and is given by 

(19) 
r(sc) - 22 (i. X 3. ) 

where a corresponds to frequency, db corresponds to 
source positions, and m to detector positions. 

If the total root mean squared residual error or two 
norm of the difference between the measured scattered 
field and the predicted scattered field is less than the 
selected error value e1, CPU 118 uses the scattering 
potential y to reconstruct and they display or store the 
acoustic image, as schematically represented at step 
210. The acoustic image will include information show 
ing not only the spatial resolution of the object in terms 
of size and shape, but also showing the internal material 
properties of density, speed of sound, and acoustic ab 
sorption at each scattering point within the object. 

If the norm of the difference determined at step 208 is 
not less than the selected error value, the next step 
implemented by CPU 118 is to use either the array 
processor 120 (FIG. 4A) or the parallel processor 146 
(FIG. 5A), depending upon which electronic system is 
used, to prepare a new estimate of the internal fields 
fod(k+1) using the last estimate of the scattering poten 
tial y(k) and the incident field fos?in), as represented at 
step 212. Alternately, step 208 can terminate and pass 
control to step 210 after a maximum knax number of 
iterations. For the case where the Helmholtz wave 
equation (1) is used as the model for representing the 

's 
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scattered acoustic energy, the updated or next estimate 
for the internal fields fodi(t), as determined in step 
212, is derived from equation (7), which may be imple 
mented by CPU 118, as illustrated in more detail in 
FIGS. 6B-6C. 
As shown in FIG. 6B, step 212 comprises a series of 

steps in which CPU 118 first determines a new value for 
the predicted scattered field by taking the product of 
the last estimate of the scattering potential y() and the 
last estimate of the internal field fod?(8) and multiplying 
them by a constant Coli, which is determined from 
equation (6). The resulting product is determined and 
summed over each scattering point 1 through n in the 
object, as indicated at step 216. 

FIG. 6C illustrates in greater detail the method used 
to implement step 216, which includes retrieval of the 
complex fast Fourier transform of the constant Col that 
is derived from equation (6), as indicated at step 232, 
which is then followed at step 234 by taking the com 
plex fast Fourier transform of the product of the last 
estimate of the internal field f(k) and the last estimate 
of the scattering potential ...) at each point in the 
object. At step 236, CPU 118 determines the product of 
the fast Fourier transforms derived in steps 232 and 234, 
which is then followed by taking the inverse fast Fou 
rier transform (step 238) to obtain the new value for the 
scattered field fod(sc)(k). CPU 118 then returns as indi 
cated at step 240 so as to return to the subprogram 
shown in FIG. 6B, as schematically indicated at the 
arrow 217. 

After the new value for the predicted scattered field 
fod?(c)(k) has been determined as described in FIG. 6C, 
it is added to the incident field fod (in), as indicated at 
step 218. CPU 118 then multiplies the sum determined 
at step 218 by another constant (3, and then adds the 
product determined in step 220 to the product of the last 
estimate of the internal field multiplied by 1 minus the 
constant g, which results in the new or updated internal 
field value fod/(k-1), as represented at step 222. As men 
tioned above, (3= 1 will work for most cases of medical 
ultrasound; however, other applications may require 
testing g to find a value which will result in conver 
gence. Several techniques for optimizing 6 are known, 
one such technique being the golden section search 
method. As shown in FIG. 6B at step 223, 3 may be 
tested to see if it results in convergence by examining 
the results of step 224; if not, a new value of 3 is selected 
at step 225 according to the above-described or other 
known search methods, and the steps leading to step 224 
are repeated. The golden section search method con 
structs a sequence of search intervals that shrink to 
limiting value that is contained in each search interval. 
The well known line search method using quadratic 
interpolation for finding a minima may also be used. 

In step 224, CPU 118 determines whether the norm of 
the difference between the updated internal field 
fobf{k+1) and the last estimate of the internal field fod(k) 
divided by the norm of this last value of the internal 
field is less than a selected error value e2. If the quotient 
determined in step 224 is less than the selected error 
value, CPU 118 moves to steps 226 and 228 and stores 
the new internal field values fo?(k+1) and then returns 
to the main program, as represented at arrow 213. If the 
quotient determined in step 224 is not less than the se 
lected error value, the new internal field value is stored 
for the next iteration, and the subroutine of FIG. 6B is 
then repeated until the quotient becomes less than the 
selected error value. The field determination, as illus 

10 

5 

20 

25 

30 

35 

45 

50 

55 

65 

22 - 

trated in FIGS. 6B and 6C, must be done for each sepa 
rate pair of a) (frequency) and d (source position) val 
ues. Here the use of parallel or special processors could 
be implemented and would greatly enhance computa 
tional speed. 
Upon returning to the main program of FIG. 6A, 

CPU 118 moves to step 214. From the updated internal 
field fod(k+1) and from the measured scattered field 
fobn(s), as detected at the acoustic receivers, CPU 118 
next determines a new estimate y(k+1) for the scatter 
ing potential. 
As illustrated in FIG. 6D, determination of the new 

estimate for the scattering potential is accomplished in 
essentially two steps, which are schematically repre 
sented at 242 and 244. In step 242, using the measured 
scattered field fon(s) CPU 118 backprojects to obtain 
an approximation y(t) of the updated scattering po 
tential. CPU 118 then deblurs the approximation so as to 
obtain the new estimate y (k+1) of the scattering poten 
tial. The two basic steps 242 and 244 are each illustrated 
in greater detail in FIGS. 6E and 6F, respectively. In 
describing the backprojection method in step 242, equa 
tion pairs (8a) and (8b) are implemented in FIG. 6E. It 
should be appreciated that equation pairs (11) and (8b) 
or equation pairs (13) and (8b) could also be imple 
mented. 

Referring first to FIG. 6E, a detailed explanation of 
the backprojection step 242 of FIG. 6D is given. As 
schematically indicated at starting step 246, CPU 118 
takes the measured scatteredfield output from step 212 
(FIG. 6A) and pads each pixel on the border of the 
measured scattered field so as to place zeros every 
where except for the detector positions M. CPU 118 
then performs a complex fast Fourier transform of the 
bordered input, as shown at step 248, and then retrieves 
the complex conjugate of the constant Dolj defined by 
equation (6) above. CPU 118 then moves to step 252 and 
takes the fast Fourier transform of the complex conju 
gate and multiplies it by the fast Fourier transform of 
the measured scattered field, as determined previously 
in step 248. The CPU 118 takes the inverse fast Fourier 
transform of the resulting product (step 256), then for 
each source position d, the measured scattered field for 
each point is divided (step 257) by the product of the 
internal field and a normalizing constant derived by 
multiplying a constant k1 by the number of detector 
positions M and the number of source positions db. K1 
may be optimized similar to 3 described in FIG. 6B. 
The result is summed over each source position to ob 
tain the backprojected estimate of the scattering poten 
tially (k+1), as indicated at step 258. The CPU 118 then 
separates yo(k+1) into real and imaginary parts in step 
259 in preparation to applying backprojection equation 
(8b). Next, CPU 118 completes the backprojection by 
taking a weighted sum overa), as per equation (8b). This 
is done in step 260, setting the real part of y(kit) equal 
to the sum over a) of the real part of yo/(k-1). Also in 
step 260, the imaginary part of y(k+1) is computed by 
summing over a) the product of co raised to the (1-no) 
power and the imaginary part of yo(k+1). Finally in 
step 260, the real and imaginary parts of the complex 
scattering potential estimate y(k+1) are combined into a 
complex vector that is output, as schematically indi 
cated at the arrow 243. CPU 118 then moves to the 
deblurring process (step 244 of FIG. 6D). 

FIG. 6F shows the steps that comprise step 244 of 
FIG. 6D for deblurring the backprojected estimate of 
the scattering potential. With reference to FIG.6F, the 
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backprojected estimate y(k+1) for the scattering poten 
tial is input, as schematically indicated at arrow 243, and 
CPU 118 then determines the new value for the pre 
dicted scattered field P(k+1)(in) by taking the summa 
tion over each scattering point j in the object, of the 
product derived from multiplying the previous estimate 
yf () of the scattering potential times the internal field 
fodj at the scattering point times the constant Cali at that 
point. This operation is performed for each frequency 

. 

Once the new value for the predicted scattered field 
is determined from step 262, CPU 118 then subtracts 
(step 264) the new predicted value from the scattered 
field measured at the detectors. The difference is then 
backprojected, as represented at step 266, using the 
same steps previously illustrated and described in FIG. 
6E. The backprojected result is then multiplied by a 
constant K2 as indicated at step 268 and the resulting 
product is then added to the backprojected estimate 
yek+1)() for the updated scattering potential, as indi 
cated at step 270. The CPU 118 then determines at step 
272 whether the multiplication constant K2 used in step 
268 was appropriate, and if not a new constant is se 
lected at step 278 and the backprojected difference is 
then multiplied by the new constant, as indicated at step 
279, before repeating again steps 268,270, and 272. The 
optimum value for K2 is estimated by a search for that 
value which minimizes the norm of the difference be 
tween f and the predicted scattered field Py(t) 
similar to the search method for A3 described above in 
connection with FIG. 6B. If the multiplication constant 
is valid, CPU 118 then checks at step 274 to determine 
whether the norm of the difference between the scat 
tered field measured at the detectors and the predicted 
scattered field derived by using the updated value of 
the scattering potential is less than a selected error value 
es. If so, CPU 118 returns to the main program, as 
schematically indicated at step 276 and line 215, and 
CPU 118 then repeats steps 208 to determine whether 
the reconstructed image is ready to be displayed. 

EXAMPLE 2 

Image Reconstruction for the Case of a General 
Scattering Potential with Density Dependence from 

Multiple Frequency Data 
The inverse scattering technique described in Exam 

ple 1 may be generalized to reconstruct a scattering 
potential that includes terms in density, polynomial 
frequency dependent absorption, and speed of sound. 
The scattering potential is generalized by adding a den 
sity dependent scattering term, and is represented by 
the following expression: 

c co c (20) 
C (YV2n ty(x) = 1 c(x) + p4(x)Vp f(x) + i2 cocOx) a(x) 

This equation can be further generalized to fit almost 
any material absorption properties by expanding a(x) as 
a polynomial 

On substitution of equation (21) into equation (20), the 
scattering potential becomes, when using only the first 
three terms of equation (21), 
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2 2 (22) 
y(x) = 1 - i -- --plgvip-le(s) 

co ao(x) 
2 c(x) + ai(x) + wa2(x) 

For many materials, a = a2 st0 and only the at term is 
necessary. In other materials, use of all terms will in 
crease the accuracy of representation. 
The scattering potential, as written in equation (22) 

above, is frequency dependent. This can be made more 
clear by writing y(x) in the following form: 

or equivalently as the inner product of two vectors: 
y(x)=1, ot, ico, i, ioT(x) (23b) 

where i-V-1 and where r(x) is the column vector 
... given by 
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T=To r, r2, r3, TT (24) 

Here, ) means transpose of row vector). Then, the 
components of I are given by 

It follows that if yois evaluated at two frequencies, 
then to and I can be determined. Furthermore, ify is 
evaluated at five frequencies, then To, T1, T2, 3, and 
T4 can be evaluated. If given the set I = {To, Il, T2, 3, 
I4) of frequency independent functions, then the more 
familiar material properties (c, p, ao, a1, a2) can be 
obtained by the following formulas by equating terms of 
the same power of a) in equations (22) and (23). There 
fore, c(x) is given by 

c(x)=col= f(x)), (26) 

p(x) is the solution of the boundary value problem 

V2 m cor(x))p(x) = 0 (27) 
p(x) = pe(x) on the boundary 

and do, a 1, and a2 are given, respectively, by 

a(x)=c(x)2(x)/(2co), (28) 

a 1(x)=c(x)3(x)/(2co), (29) 

a2(x)=c(x)4(x)/(2co). (30) 

It is clear that more terms in the absorption polynomial 
could be used if higher accuracy is required. Further 
more, the solution p(x) of the boundary value problem 
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given by equation (27) is possible with existing, well 
known methods. One well-known method is that of 
discretizing equation (27) to obtain a system of linear 
equations that may be solved for p(x). A particular form 
of this approach that is especially fast is described later 
in this section in Example 3. Since solving for p(x) by 
the preceding method requires 1(x), it is necessary to 
first derive a technique to find To, T1, T2, 3, T4). 

In practice, the use of only five frequenices may not 
produce useful images because of the ill-conditioning of 
a particular problem. For example, if the sources and 
receivers can only be placed on one side of a body, e.g., 
a square body, then only as many receivers and as 
many transmitters can be used, as in the case where the 
transducer surrounds the body. Thus, at least (4)2= 16 
times more data must be collected in the former case 
than for the case of the transducer surrounding the 
body. In practice, the image quality improves as the 
number of separate frequencies is increased. 
The need for data at many frequencies requires that 

the scattering potential coefficients I = To, T1, T2, IT3, 
4) be chosen so that the frequency dependent scatter 

ing potential y(x) satisfies equations (4) and (5) at all 
frequencies. This requires least-squares fit of the vector 
I to the backprojected and deblurred values of y(k+1), 
as given by equations (11) or (12) and as illustrated as 
output 215 in FIGS. 6D and 6F. The least-squares fit is 
conveniently obtained by use of the conjugate gradient 
method because of its speed of convergence and stabil 
ity, even with noise-contaminated data. 
The least-squares problem is formulated as follows: 

Let yok+1)(x) be the (k+1) trial fit of yo at each fre 
quency () obtained by backprojection and deblurring 
using the methods described in Example 1. In particu 
lar, equations (8) or (13) for backprojection and equa 
tions (10), (11), or (12) for deblurring may be used. Let 
y(k)(n+1) be the result of these operations. A method 
for obtaining from the set {(k)(n+1)} is described 
next. 
Considering equation (23b), it is clear that for each x 

and for each co, equation (23b) is one equation of a 
larger linear system of equations that may be written as 
for the h-th value of co, i.e., oh, as 

4. 3. Settle) 2, MT{x+DG), h = 1,2,..., H '" 
or in matrix notation 

The matrix M is defined as follows: for each j, Mhis an 
element of the row vector 1, oh, icoh, i, ico). Since, 
in general, the number of frequencies H may be greater 
than five, equation (31) is overdetermined, although 
each y(k)(n+1) may be a blurred version of the true 
yo. Thus, the I(k)(n+1) that best solves equation (31) 
may be chosen to be the least-squares solution of equa 
tion (31). Since the iteration index (n-1) refers to the 
deblurring step only, it is omitted in equation (31b). If 
equation (31) is multiplied by M, the result is 

M MT(k)=M (k) (31c) 
The system of equations (MM)I(K)=(M)y(k) is at 
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Many methods for finding the least-squares solution 
of equation (31) are known and a particularly fast 
method that converges in 5 or less steps is described 
below. 

Least-squares problems may be solved very conve 
niently by application of the conjugate gradient (c.g.) 
method. The c.g. method has many advantages over 
other methods for solving systems of linear equations 
such as: 

1. It converges in a finite number menrank of steps to 
the least-squares solution of a rank nrank nonsingu 
lar system. 

2. The rate of convergence is so rapid that often 
m (<nrank steps lead to a sufficiently accurate 
results. 

3. No matrix inversion is explicitly performed and no 
inverse matrix is computed stored. 

4. The method works well even for ill-conditioned 
systems of equations. 

Convergence in m(<n steps occurs when the eigen 
values are distributed in m or fewer tight clusters. 
Although many variations of the c.g. method exist, 

the following version is preferred because of its relative 
simplicity and its ability to reduce simultaneously both 
the squared total residual (a measure of range error) and 
the squared solution error (a measure of domain error) 
at each iterative step. Given a system of linear equations 
Az=y, the least-squares solution x may be found by 
forming a new system of equations: 

(A A)z = (A y) (32) 

The new system of equations (32) has the advantage of 
having a matrix (AA), which is Hermitian and square 
(a matrix M is Hermitian if M =M). 
For real systems Ax=y, the system (32) can be solved 

without explicitly computing the matrix (AA). This 
method also applies to complex systems Az=y. If the 
number of measurements y exceed the number of un 
known z, then the matrix A is rectangular, but (AA) is 
still square with the dimension on a side equal to that of 
column vector z. Thus, rectangular overdetermined 
systems can also be solved by the c.g. method. 

Let a range error function ER(z) and domain error 
function ED(z) be defined in terms of the residual vector 
r=y-Az, and the solution error vector Az=zsolin-2 by 
the formulas: 

ED(z)=(Zsoltn-z) (zsolin-2). (33b) 

ER and ED approach zero as z approaches the solution 
Zsolin or approaches a global minimum as z approaches 
the least-squares solution zls. 
The c.g. method reduces both range and domain 

error functions in each iterative step. The c.g. method 
uses the concept of an inner product. The inner product 
<u, v < of two vectors u =ul, u2, ...) vacy, v2, . . . 
is defined by 

The complete c.g. method comprises the following 
most of rank 5, since (MM) is a 5 by 5 matrix. Thus, 65 steps: 
efficient iterative methods should solve equation (31) in, 
at most, 5 steps, since equations (31a), (31b), and (31c) 
are equivalent. 

1. Set up the initial conditions. Choose z0), the start 
ing guess for z Choose the stopping criteria E, or 
alternately, e2. Set 
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2. The next series of steps comprises one iteration of 
the c.g. method. Compute 

s (r. g = A + (36a) 10 

3. Compute 

h(n)=Ag(n). (36b) 

4. Compute 15 

e(n-1)= <g(n-1), h(n)>. (36c) 

5. Compute 
2O 

b(n-1)e(n-1)/(n-1). (36d) 

6. Compute 

s(n)-g(n)--b(n-1)-(n-1). (36e) 25 

7. Compute 
g(n)=h(n)--b(n-1)g(n-1). (36f) 

30 
8. Compute 

d(n)= g(n)|2. (36g) 

9. Compute 35 

c= <g", r > or c = <girl, stres. (36h) 

10. Compute 
g(n)-(n)/(n). (36i) 40 

11. Update solution by the step, 
(n+1)-(n)-a(n)s(n). (36j) 

45 
12. Compute 

(n+1)-(n)-a(n)(n). (36k) 

(Alternately, the equivalent but more time-con 
suming step r(n+1)=y-Az(n+1) could be used.) 

13. Test for convergence by use of one or more of the 
following appropriate tests: 
a. 

50 

55 
If H r(t) <e, go to step 14, else go to step 2. (361) 

b. An alternate test for convergence is: 

If |r(h)-r()/r)<e2, go to step 14, else 
go to step 2. (36m) 

c. A further alternate test for convergence is to 
count the number of iterations n and compare to 
Some upper bound instopsin max. 

65 
If n>nstop, then go to step 14, else go to step 2. (36n) 

14. Exit c.g. method. 

28 - 

The vector g behaves like a gradient because, at any 
point, z the vector g(z) is the steepest descent direction 
of the error function E(z) and the modulus of g is pro 
portional to the slope of descent. Two vectors u and v 
are said to be conjugate with respect to A if the inner 
product of u and Av is zero, i.e., <u, Ayd =0. The 
descent correction vectors scr) and so) can be shown to 
be conjugate if n <j. Since s(n) is obtained from gradient 
vector g(l) by equation (36e), the phrase "conjugate 
directions from gradients' has been shortened to the 
now well-known name "conjugate gradient." Also note 
that g(n)=Ap(n) is an alternate form for determining g(n). 
Although 1(x) may be obtained by solving equation 

(23) for T(x), the function 1(x) is proportional to 
p}(x)V2p-4(x) and thus vanishes where V2p-}(x)=0. 
The Laplacian, V2, of p - is zero where the gradient of 
p is constant or where p - is constant. Thus, to ob 
tain p2, and thus p, it is necessary to solve the com 
bined partial differential equation with bound any con 
ditions given by equation (27). This is done by discretiz 
ing equation (27). 
The discretization of equation (27) requires that 

Vp be also discretized, and this is conveniently ac 
complished by noting that the V2 operation is a convo 
lution. Although specific standard forms for V2 are 
given in numerical analysis texts, more satisfactory re 
sults are obtained if a special form is chosen to match 
the characteristics of the data and the imaging system. 
This choice is made by noting that Vp may be com 
puted in the Fourier transform domain. Let F) be the 
Fourier transform operation on and F-1) the in 
verse operation. Then, from the theory of Fourier trans 
forms, it follows that 

But the spatial frequency vector A cannot be un 
bounded because of the requirement that the scattering 
data cannot sample and recover a spatial frequency in 
the object greater than the highest spatial frequency in 
the internal field. Thus, A2 must be multiplied by a 
high-frequency cutoff filter (i.e., a lowpass spatial filter) 
B(A) to avoid aliasing of spatial frequencies and to 
avoid computing and storing useless spatial frequency 
data. Thus, for bandlimited systems, equation (37) 
should be rewritten as 

v?pi(x)=F-4r A2B(A)Fp(x)) (38) 

By application of the convolution theorem and the 
Fourier transform properties of V2, this is written as a 
convolution as 

Here, the symbol " means convolution. 
Let F-B(A)= B(x). Then, 

V2p-i(x)=(V2B(x))"p-i(x). Then equation (27) be 
CO2S 

(40a) 
p(x) = p(x) on boundary 
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Let 6(x,xB) be a function that is unity if x is a member 
of the set of boundary points xB and zero otherwise. 
Then, Il-6(x,xB)) is zero for all points x on the bound 
ary. Thus, equation (40) may be written 

Upon adding equations (41a) and (41b), a convenient 
linear system of equations containing the boundary 
information is obtained: 

Let the operator V2B(x) * () be replaced with the 
matrix operator H given by 

(Hilp, =VB(x)"pi" = Hi-of- (43) 

Let I (x)=(T), and let (1)k be the row vector 1, 1, 
1, ... , 1), then the diagonal operation Ti(x)p(x) has 
its equivalent in tensor notation, namely, (T)ik(p-2)k, 
where (II)ik is given by 

(f) = r(t),1) . (44) 
When equations (43) and (44) are combined with equa 
tion (42), a simplified linear equation is obtained: 

Vajp(x) = 6(xn xB)p(x) (45a) 
J 

where Vaj= V(x,x) is an element of the matrix V and 
is given by 

V= (Haj-co'(r))(1 -6(xn xB))+6n5(xn 
xB)). (45b) 

Thus, solving the partial differential equation and 
associated boundary value problem in equation (27) has 
been reduced to solving the linear system of equations 
(45). 

For the more general case as described above in Ex 
ample 2, the CPU 118 or combination of CPU 118 and 
array processor 120 or parallel processor 146 may be 
programmed as illustrated in the flow charts of FIGS. 
7A-7E. Starting at step 200, the operation of CPU 118 
is the same as in FIG. 6A, except that the scattered 
fields in step 201, the incident field in step 202a, the 
scattering potential in step 204a, and the internal fields 
in step 206a are obtained at each frequency o. The 
residual test in step 208 is done by CPU 118, with the 
norm summing over d, m, and c), as per equations (18) 
and (19). The estimation of internal fields in step 212a is 
done by CPU 118 for all a) using the same approach as 
described in Example 3. The backprojection and de 
blurring in step 214a is done by CPU 118 separately at 
each () according to equations (9) through (13), as de 
scribed in Example 1. The output of step 214a consists 
of a backprojected and deblurred image y at each 
frequency (). This set of images is then operated upon 
by CPU 118 in step 304 to produce the vector I which 
consists of the set of five separate frequency indepen 
dent material images fo, Il, T2, IT3, 4}=T. The vec 
tor I is then used by CPU 118 to determine in step 305 
they image by equation (31b). Thus, vectory consists 
of an image for each o), i.e., y=yol, yo2, ... T. The 
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vector y is the output that is reintroduced into residual 
test 208 as represented at line 215a, The test 208a will 
require further steps 212a, 214a, and 304 until the resid 
ual ris less than €1, or until the iteration index k exceeds 
some programmable upper limit kmax. If either test is 
passed, then test step 208a passes the latest version of 
vector y(k) to step 300, where images of the material 
properties c, p, a0, a1, a2 are prepared by CPU 118. 
The result is passed to step 210a, where the final result 
is stored or displayed. 
FIG. 7B illustrates in detail the operation performed 

by CPU 118 in step 304. The input on line 303 consists 
of the vector (k) and the matrix M defined by equation 
(31). The CPU assigns (h), M, and y to general vari 
ables z, A, and y, respectively, that are used by the 
conjugate gradient linear equation used in step 308. The 
updated value of z, here shown as zon+1), is determined 
by CPU 118, and the value of n is set to 0 in the first pass 
through step 308. In test step 310, CPU 118 checks to 
see if n is greater than or equal to 4. On the fifth pass 
through (after all 5 components of T are calculated), 
this condition is met and the completed value of ze) is 
available and control passes to step 314. However, at 
step 310, if n is less than 4, the vector zon+1) is passed 
back to the c.g. step 308. The final vector zé) is reas 
signed the name I in step 314 by CPU 118. The output 
It is passed to step 316, where CPU 118 determines the 
image of the scattering potential at each frequency by 
use of equation (31). Control then passes back to the 
main program, as illustrated at line 301. 
FIG. 7C illustrates the detailed steps of the c.g. step 

labeled 308. The values of column vector z and the 
matrix A are passed from step 306 (FIG. 7B) by opera 
tion of CPU 118. In step 320, the CPU 118 sets the 
iterative index to zero and chooses a starting value of 
20). As a default condition, the starting value of z0) may 
always be selected as zero. In some cases, faster conver 
gence will be obtained by a value closer to the final z. 
For the case of 5 iterations to find the 5 components of 
T, the starting value could be any value but zero, or 
even the frequency average of T is a reasonable choice. 
The result of step 320 is passed by CPU 118 to step 

322, where the residual vector (0) is computed by use of 
equation (35). The temporary calculation vectors si) 
and q(-) are set equal in value to zero and the constant 
d() is set equal to unity also by CPU 118 in step 322. 
The result of step 322 is passed to step 326, and CPU 118 
increments n, as illustrated at step 324. In step 326, CPU 
118 computes g(r) via equation (36a). In step 328, the 
temporary vector h()is computed by CPU via equation 
(36b). In step 330, CPU 118 computes the inner product 
of q(t) and h(t) is taken and assigned to temporary 
scalar e(n-1) via equation (36c). In step 332, CPU 118 
computes the new descent direction scalar weight 
b(n-1) by dividinge(n-1) by d(n-1) as per equation (36d). 
CPU 118 then computes in step 332 the new descents(n) 
from the sum of the previous descent directions-(n-1) 
weighted by b0-1) and the present gradient g(n) as per 
equation (36e). In step 334, CPU 118 uses equation (36f) 
to compute the updated value of g(n) from h(t), bon-1), 
and q(n-1). In step 336, CPU 118 computes a new value 
of scalar d(n) from g(r) via equation (36g). In step 338, 
CPU 118 computes a new value of scalar c0) from ei 
ther the inner product of g(n)and r(t) and g(n) and p(n) via 
equation (36h). In step 340, CPU 118 computes a new 
value of descent length scalar weight acr) by dividing 
c(n) by d(n), as per equation (36). In step 342, CPU 118 
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computes the new and more accurate solution vector 
z(n+1) by adding the product of descent weight an and 
descent vector p(n) to previous solution vector z0), as 
per equation (36). In step 344, CPU 118 updates the 
residual vector r(n) to r(n+1) by use of equation (36k). 
The output of step 344 is labeled output path 309, which 
returns control to the subroutine shown in FIG. 7B. 
Note that a second input path 311 allows entry into the 
c.g. subroutine for a second, third, or multiple improve 
ments in zon). Input path 311 leads to step 324, where the 
value of n is increased by one in preparation for another 
pass through the c.g. subroutine. 
FIG. 7D illustrates the specific detailed steps that 

comprise general step 300 of FIG. 7A that reconstructs 
the material parameters (c(x), p(x), a(x), a 1(x), a2(x)) 
from the frequency independent vector T(x)=To(x), 
I1(x), T20), T3(x), A(x)). Input path 229 frm conver 
gence test 208a (FIG. 7A) enters at step 350, where c(x) 
is obtained from I by use of equation (26). Then, CPU 
118 stores the result c(x) and proceeds to step 352, 
where p - is computed by solving the partial differen 
tial equation with associated boundary values described 
by equation (27). After calculating pi(x), the recipro 
cal of the square of p-}(x) is computed by CPU 118 to 
obtain p(x). A more detailed explanation of step 352 is 
given in FIG. 7E. The result from step 352 is stored by 
CPU 118 and control proceeds to step 354, where CPU 
118 computes a(x) from 20), co, and the result c(x) 
from step 350 above. CPU 118 uses equation (28) to 
compute a(x) and then stores the result and exists step 
354. In step 356, CPU 118 computes a 1(x) from equa 
tion (29), then stores the result and exits to step 358. In 
step 358, CPU 118 computes a2(x) from equation (30), 
then stores the result and exists via control output path 
297 back to step 210a (FIG. 7A) of the main program. 
FIG. 7E illustrates the specific detailed steps that 

comprise general step 352 in FIG.7D, where the mate 
rial parameter p(x) is calculated. The input control path 
351 under control of CPU 118 passes the image 1(x), 
the scalar co, and the boundary values p(x) forx, on the 
boundary, into step 360. In step 360, a test is made to 
determine whether a stored Laplacian operator Majmay 
be used or whether a new Laplacian operator should be 
calculated. If the stored Laplacian operator is used, then 
control passes along path 351b to step 368; otherwise 
control passes along path 351a to step 360a. In step 
360a, a lowpass filter function B(A) in the spatial fre 
quency domain is selected that will pass all spatial fre 
quencies without or almost without attenuation up to a 
transition band where the attenuation drops to zero or 
nearly zero. The width of these two bands are chosen to 
match the potential spatial frequencies of the images, as 
determined by the data and the system hardware. The 
final choice B(A) is passed to step 362, where the in 
verse Fourier transform of B(A) is taken by CPU 118 to 
obtain B(x). The function B(x) is delivered to step 364. 
In step 364, the Laplacian of B(x) is computed in the 
spatial frequency domain. The result of step 364 is 
passed by CPU 118 to step 366. In step 366, the Lapla 
cian of B is sampled on a two-dimensional grid to match 
the image that is desired and the result is passed on to 
step 368. In step 368, the sampled Laplacian of B is 
renamed matrix M for future computation. 
From step 368 control passes to step 370, where a 
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ables p}(x) as zi, Vujas Anj, po 6(xn, xB) asy, and sets 
the iteration index k=0 in preparation for application of 
the conjugate gradient method. At the completion of 
step 372, CPU 118 passes control to step 308 which 
comprises the c.g. program of FIG. 7C described 
above. Thus, in step 308, the solution vector z={z} is 
obtained by CPU 118 applying the conjugate gradient 
method. The result of step 308 is passed by CPU 118 via 
control path 309 to step 376. In step 376, CPU 118 
determines the density p(x) by the formula 
p(x)= 1/(z)? where z is the 2 component of vector z 
that is computed by previous step 308. The density p(x) 
for all j computed by step 376 is passed via path 353 to 
step 356 of FIG. 7D, described earlier. 
CPU 118 and array processor 120 may be pro 

grammed in accordance with the foregoing description 
of FIGS. 7A-7E using any suitable language that is 
adapted for the particular type of CPU used. Further 
more, it will, of course, be appreciated that the program 
may be implemented and written in any one of several 
forms without departing from the basic methodology 
described. 

EXAMPLE 3 

Image Reconstruction Using a Fast, Complete 
Conjugate Gradient Implementation of Backprojection 

Concepts 
The foregoing examples each illustrate programs 

which use models for image reconstruction based on 
inverse scattering techniques and application of a math 
ematical implementation of the concept of backprojec 
tion. The implementation (equation 8) was straightfor 
ward for the case of single frequency data or data with 
simple linear frequency-dependent absorption and no 
density-dependent scattering potential, e.g., equation 
(2a). For the case of a density dependent and/or general 
frequency dependent scattering potential, as described, 
for example, by equations (2b), (20), and (21), backpro 
jection at each frequency, but not over all frequencies, 
was possible; and thus the frequency independent com 
ponents of scattering To, ..., oa) were obtained by a 
least-squares technique. 
A more straightforward method of determining T 

directly from equations (4) (with fod fixed) would be 
more appealing because of its simplicity. 

In this example, the c.g. method is applied by apply 
ing it alternately to equation (4) to determine Ti, with 
yefset equal to MI, and equation (5) to determine foodbl. 
Thus equations (4) and (5) are replaced with 

foodbm = 2 Don Moro + MI2 + M22 + M33j + (46) 
J 

f3 = ; (yli - C(Moro, + Mirj + M22 + M3ry + (47) 

The c.g. method of equations (35-36) when applied 
alternately to equations (46) and (47) is straight forward 
and requires that z be solved alternately for z=ro, I, 
I2, Is, Ital and z={fodbl respectively. The result of 
repetitive applications of the c.g. method to equations 

new matrix {V} is formed by CPU 118 from Mi and 65 (46) and (47) is a least-squares solution 
by use of equations (42), (43), and (44). The form of 

Vnj is givine by equation (45b). The matrix {V} is 
passed to step 372, where CPU 118 renames the vari 
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From I(x) the constants 
c(xi), p(xj), ao(xj), a 1(xi), a20s) 

are obtained as previously described by use of equations 
(26) through (30), where 1(x) is obtained by solving 
equations (45a) and (45b). 
The computation of g in equation (36a) and h in step 

(36b) requires the multiplication of a vector by a matrix 
A. When solving equation (47) for foodbj, this matrix A is 
called AC = yj-Colfy, but, when solving equation 
(46) for I, this matrix A is the product of the matrix 
{Danfobj} with the row vector Moo, M1, M2, M3, 
M4) and is called A(y). This factorization of the matri 
ces shown above is useful in fast computation of the 
matrix produced by use of the fast Fourier transform 
(FFT). Such factorization is used for example in the 
implementation shown in FIG. 6c for determining the 
Colfynfob term in A(){fod). This is done by the for 
mula FFT(FFTodjFFTlajfodj)). A similar tech 
nique can be also applied by analogy for determining 
the product A(){y} by use of fast Fourier transforms. 

Reference is next made to FIGS. 8A-8I which sche 
matically illustrate an alternate flow diagram for pro 
gramming CPU 118 and any processor 129 or parallel 
process 146, or said combination to control the elec 
tronics systems of FIGS. 4 or 5 and the apparatus of 
FIGS. 1-3 in accordance with a presently preferred 
method of the invention. It is understood that FIG. 
8A-8I constitute an alternative but related method to 
those shown in FIGS. 7A-7E and in FIGS. 6A-6F. 
Like steps will be designated with like numerals to 
simplify the following explanation. 

Steps 200b through 210b are identical to these same 
numbered steps in FIGS. 6A and 7A. Also, steps 300b 
and 305b are identical to these same numbered steps in 
FIG. 7A. Thus the essential difference between FIG. 
8A and the previous FIGS. 7A and 6A lies in steps 212b 
and 214b in FIG. 8A. Notwithstanding this difference, 
step 2.12b has the same effect as step 212 or 212a in 
FIGS. 6A and 7A, which effect is to determine a new 
estimate of the internal field. Also, step 214b determines 
the scattering potential by the conjugate gradient 
method through the generalization of backprojection 
embodied in equations (46)-(48). Thus, step 214b is 
similar in effect to step 214a in FIG. 7A or step 214 in 
FIG. 6A. 

In step 212b, CPU 118 determines the next estimate of 
the internal fields f" by solving equation (57) for fly 
with I fixed by the conjugate gradient method de 
scribed by equation (36) and FIG. 7b. Here the conju 
gate gradient variables vectorz, matrix A, and vectory 
are set respectively equal to vector fod?), matrix 

4. 

(- Colis Marn ) y 
and vector fodm(n)} according to equations (5) and 
(31). The result from the conjugate gradient method is 
passed from step 212b via path 213b to step 214b. In step 
214b, the conjugate gradient method is again used to 
solve equation (56) for I with fodifixed by the substitu 
tions z=T, y=yfodm.), and A={Dodfod?(k+1)}M. 
The result of this step is passed to step 305b where 
vector {y} is computed from MI by equation (23). 
The result of step 305b is passed via path 21.5b to the test 
step 208b. In step 208b, if either the norm of 
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is less than e1 or if the number of passes is greater than 
Some upper number kmax, then control is passed to step 
300b. Step 300b has been described in FIGS. 7A, 7D, 
and 7E. From step 300b, control passes to step 210b 
where the results are stored, displayed, or otherwise 
utilized, and the total reconstruction of the scattering 
potential terminates. Additional details of the operation 
of the steps shown in FIG. 8A may be seen in FIGS. 8B 
through 8L. 
FIG. 8B describes in greater detail the substeps 

which comprise step 212b of FIG. 8A. Control is passed 
via path 2.11b to step 408 in which yi is initialized to 
Zero or any other suitable starting value. In step 410, the 
present estimate of the internal field fi?h) is set equal to 
z0), the first interation of z. Also the matrix 

4. 

(8. m colo MT ) 

is set equal to matrix A, the known incident field fod(in) 
is set equal to y, and the iteration index n is set equal to 
zero. Control is then passed as represented at path 411 
to step 308b. In step 308b, one iteration of the conjugate 
gradient method (see FIG.7C) is performed and control 
is passed to step 414. In step 414, the fractional change 
in the norm of the residual is measured and if either it, 
or the number of passes though the conjugate gradient 
routine exceeds a maximum number kna, then control 
is passed to step 416; otherwise control is passed back to 
step 308b for additional iterations of the conjugate gra 
dient method. In step 416, 20+)is set equal to f{n+1), 
the new estimate of fodland control then returns to step 
400b of FIG. 8A. 

FIG. 8C describes in detail the substeps comprising 
step 214b from FIG. 8A. In step 418, yolis initialized to 
zero or any suitable value which forms an initial final 
guess. In step 420, T(k), the present estimate of It, is set 
equal to z0), the initial estimate of z. Also matrix A is set 
equal to the matrix given by CDonfed?kt))Moo, 
Mol, M2, Mo4) and the vector (fod () is set equal to 
y. Then control is passed to step 308b where the next 
estimate of z0) is computed by the conjugated gradient 
method. The results of step 308b are passed to step 424 
where the fractional change in the norm of zo) is com 
puted. If rapid convergence is still being made, then the 
fractional change is larger than 6 and control is returned 
to step 308b. If rapid convergence is not being made, the 
fractional change in 2 given by 

zon +1)-zon)/Hzon) is less than e or the iteration 
index n is greater than innax and control is passed to step 
426. In step 426, the conjugate gradient solution vector 
20+1) is set equal to Ton+1) and control exits back to 
step 305b of FIG. 8A. 
FIGS. 8D-8I show how the conjugate gradient 

methods of equation (36) may be implemented to deter 
mine new field values in a time proportional to (n3-log 
n) for each iteration. FIG. 8D illustrates a rapid method 
for implementing step 326 of FIG.7C. When the conju 
gate gradient method is employed at step 38b in FIG. 
8B, step 326 of FIG. 7C is implemented by passing 
control to step 442 (FIG. 8D) where the residual robis 



4,662,222 
35 

retrieved from storage. The output of step 442 passes to 
step 444 where the vector z is set equal to the residual. 
Control then passes to step 446a where z is multiplied 
by A. In order for this multiplication to be performed 
rapidly, FFT convolution methods are used as shown in 5 
FIG. 8F. The output of step 446 is passed to step 448 
where the result of previous step 446 is set equal to g(n) 
and the result then is returned to step 328 of the conju 
gate gradient program of FIG.7C. 

FIG. 8E is a more detailed description of a fast 
method of implementing step 328 in FIG.7C. Control is 
passed to step 472 where vector z is set equal to the 
vector g. Control is then passed to step 446b where z is 
multiplied by the vector A. Control is then passed to 
step 474 where the vector his set equal to Az. Control 15 
then exits via path 329 back to the next step in FIG.7C. 

FIG. 8F is a diagram of how steps 446a and 446b of 
FIGS. 8D to 8E are implemented, respectively. Control 
enters either via path 469 (from FIG. 8E) or path 445 
(from FIG. 8D) to step 450 where a determination is 
made whether A Z or Az is requested. If A z is sought, 
then control passes from step 450 to step 452. In step 452 
T M = 'yo is computed. Control then passes to step 
454 where the result is multiplied by Z. Control then 
passes to step 456 where the fast Fourier transform is 
taken, and then to step 458 where the result is multiplied 
by the fast Fourier transform of Col. Control then 
passes to step 460 where the inverse fast Fourier trans 
form is taken, and then back to step 448 of FIG. 8D. If 
Azis requested, then control passes from step 450 to 30 
step 462 where MT=y is computed. In step 464, the 
result of the previous step is multiplied by z and passed 
to step 466. In step 466, the fast Fourier transform is 
taken and the result passed to step 468, and then multi 
plied by the fast Fourier transform of Col. In step 470, 
the inverse fast Fourier transform is taken and control is 
then returned to step 474 of FIG. 8E. 
FIGS. 8G, 8H, and 8I are similar to FIGS. 8D, 8E, 

and 8F in function. FIGS. 8G-8I show how the conju 
gate gradient methods of equation 36 may be imple 
mented to determine new I values in a time propor 
tional to (n. log n) for each iteration. FIG.8G illustrates 
a rapid method for calculating A z in step 326 of FIG. 
7C when the conjugate gradient method is employed in 
FIG. 8C. Control passes from path 323 of FIG. 7C to 
step 484 where the residual robin is retrieved from stor 
age. In step 486, the vector z is set equal to the residual 
obtained from the previous step. The value of z is then 
passed to step 478a, where A z is computed. The result 
of step 478 is passed to step 490 where the result is set 
equal to g. Control then exits step 490 back to step 328 
of FIG. 7C. 
FIG. 8H shows a fast method for computing Az in 

step 328 of FIG.7C. Control enters via path 327 to step 
494 where the vector g is set equal to z. Control then 
passes to step 478 where Az is computed. Control then 
passes to step 496 where the vector his set equal to Az 
calculated in the previous step, and then back to the 
next step of FIG.7C. 

FIG. 8I is a diagram of how steps 478a and 478b of 60 
FIGS. 8G and 8H are determined. Step 98 is entered 
either via path 477 from FIG. 8G or via path 493 from 
FIG.8H. In step 498, a decision is made whether Azor 
Azis required. If A z is required, then control is passed 
to step 500, where foci is multiplied by M and the 65 
complex conjugate transpose is taken. Then control 
passes to step 502 where the result of the previous step 
is multiplied by Z. The result is passed to step 504 where 
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the fast Fourier transform is taken, and then to step 506 
where it is multiplied by the fast Fourier transform of 
Domi. The result is passed to step 508 where the in 
verse fast Fourier transform is taken. The result of step 
508 exits via path 479 back to step 490 of FIG. 8G. If, 
however, the result requested in step 498 is Az. then 
control passes from step 498 to step 512, where fod is 
multipled by M. The result of step 512 is multiplied in 
step 514 byz. This result is passed to step 516 where the 
fast Fourier transform is taken. The result of step 516 is 
passed to step 518, where it is multiplied by the fast 
Fourier transform of Domi, and then to step 520, where 
the inverse fast Fourier transform is taken. The result of 
step 520 is the vector Az which is returned via path 475 
to step 496 of FIG. 8H. 

FIG. 8J illustrates in more detail the step 408 in FIG. 
8B. In step 530, a decision is made whether a new resid 
ual rod?(0) is to be computed. For the first few passes 
through step 400 of FIG. 8A, computing a new residual 
may help convergence. After two or three passes 
through step 400, it may be advantageous in time sav 
ings to save either the residuals robl or roden or the 
previous descent vectors or both. No rigor is lost if new 
residuals and descent vectors are computed for each 
pass through steps 400 and 402. The reduction in the 
residuals per pass through steps 400 and 402 will de 
crease if either the least-squares solution to I is ap 
proached or if the starting residuals and descent direc 
tions are not recomputed for each pass. Thus a compro 
mise between reducing the number of passes through 
steps 400 and 402 and shortening the time spent in each 
step may be reached that may improve overall time to 
convergence by a small but significant percentage. If 
recomputing is not required, control passes to step 536 
and the existing residual is retained. If a new residual is 
required, then control passes to step 532. In step 532, the 
value of y107 MT is retrieved from memory and the sum 

; Cofor') 
is then determined in step 216b as per FIG. 6C. Control 
passes from step 216b to step 534 in which the value of 
fob(i) minus follis added to the results of previous step 
216b. The result is the new residual and is passed to step 
536 where it is stored. 
FIG. 8K illustrates a fast method for computing the 

initial residual rodn(0) and is similar in purpose to FIG. 
8J (where the residual rod(0) was computed). FIG. 8K 
shows in detail the step 418 of FIG. 8C. In step 540, a 
decision is made whether the present residual is to be 
used or whether a new residual is to be calculated. If the 
present residual is satisfactory, then control is passed to 
step 548 and the present residual is stored. If a new 
residual is desired, then control is passed to step 542 
where the present value of yo is retrieved from storage. 
In step 544, a fast method for computing XDonfedfyi 
is implemented. After completion of this task, control is 
passed to step 546 where the sign of the result is 
changed and the value of fodn(sc) is added to form the 
desired residual rodn(0). Control then passes to step 548 
in which the residual is stored for future use. 
FIG. 8L shows the detailed substeps which comprise 

step 544 of FIG. 8K. In step 550, the present value of 
fod is multiplied by the present value of yo. Control is 
then passed to step 552, where the fast Fourier trans 
form is taken. The result of step 552 is passed to step 
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554, where it is multiplied by the fast Fourier transform 
of Don. Control is then passed to step 556, where the 
inverse Fourier transform is taken. The resulting value 
is then returned to step 546 of FIG. 8K. 
FIG. 9 illustrates the operation of the invention using 

the methods of Example 3 to produce an actual image 
from scattering data. FIG. 9 is composed of two images, 
each labeled, respectively, by a Roman numeral I or II 
placed directly below. This composit image was photo 
graphed directly from a television display screen. The 
image on the left labeled by I is a 15 by 15 pixel image 
of a simulated tumor. The separation of each pixel is 
one-fourth wavelength of the incident field. The tumor 

5 

10 

is simulated by a Gaussian distribution of both speed of 15 
sound and absorption. Only the speed of sound function 
component is shown, since the absorption image is so 
similar. The function shown is U(x)= 10,000 
(1-c2/c2(x)= 10,000 (x) where co- 1500 m/s. 
Then the 15 values of U(x), for example, along the diag 
onal from top left to bottom right as displayed in the 
image I are (10,34, 95, 222,429,687,910, 1000, 910, 687, 
429, 222, 95, 34, 10). Thus, since (Ac/co) st()AI, and 
since 10,000 AIs (1000-10) at 1000, it follows that 
(Ac/co) st()(1/10)=0.5 in image I. In other words, 
image I represents a 5 percent change in speed of sound 
over a region about 15/4t4 wavelength in diameter. 
For 3 MHz ultrasound in the human body, this corre 
sponds to a tumor of 2 wavelengths in average diameter 
or of 1 mm average diameter. Image I was used togen 
erate scattering data to test the reconstruction method 
of Example 3. The image I was used to generate 15 
separate scattering data records at a single frequency 
for 15 respective incident plane waves distributed every 
360/15=24 degrees around a circle. 56 detectors sur 
rounding the object were used. Thus, (56)(15)=840 
scattered field measurements were obtained. 
The image labeled II on the right in FIG. 9 was re 

constructed (using scattering data generated from 
image I) by the application of the particular inverse 
scattering method of this invention described in method 
3. The scaling is identical to that in Image I. The 15 
values of the reconstructed function U(x) along the 
diagonal from top left to bottom right are (10, 34, 95, 
223,431, 687,910, 1001, 911, 687,430, 223,96, 34, 10). 
Thus, the maximum deviation from the correct values 
of image I along this diagonal is 1.0 percent, and the 
average deviation is about 0.2 percent. The maximum 
deviation divided by the peak value is about 0.2 percent. 
As FIG. 9 demonstrates, the fidelity, accuracy, and 
quality of reconstruction of the actual object is remark 
ably high. The image quality of FIG. 9-II is so good that 
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the eye can detect no difference between the image of 
the original object I and the reconstruction II. The 
reconstruction of absorption is of similar - accuracy, 
quality, and fidelity. An example of one presently pre 
ferred program listing which uses a simplified c.g. 
method from that described in the flow chartis included 
in Appendix A hereto. The program listing is in ANSI 
FORTRAN. This program was used to produce the 
scattering data from image I in FIG. 9 and to recon 
struct image II in FIG. 9. It should be recognized that 
the invention lies in the apparatus and method defined 
by the claims, and is not intended to be limited by the 
representative program listing set forth in Appendix A. 
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EXAMPLE 4 

Image Reconstruction Using a Descent Direction 
Containing both Scattering Potential Components and 
Field Components and Using an Objective Function 
Containing All Detector Measurement Equations and 

All Internal Field Equations 
The foregoing Examples 1, 2, and 3 described how 

the inverse scattering problem may be solved by various 
iterative techniques that had the following feature in 
common: They all alternately solved the internal field 
equations (5) for an improved field while holding the 
scattering potential fixed and then solved the detector 
or measurement equations (4) for an improved scatter 
ing potential while holding the internal fields fixed. 
These two steps are shown, respectively, as 212 and 214 
in FIG. 6A. In FIG. 7A, improving the solutions for the 
fields is shown as step 2.12a and for the scattering poten 
tial as steps 214a, 304, and 305. In FIG. 8A, determina 
tion of the internal fields is shown as steps 212b and the 
determination of the scattering potential as steps 214b 
and 305b. It would be an advantage to develop a proce 
dure that combined the two steps of obtaining fields and 
scattering potential into one step in order to obtain a 
more rapid convergence to the solution. Such a proce 
dure is possible and is explained in this example. 

Obtaining an iterative procedure that updates both 
the internal fields and the scattering potential at each 
iterative step can be accomplished by defining a new 
total objective function that is the sum of the norm of 
the field equation residuals and the measurement detec 
tor residuals. Let F be that total objective function. 
Then F is given by 

2 22 1.5 + i. 13. 
where rod?) is given by equation (7b) and robmc) is 
given by equation (18). Let v be the column vector that 
contains all of the field and scattering potential compo 
nents. Then v is the transpose of vT where vT is a row 
vector given by 

vT=T, f={r}), {f}). (49a) 

where 

Th={th} (49b) 

fo={fed) (49c) 

fob={fodj} P (49d) 

Using this notation, rob?(?) and rodn(s) are functions 
ofy and thus F is a function of v. i.e., F=F(v). Thus, the 
value of v that minimizes F(v), where F is given by 
equation (48), is the least-squares solution for y and f to 
equations (46) and (47). To minimize F(v), an estimate 
for v is chosen and a correction Avss is found that 
reduces the value of F(v). This may be written as 

Then, 
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except at the minimum of F. 
The vectors= Av(K)=y(k+1)-y(k), since it reduces the 

value of F(v), is called a "descent direction." Clearly, if 
s= Avck) were chosen perfectly, then the minimum of 
F(v) could be found in one step. Finding such a perfect 
descent direction is unlikely, so more structured and 
formal techniques to find good but not perfect descent 
directions are used. Three such versions for finding a 
good or useful but not perfect descent directions will be 
given and are: 

4.a Method of steepest descent version of Example 4. 
4.b Method of accelerated steepest descent version of 
Example 4. 

4.c The conjugate gradient method version of Exam 
ple 4. 

Versions 4..a, 4.b, and 4.c of method 4 are here ranked in 
order of increasing speed of convergence (require fewer 
iteratives of obtaining equal closeness of convergence) 
and increasing order of complexity. 
The steepest descent version (version 4a) is described 

by the iterative step 
y(k+1)32 y(k)--aVF(k)) (52) 

where a2 minimizes F(v(k)--a2VF(v(K). The descent 
direction is thus given by -VF, i.e., along the negative 
gradient of F, and the length of the descent direction is 
a VF. Finding a2 is thus equivalent to finding the 
minimum of Falong the line of direction -VF and such 
a procedure is called a 37 line search' along a descent 
direction. 
The gradient of F may be written 

g=VF=VrF+ VAF=gr--g? . (53a) 

where Wr means the gradient operator with respect to 
the scattering potential I and Vf means the gradient 
operator with respect to all of the field variables f 
={fobj}. Thus, 

and 

gr=VAF=Vfl r(2+Vf|rn)||7 (53c) 

It is noted that Vr||rom(c) || 2 and Vfl roofd) || 2 are 
the same gradients used previously in Example 3 and 
illustrated in FIG. 8 as components of steps 214b, 305b, 
and 212b. Thus, only two procedures to compute the 
additional gradient terms need to be described to imple 
ment the total gradient of F as given by equations (53a), 
(53b), and (53c). Fortunately, the same general fast 
Fourier transform procedures, as illustrated in Exam 
ples 2 and 3 above, may be used to compute the two 
additional gradient terms Wr rod?(?) || 2 and 
Vfrom,02. Thus, all terms in equations (53a-53c) 
may be computed rapidly using the fast Fourier trans 
form. 
The minimum of F with respect to a in the line search 

direction -VF(v(k) is estimated by the quadratic inter 
polating functions q(a). Therefore, let 

Three conditions on q(a) allow A, B, and C to be 
determined: 

5 

O 

15 

20 

25 

30 

35 

40 

45 

SO 

55 

65 

40 

b. (Sr.)rAft) 2=B (54b) 

c. At a second value of a, say all, q(a) is determined. (54c) 

Thus, 

g(a)=Fly)--a VF(v)}=Aa1 + Ba1 + C (55) 

Thus, 

/a12 (56) 

The minimum of q(a) occurs at a2 when 

2Aa2+ B = -d:- = 0, 
therefore, 

a = -1. (57) 

This algorithm has been implemented and tested and 
convergence is linear in rate. 
The accelerated steepest descent version (version 4.b) 

uses an accelerating extrapolation step, alternating with 
a steepest descent step. The extrapolation step deter 
mines each even point in terms of the most recent two 
odd points in the sequence. The steepest descent step 
determines each odd point in the sequence, starting 
from the previous even point. However, the first two 
steps are steepest descent to establish the first two odd 
points, assuming the procedure starts from point one. 
The procedure often greatly accelerates the conver 
gence of steepest descent because it tends to damp oscil 
lations and find the trend toward the minimum. This 
method may be written 

y(2)- (1)aVF(y(1)) (58a) 

y(k+1)-y()--a(k)sk), k=2, 3, 4, ... (58b) 

s(k)=-VF(v), k=2, 4, 6,... (58c) 

s(k)=(v(k)- yk-2), k=3, 5, 7, ... (58d) 

where a(k) is found by the line search formula given for 
the steepest descent method above. 
The conjugate gradient method can be extended to 

find the minimum of the complete objective function 
given by equation (48); this procedure shall be called 
version 4.c of method 4. 
The conjugate gradient version of method 4 then 

shares some features with those of Examples 2 and 3. 
This new method may be written 

v(k+1)-(k)--a(k)p(k) (59a) 

where 

a) minimizes F(y)+ap) (59b) 

and where p' is the descent direction defined by 
by 
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Print : y Want to Frint the fix -ix coff f ( / 0 ) 
re3d Sky irfix 
if ' ( i Prix eG ) cell CAF rnt (ijcX prix) 

print k y 'Ent C T remin chd alaxit 
Tread Sky rehir Rax it 

Print : y Assistin AP ran T. a rid transfor r irs diet is to ff. . . ' 

ker tk E 46 
kerins 47 
kes n E. 48 
krk as 49 
kr2kn 50 
kki Te S1 
khok a S2 
kal Phae E S3 
ket as a S4 
k, relek, 55 
ktotr E. 56 
kesk n = 57 
ks2k as S8 
k ree r 59 - 
kPix E 100 
kxi 7 kPix i ij 2 
kij = kki h. iiax 
ked 7 kJJ ijRax 
kin a kes h ijh2 
ktot R kin C at 2 
kef s kt Ott - rs2 
ke f : kef + m3 a2 
k CV c kf ta. 
ked a T. kenv - r sa2 
kta P = kes R + i jR2 
kt f is kta as R2 
knk a kit f : sca2 
k Pik is kisk h a B20 
kP2k E. k. p.k. i ija2 
kesk i kr2k nan2 
khok = kest k h iE2 
kh 2k i khr k h as R2 

Call as F.C. r 
cell VC r ( 0 y 65000) 
call a Prut (ainy kin 1 s 2) 
call or Put (3.jaykjn 1 2) 

... call a PPut (SiR kh in v i y2) 
call a Frut (six yk RajR v 1. p 2) 
call a PPut (Psi; y kF's y y2) 
call a frut ( or ykCO r y i. p. 2) 
Call a PPut (Coi y kCo i r 1 y2) 
call as Put ( one y kore y y2) 
Call a PPut (two y k two y y2) 
Call 3 Frut ( dela yk delay 1 p. 2) 
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Call a PPut (stphy ketph, 1,2) 
Call 3 r Put (rr say krns a , 1 2) 
Call a Prut (Pix y k. Fix in 22) 
Call a Prut (half khalf y1, y2) 
Call arewd 

DC fine the to it tobject and internal filed 

Frint 'Defining object and iricident field usis: AP . . . . 
C3ll Do inc (imax y Jinax yn and r n v i ) 
Call prow r 

Print : y Want to Frint the true in a ( /O) ' 
read S v in 
if (iPes, ea 1) then 
Call arget ( etnryker p ijR22) 
Print : y 'The see 
Call CN Print (inax peta P.) 
end if . 

Print Want to r rint the incident field? (1/0) ' 
Tread : y if in 
if (iro inc ea ) then 
Call Ordet (Gitary kinc y na R2 y2) 
call arid - 
Print y he incident field 
call car rint (non otRP) 

if 
Print k y want to check the confuted iriternal fi (sld (iWO) ' 
read yi check 

print at Corrutins the scattered field usins AP . . . ' 
call setflict (xi. Jyotary i check) 
Call a PWT 

print Want to Frint the true internal field? (1/O) 
read irtot 
if (iPtot ea 1) then 
Call are t ( et F ktotyna R22) 
print . The true internal field: ' 
C3 carrrt (not yet f). 
end if 

• Print. . . . it to Frint the Catt red fic ( /O ) ' 
reed ky irst 
if (ipset ea ) ther 
call arset (star kef pna R22) 
Call as Pwd 
print y 'The tact to red field 
C3 car rrht (rank y SetR 1) 
end if 

Solvins the inverse and fo Tward Problent, alterrately utins 
CC) in Jud Ste radient method 
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P Tint k y 'How only iterations for inv sit each ster? (X2) ' 
Ted yn in V 
Print p 'Solvins the Projection r rotal ten usins C-G and AP . . . . 
Call 31 tincti ( tary rainy maxity ninv) 
tral PWr 

P Tint y Want to r rint the estinated dona ( /O) ' 
Ted y if see 
if (iPede a ) then 
C3 ll a riot ( et Pyke kyi jR22) 
Print : y 'The ettinated sana : ' 
C3ll Carrnt (ijax yet a P.) 
end if 

Print y Want to print the estinated interra field (1/O) ' 
Tread y intote e. 
if (iPtote ea 1) then 
call arset ( try ktotyna R22) 
Call arid 
PT int. 'The estincted internal field: 
Call car rit (naR p Geta P.) 

end if 
call arset ( et Rr kes ijm2; 2) 
Call aw print. Want to plot the object? (1/6) 
Tread irobi 
if (irobi ea ) then 
Write (6 y O) 
format ( //The original inase of Gaussian test object : 's A/ ) 
end if 
call inase (it yj y is 3x sin2 petry irot Jy2) 

cal CF set ( eta P p kesk p ij R2s 2) 
call 3 Fwd 
Print Want to Flot the reconstructiori civo) ' 
red y if TC 
if (in red a ) then 
Write (6 y20 ) 
forct (MM The reconstructed inase of the object : ' MM) 
end if 
Call inase (ib. Jbijnox ijn 2 eter irrec 3) 
Close ( ) 
Close ( 2) 
close (3) 
Sto P 
end 

Sub Troutine inase (ib. Jh iJinox ijn 27 et nr. if objf r file) 
integer is r (225) insii (225) 
connex tar ( 1) Gunk (225) 

Continue 
do S i is y i Jax 

rel Treas ( et R r ( i) ) 
as in T is Otap (ii) ) 
if (re se 0 ) the 

Oddr T. OS 
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el S. . 
Oddr a -0.5 

eff 
if (as in it 0 ) then 

Oddi T. OS 
else 

Oddi F - OS 
eff 
is r (i) E rel, 1 OOOO Oddr 
iRadi ( i) = a ink 10000 t Oddi 
continue 

iPS as i Jax - ib 1 
if E T in 3X 
do 1 O y b 

if (irobi (G ) then 
write ( 6 y 20 ) ( is r ( i) yi Fifts y if C ) 
write (620) (insi ( i) pir irs iPe) 
rift 
eif 
do 15 i s its 

kt r (i-1) kib - i. 
ki ac (jb - ) kib i 
Sjunk (kij) et P (kt. ) 

ipe s p S - 1 
ipt it is - ib 
Continue 
for at (Si,S) 

write (nfi e s 30 ) (ejunk ( i) y if 1 p ij REX) 
fort. (Bf 10 S) 
return 
ed 

Sub TOut in actics ( eth For roen in y axit if V) 

This is a stub routing to tolve the iri VC Tisc scattering 
in robla by Golvins the forward and in V. Tse Tubbl (ea 
alternate. Using C-d iterations 

complex et r ( ) btn 
COR AOn MC on St Miaox y Jhoxy nand p n si by jb pic p ijnax p ijh2 y 

nov no R2 n is a y n2 a2 
CORO MS add TMks kny kiss2knykh Fkn is kalftip 

kibeta y k, relok y krala k, totnyketiny kick n keri y ke Ttk 
connor MV addr/krix kx is kujy. Keskincy kitot kef y kcfs kC V7 

ked a ktary ktfrksk krik i kr2kkesk i khrik khr2k 
kit, E A2 
krikri T. 49 
print 'C-G iteration t for solvirs thc Projection r Toble a 
k a 0 
k is k, 
if k . Ea 1) so to 1.5 
Call fic saf (incx pirax yncins y ny k. p.keik) 
c3 afwr 
Oft in Ue 

Print y 'before tolvins inverte system 
in V r 0 
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6 if V is in V 
if (inv it niriv or (ninv ea 1 and k eR 1)) th cen 

iter 0 
else 

i e r s 
end if 
if (k ea . 1 and inve a 1) then 

it p 7; 1 
else 

ity Pe at 2 
er dif 
Call i VCsar ( i Inax jocky nand y in sk. Fitric sier ) 
Call 3 Fw r 
if (in V .. lt n in V) so to 16 

Call as Pset (certky kertky y2) 
Call ariet ( Telek, y'k reek 1, y2) 
call a pset ( Teley k re. y 2) 
er tk a Tt (Gert k, ) 
reek = Sart ( relek ) 
rel 3G rt ( rele) 
Print 20 yk per tk y Telek y rele 

20 format ( x ks: i3 y rifk e9 3 Crskr 9.3 terts. ' 29, 3) 
if (k a 1) 30 to 10 
if ( relest realin 3nd k l to the Kit) goto 10 

return 
end. 

Sub routine set flod ( xi y jy eth Fyi check) 

his is E sub routine to croRFute the truc ifite Trial 
filed and the scatteriod field from the true object 
and the incident fields usin C-d Rethod 

real xi ( ) y ( ) 
On Flex Citar ( , ) beta 

colla on M const Minax jaax no risp in it Jb icy i JaaX Vija2V 
3 and R2 r 3G in 3G 2 

CoR hon / addr/ks knks2knykhirkin kalf-hark beta y 
k relek yk relektotr keen y kest kny kering kertk 

coRR on Mvaddr/krix kxi skyjked skinc sktotr keff kcfs knvy 
kiss Rhyk, tary ktfy kitik i krik, k2k keikkhr 1kykh r2k 

kone 5 
kbtn 42 

ai = float (incx) 
as in 7 float (jaax) 
reh in E -8 
3xit 00 

initialize the internal field 
call VROV (kin C y 2 yktot p 2 y no g ) 
Call 3 Fw r 

Print : 'C-G iterations for solvirid the irite Trnal ficlid' 
k ... O 
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O k = k + 1 
call f car (ifaxy jacky nons s r. k+1 kes) 
Call of r 
Call a pset certky ke Ttky 1 y2) 
call crud 
er tk as SG rt (ertik ) P 
Print 20 yk, or tk 

20 for Rat (x, y k = y i3 y 2x riff. el O M ) 
if k a 1) do to 10 
if (ertk sit retain and k ... lt Roxit), so to iOM 

c Check if the internal field computed is correct 
o 

if (i Check tea 1) then 
C3 l l if wesia F (in 3x yjrax yn and in y - 1 ykes) 
Call as PWT 
cal are set ( e Tiny ke rinyi y 2) 
Call 3 Fwd 
er if a start (er in ) 
print H f - f' ( i) e rin 
end if 

s 

C co. Pute the stract terred field 

Y Call fics or (iRacx p Jax yn and nr Osked) 
Call on r r 

returf 
end 

Sub TOut in Car rht (ny e) 
C 
C A sub routine to r rint the conflax arras 
C - - - - - - or an on r or na n uns- as as me - up us as as as - a - - a- an a on as as as a - - as - or as a no as a mo an as n as a 

COR Flex ( i ) 
nine7: n/ 
ic 
do iO jsi prline 
Print 20 y real ( e (i) ) raises ( C ( i) ) is real (e( i. 1) ) y acia as ( 2 (ii) ) 
Tal ( e ( i 2) ) aims (e (i+2) ) 

O is i-3 
i En-link3 
if ( i ea 2) then 
Print 30 y real ( e (n-: ) ) y bias ( t ( - ) ) y real ( C (n ) ) is asiaaS (2 (n ) ) 
else y 

if (i. e.a. 1) print 40 y real (c. (n)) rainag ( ( (n) ) 
end if - 

2O for Rat (3 ( ' ( ' y E9.3 y y el O 3 y ) ) ) 
O for R3t (2 ( ' ( ' y S9 y G. O. 3 ) ' ) ) 

40 format ( ' ( ' e9.3 c10.3 ) ) 
return 
end r 

MS - - - - - - - - - a male - - a - - - as as as us - as up a as an us a on as an as a s m us m me a m on m in same to as - us - as on as a M 

convol (imax Jnax nans in kvikv2 kcf. k enviktar kuf iconjir rod)- 
Mt. This is an arc subroutine to compute convolution usins 

2-0 FFT or AP M 
Mk - - - a - to up e o up as a a mua - - - - - - - - - - - - - - - -a - - - - - - - - - - - - - - - - - - - - - / 

-- 
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it is 3x P Jax v nand ny kV1 v kv2 kcfy kic rivyktary ktfy icon in rod 
s 

/k Two e declaration KM 
ift in axi it b v i Jack p ijR2 n2 p n is a y nG2 
int i v i 2 v na na n2n3 y it 33 y kong kxi krn SG kV2n 
int ih kti hp kit by kit frn piit ktrikti y ktfiy kit fri 
in t k rr is kt raiyktfrikt frnik 1 knk frn kefni 
int k tanny kth on 1 p kit ihn y kit bri r n dif 

Mk 3et constants $/ 
iRask F in Dx + 1 
ib at 2 k in a 
ib = ib 
Jb T. 2 S. ja 3 x 
b s b + 

ijia x T. ib. 3 Jb 
in2 as 2 ijax 
3A is nas S. ii Rex 5 

na R2 = 2 nor 
2 :: 2 b 
sca as n x n 

in sa2 T 2 nsa i 
kore is 5 
k rn sca e 
ih as imax M 25 
kti h = 2. SK ih 
kti = jRax ... ib. 5 
kt Jb i. 2 S. kit Jb 
kt frn = n - i Bask 
kit f : kit frt 2 
kit frn - ktfri + ktf 

if (irrod < 0) so to lab2: 
/ Aiultiply the object and thc iriternal field before 

corvo uti M 
... as 0 

dif t Of 
at kV2n kV2 + n dif 5 

kt P : k, tRP diff 
cvhul (kvy 2 kV2n p2p ktra Fin F.2 FijRCX) 
3 -r na - 1 
di f = n if h ijR2 f 

if (ra K mans ) so to lab1 5 
act2: O 
at 4 v 

dif F rakija 25 
ktarn r ktar + n dif 
ktihn T. kth kta Pn 
ktibn ktib kta Pri 

M. core the convolution 3 T Taus M 
vc r (kevy y na2) 
if (icon r: T 0 ) do to labii 
cvcon (kcf y2 kcnvy 25 ns a 
so to lab 12 

lab11 evaov (kef p 2 kcnvy 29 nta) 
lab 2 
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teste in C ( i Raxy max yn ansy ny it run) 

Mk This is an arc sub routing to dent rat the Gau Saian 
test object and the incide rat fic d ut insi the 2 r 
ProCO3 so T. M. 

Mk - - - - - - - as - - us au an um as as a sa as a a seas a eu es as a s a un an as essa as as up in a no in a ------------ M 

int i Roxy Jax in and y ny it run 
s 
Mik declaration / - 

int i y R yib Jb p ijnexy ijR2 na R2 ibi jbi f rit (2 
int i2n2 kci kcni krix krixi y kcf 
int kai y kany kone y kxi skij k City kf vity key KCC1 
int kPa y kcoryk, Co is knt.fhy k.del 3 v khalf vkin 
int king kincipkin Cap k, incia ker 
int k rid kars 1 karda y k3 ridia 

/ assisin the AF aera or k/ 
ib at 2 in X 
Jb F 2 Jax 
ib T. ib. 1 
Jb c jbi 
'i Jiax T ib St Jb 
ijh2 at 2 ij Rax i 
tan2 it rang : iR2 
n2 s 2 
n Sa2 T 2 Sk n 
kaiah as 0 
k RjB 
kro S. c 2 
kcor T S 
k Oi c. 4 
kOne 5 
k del as a 6 

troh - 7 
kiR as 8 
khalf a 12 
ker as 48 
kPix fe 00 
kxi = kPix i ija 25 
kij : k, xi in a X 
kes a k h ijRax 
ked 1 T. k h 

... kind se kes + i jR25 
kiC 7: kind 1 
karst = k in c + has 25 
kers ka Ts 
kf a kaers nea 25 
if kf + 3 a.2 

v compute the coordinates of the roints in the or edit (ensional 
arry KM 

vro RP (knia kone kxi pi yit) 
vra Rar (knjaykoner kyjr ib 7 Jb) i " ... -- 

r O 
KC St. kxi 

iX kf Vitt kit ib . 
wfill (kest kfvt ib Jbi ) 
ket a kest 
i e i N 
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if ( C ib 1. ) so to x 

E O 
kcgt. kuji 

JW kf Vt. kest 
V fill (kct kf Vt 1 ibi ) 
kcst is kcst ib 
i r i + 1 . 
if (-i K Jh) so to Ju 

M. Genera to the ture game ed: KM 

Vana (kxi pi pkxi p 1 p kur 1 kup 1 kced 2 Fijiax) 
V5 Rul (kg 2 kn in kid 2 v i JR3x) 
Vexp (kes p 2 yksi y 2 in ox) 
VR to V (kes y 2 yk 2 y in ex) 
VSaul (kes p 2 y kCOT p key 2 p ijax) 
VSul (keji 2 v k, coir kill 2 y ijnax) 
CVR assis (kies p 2 yk in p 2 p ijax) 
SV (kirt 2 kn y inax) 

Ms generate the incident field ev 
V ran f ( kona y k. One y ko rsy 2 y neng ) 
vs Rul (kars 2 k dela kars p 2 r and 5 
Visir ka ri y 2 r kars 1 y 2 r n 3n) 
Vcos (kars p2p ka rsy 2 y nond) 

A. O 
ka Tse a kars 
kirch it kin f 

lab kars 1 E. kaers 1 
k in C in re kinch 
Vsu (kxi p 1 p ka Tsh y kina y 2 p ijax) 
V sinul (k.j 1 kars 1 a kincin 27 ijnax) 
Vadd (kine y 2 yk in C in p 2 y kind in y 2 p ija 2 x ) 
V3 null (kin c 1 in 2 y kth kind in p 2 p ija 3X) 
VCOs (kic R p 2 y kinca y 2 y in 2X) 
v3 inck in 1R 72 vkin cin p 2 p ijR3x) 
h r h if 
if (n > rans) so to 2 
k3 rsif r k3rd R. 2 
kitch a kin CR + i in 25 
so to lab 1 

lab2: 
if (it run sac O ) so to at 3 

M: Confute the truncation 3 T Ta kM 
vancx ns (kxi p 1 p.k.jyi Kxi FijRX) 
vlin (kxi 17 kin khalf kuj71 ijRax) 
vs add (kiji khalf kxi pi yijnex)'s 
so to last 6 

3 V fill (koney kxi v i yijnex) 

/k FO rh the Green's Coef convolution arre M 

b & VT (ke fy y no.2) 
i. e. Of 

ab4 i2 r i i 
ki r kf 2 
kni kf 2 
kni e kni - i2 
kPixi i2 ib n-l. 

*1. w 
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kPixi se k Fixi - kPix 
i i 
CVn OV (kPixi. y 2 yksi y n2 y ib) 
if ( ; , ) so to b4 
CVTOV (kriy 2 ykini y n2 y ib) 
if ( i < by so to b4 

i e 0 
lab5: ki r i : 2 

ki Fi ki kf 
kri i 
kri c kri n2 
kni Ti kri + kf 
i = i 
C VAO V (kci 2 y kni y 2 y n) 
if ( i K ib) : G to lab5 

return 

Mk as a - - - - - - so- - - - - - - - - - -es as M 

fwc star cinax Jnax nens n iter kest) 
/ This is an ore subroutine to solve the forward Problem usins 

C - it rations. On AP M 
/k - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - M 
int in oxy Jax nand yn iter kefit 
C 

int in axi pi by it p ij Raxy ijn2 n2 is neck ris (2 nang 
it na naa2 no vitavkone yjstep yk Gikr, kertkirkbtn kb td 
int krns a p kPix y kit y kf ktf pi yi2 kci k crisk fix is kr2kh 
int ih kti hyk to y kit frnyi i y kti y kti y ktfi kit frnip kitot R 
int ktra is kt rai ktfriktfrni yksi ki krik, rhci r ske Ti 
int kick tot kcnvy ke k tary ktarn kega y kt Oth 
int k r2k ksky kpik kr2k khirky kef pnd if ktihnykt Jbris kesik 
int k r2ki ks2km khrok n kal The yk beta y krel iconji 
int kxiktapnik relek , khr 1 ki khr2k khri in khri ni kskh 
it k r2k1 ykh trn 1 ktar kefny koff 

M. Assissin the AP or k/ 
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What is claimed and desired to be secured by U.S. 
Letters Patent is as follows: 

1. A method of producing an image of an object from 
acoustic energy that has been transmitted through and 
scattered by the object, said image comprising a high 
and acoustic absorption at all points within the object, 
and said method comprising the steps of: 

electronically transmitting an electric signal at multi 
ple frequencies and transducing said electric signal 
at each said frequency into acoustic energy propa 
gated toward said object from a plurality of trans 
ducer transmitter positions; 

electronically processing said electrical signal to de 
termine from said transmitter positions an incident 
field corresponding to said propagated acoustic 
energy, said incident field being stored in the mem 
ory of a central processing unit (CPU) in the form 
of digitized electric signals; 

detecting at a plurality of transducer receiver posi 
tions said acoustic energy transmitted through and 
scattered by said object; 

electronically processing said detected acoustic en 
ergy so as to transform said detected energy into a 
plurality of digitized electric signals stored in said 
memory of said CFU and corresponding to a scat 
tered field detected at said transducer receiver 
positions; 

said CPU preparing an initial estimate of the scatter 
ing potential for said object and an initial estimate 
of the internal field of said object at each pixel of a 
display screen on which said acoustic image is to be 
displayed and storing each said estimate in said 
memory; 

said CPU determining at each said frequency and 
storing in said memory a scattered field derived at 
said frequency from said initial estimates of the 
scattering potential and internal field, and thereaf 
ter comparing at said frequency said scattered field 
detected at said receiver positions to said scattered 
field determined by said CPU; 

said CPU determining at each said frequency and 
storing in said memory a new estimate of said inter 
nal field at each said pixel derived from said inci 
dent field, the last estimate of the internal field at 
each said pixel, and the last estimate of said scatter 
ing potential at each said pixel, said new estimate of 
the internal field at said frequency comprising all 
orders of scattering; 

said CPU determining and storing in said memory a 
new estimate of said scattering potential derived 
from said new estimate of said internal field and 
said scattered field detected at said receiver posi 
tions; 

said CPU continuing to update the estimate for said 
internal field and scattering potential until said 
scattered field determined by said CPU approxi 
mates said scattered field detected at said receiver 
positions within a selected range of tolerance; and 

said CPU thereafter using the determined scattering 
potential to reconstruct and store said image in said 
CPU memory. 

2. A method as defined in claim 1 wherein said step of 
electronically transmitting said electric signal at multi 
ple frequencies comprises the steps of: 

positioning a transducer array adjacent said object, 
said array comprising a plurality of acoustic trans 
mitters and acoustic receivers; 
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78 
sending said electric signal at a first frequency to each 

said transmitter so that each said transmitter will in 
turn propagate acoustic energy at said first fre 
quency; and 

thereafter changing the frequency of said signal and 
sending said electrical signal at said changed fre 
quency to each said transmitter so as to sequen 
tially propagate acoustic energy from said said 
transmitter at said changed frequency. 

3. A method as defined in claim 1 wherein said step of 
electronically transmitting an electric signal at multiple 
frequencies comprises the steps of: 

positioning a transducer array adjacent to said object, 
said array comprising a plurality of acoustic trans 
mitters and a plurality of acoustic receivers; 

generating said electric signal in the form of a wave 
form which is characterized by a plurality of differ 
ent frequencies; and 

sending said generated waveform in turn to each said 
transmitter so as to propagate acoustic energy at 
said multiple frequencies from each said transmit 
ter. 

4. A method as defined in claims 2 or 3 wherein said 
transducer array is configured to encircle said object. 

5. A method as defined in claim 1 wherein said step of 
detecting at a plurality of transducer-receiver positions 
said acoustic energy transmitted through and scattered 
by said object comprises the steps of: 

positioning a transducer array adjacent said object, 
said array comprising a plurality of transmitters 
and a plurality of receivers; and 

after acoustic energy is transmitted from one of said 
transmitters, sequencing each said receiver so as to 
detect said scattered acoustic energy at each said 
receiver in turn. 

6. A method as defined in claim 5 wherein said step of 
electronically processing said detected acoustic energy 
comprises the steps of: 

transducing the acoustic energy detected by each said 
receiver transducer into a corresponding electric 
signal; amplifying said corresponding electric sig 
nal; and 

thereafter processing each said amplified signal so as 
to generate two signals which correspond to math 
ematical real and imaginary representations of each 
said amplified signal. 

7. A method as defined in claim 6 wherein the step of 
processing said amplified signal from each said receiver 
transducer so as to generate said signals corresponding 
to said mathematical real and imaginary representations 
of said amplified signal comprises the steps of: 

inputting the amplified signal detected at said re 
ceiver transducer to first and second multiplier 
circuits and multiplying the amplified signal input 
to said first multiplier circuit by the electric signal 
sent to said transmitter transducers; 

shifting the phase of said electric signal sent to said 
transmitter transducers by 90 and thereafter multi 
plying the amplified signal input to said second 
multiplier circuit by said signal that is shifted by 
90; and 

filtering the output of each said multiplier circuit with 
a low-pass filter circuit and thereafter integrating 
and digitizing the output of each said low-pass 
filter circuit. 

8. A method as defined in claim 6 wherein said step of 
processing said amplified signals from each said re 
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ceiver transducer so as to generate said signals corre 
sponding to said mathematical real and imaginary repre 
sentations of each said amplified signal comprises the 
steps of: 

inputting each said amplified signal to a high speed 
analog-to-digital converter so as to digitize each 
said amplified signal; and 

inputting each said digitized signal from said high 
speed analog-to-digital converter into a parallel 
processor programmed to take the complex fast 
Fourier transform of each said digitized signal. 

9. A method as defined in claim 5 wherein said trans 
ducer array is configured to encircle said object. 

10. A method as defined in claim 1 wherein said initial 
estimate of said scattering potential is zero. 

11. A method as defined in claim 1 wherein said initial 
estimate of said scattering potential is an average value 
determined by an estimated average of density, acoustic 
speed and acoustic absorption of said object. 

12. A method as defined in claim 1 wherein said inci 
dent field is used as said initial estimate of the internal 
field of said object at each said pixel. 

13. A method as defined in claim 1 wherein said esti 
mate of the internal field of each said object at each said 
pixel is determined by said CPU from said initial esti 
mate of said scattering potential. 

14. A method as defined in claim 1 wherein said step 
of determining said new estimate of said scattering po 
tential comprises the steps of: 

backprojecting said scattered field detected at said 
transducer-receiver positions to obtain a blurred 
image of said scattering potential of said object; 
and 

deblurring said blurred image of said scattering po 
tential to obtain said new estimate of the scattering 
potential. 

15. A method as defined in claim 14 wherein said 
incident field, said scattered field detected at said trans 
ducer-receiver positions, each said initial and new esti 
mate of said internal field and each said initial and new 
estimate of said scattering potential are obtained sepa 
rately by said CPU at each said frequency. 

16. A method as defined in claim 15 wherein said 
scattering potential is formulated using a plurality of 
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frequency-independent components represented as a 45 
vector T multiplied by a frequency-dependent matrix 
M, and wherein a least-squares method is applied by 
said CPU to the product MIT so as to derive therefrom 
a scattering potential comprised of frequency-depend 
ent terms whose sum represents a best fit to said de 
blurred image of said scattering potential. 

17. A method as defined in claim 16 wherein said 
least-squares method is applied by said CPU using a 
conjugate gradient method. 

18. A method as defined in claim 1 wherein said inci 
dent field, said scattered field detected at said transduc 
er-receiver positions, and each said initial and new esti 
mate of said internal field are obtained separately by 
said CPU at each said frequency. 

19. A method as defined in claim 18 wherein said new 
estimate of said internal field and said new estimate of 
said scattering potential are obtained by said CPU ac 
cording to a conjugate gradient method. 
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20. A method as defined in claim 19 wherein said 65 
scattering potential obtained by said CPU comprises a 
plurality of frequency-independent components repre 
sented as a vector I. 

80 
21. A method as defined in claim 19 wherein said 

conjugate gradient method is used by said CPU to de 
termine said new estimates of said internal field and said 
scattering potential by computing a descent direction 
wherein each variable from a set of variables taken from 
a first vector equation defining said internal field and a 
second vector equation defining said scattered field 
detected at said receiver positions is allowed to vary 
simultaneously. 

22. A method of reconstructing an acoustic image of 
an object using a central processing unit (CPU) pro 
grammed to process data derived from acoustic energy 
that has been transmitted at multiple frequencies and 
scattered by said object, said method comprising the 
steps of: 

propagating multiple frequency acoustic energy 
waves toward said object from a plurality of trans 
mitters positions; 

electronically storing a plurality of digitized elec 
tronic signals derived by said CPU from said prop 
agated acousti energy and said transmitter posi 
tions, said digit d electronic signals representing 
an incident field obtained at each said frequency 

detecting at a plurality of receivers multiple fre 
quency acoustic energy waves scattered by said 
object; 

electronically storing a plurality of digitized elec 
tronic signals representing all orders of a scattered 
field obtained at each said frequency and derived 
by said CPU from the scattered acoustic energy 
waves detected at said receivers; 

said CPU determining (a) an estimate of an internal 
field at each said frequency and at each scattering 
point within said object, and (b) an estimate of a 
scattering potential characterized by density, 
acoustic speed and acoustic absorption at each said 
frequency and at each scattering point within said 
object, and said CPU electronically storing a plu 
rality of digitized electronic signals representing 
said estimates of said internal field and said scatter 
ing potential; 

said CPU determining from said estimated internal 
field and scattering potential a predicted scattered 
field at all orders of scattering and at each said 
frequency, and said CPU comparing said predicted 
scattered field to said scattered field derived from 
the scattered acoustic energy waves detected at 
said receivers; 

said CPU updating said estimates of said internal field 
and said scattering potential until said comparison 
results in a predicted scattered field which approxi 
mates said scattered field derived from the scat 
tered acoustic energy waves detected at said re 
ceivers within a selected range of tolerance; and 

said CPU thereafter reconstructing from said esti 
mated scattering potential an acoustic image of said 
object, and outputting a visually perceptible dis 
play of said image. 

23. A method as defined in claim 22 wherein said step 
of said CPU updating said estimate of said internal field 
comprises the step of said CPU deriving said updated 
estimate of said internal field from said incident field 
and from said estimate of said scattering potential. 

24. A method as defined in claim 23 wherein said step 
of said CPU updating said estimate of said scattering 
potential comprises the step of said CPU deriving said 
updated estimate of said scattering potential from said 
updated estimate of said internal field and from said 
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scattered field derived from the scattered acoustic en 
ergy waves detected at said receivers. 

25. A method as defined in claim 24 wherein said step 
of said CPU updating said estimate of said scattering 
potential further comprises the steps of: 

backprojecting said scattered field derived from the 
scattered acoustic energy waves detected at said 
receivers to obtain a blurred image of said updated 
scattering potential; and 

deblurring said blurred image. 
26. A method as defined in claim 25 further compris 

ing the steps of: 
said CPU formulating a frequency-independent vec 

tor comprised of a plurality of frequency 
independent components; 

said CPU setting said updated estimate of said scatter 
ing potential equal to the product of said vector 
and a frequency-dependent matrix M; and 

said CPU applying a least-squares method to said 
product MIT so as to derive therefrom a product 
comprising a plurality of frequency-dependent 
terms whose sum represents a best fit to said de 
blurred image. 

27. A method as defined in claim 23 wherein said 
updated estimate of said internal field is obtained by said 
CPU according to a conjugate gradient method. 

28. A method as defined in claim 27 further compris 
ing the steps of: 
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said CPU formulating a frequency-independent vec- 30 
tor IT comprised of a plurality of frequency 
independent components; 

said CPU applying a conjugate gradient method to 
obtain an updated estimate of said vector from said 
updated internal field and from said scattered field 
derived from the scattered acoustic energy waves 
detected at said receivers; and 

said CPU determining said updated estimate of said 
scattering potential from the product of said up 
dated vector and a frequency-dependent matrix M. 

29. A method as defined in claim 28 wherein said 
conjugate gradient method is used by said CPU to de 
termine said updated estimates of said internal field and 
said vector by computing a descent direction wherein 
each variable from a set of variables defined by (a) a first 
set of equations defining said internal field and (b) a 
second set of equations defining said scattered field 
detected at said receivers is allowed to simultaneously 
vary. 

30. A method as defined in claim 22 wherein said step 
of propagating said multiple frequency acoustic energy 
waves comprises the step of electronically transmitting 
an electric signal at multiple frequencies and transduc 
ing said electric signal at each set frequency into said 
acoustic energy waves. 

31. A method as defined in claim 30 wherein said step 
of electronically transmitting said electric signal at mul 
tiple frequencies comprises the steps of 

positioning a transducer array adjacent said object, 
said array comprising a plurality of acoustic trans 
mitters; 

sending said electric signal at a first frequency to each 
said transmitter so that each said transmitter will in 
turn propagate acoustic energy at said first fre 
quency; and 

thereafter changing the frequency of said signal and 
sending said electrical signal at said changed fre 
quency to each said transmitter so as to sequen 
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82 
tially propagate acoustic energy from each said 
transmitter at said changed frequency. 

32. A method as defined in claim 30 wherein said step 
of electronically transmitting an electric signal at multi 
ple frequencies comprises the steps of: 

positioning a transducer array adjacent to said object, 
said array comprising a plurality of acoustic trans 
mitters; 

generating said electric signal in the form of a wave 
form which is characterized by a plurality of differ 
ent frequencies; and 

sending said generated waveform in turn to each said 
transmitter so as to propagate acoustic energy at 
said multiple frequencies from each said transmit 
ter. 

33. A method as defined in claims 30 or 31 wherein 
said transducer array is configured to encircle said ob 
ject. 

34. A method as defined in claim 22 wherein said step 
of detecting at said plurality of receivers said multiple 
frequency acoustic energy waves scattered by said ob 
ject comprises the steps of: 

positioning a transducer array adjacent said object, 
said array comprising a plurality of acoustic receiv 
ers; 

sequencing each said receiver so as to detect said 
scattered acoustic energy waves at each said re 
ceiver in turn; and 

electronically processing said detected acoustic en 
ergy waves so as to transform said detected acous 
tic energy waves into a plurality of digitized elec 
tric signals. 

35. A method as defined in claim 34 wherein said step 
of electronically processing said detected acoustic en 
ergy waves comprises the steps of: 

transducing said acoustic energy waves detected by 
each said receiver into a corresponding electrical 
signal; 

amplifying said corresponding electric signal; and 
thereafter processing each said amplified signal so as 

to generate two signals which correspond to math 
ematical real and imaginary representations of each 
said amplified signal. 

36. A method as defined in claim 35 wherein said step 
of processing each said amplified signal so as to gener 
ate said signals corresponding to said mathematical real 
and imaginary representations of said amplified signal 
comprises the steps of: 

inputting each said amplified signal to first and sec 
ond multiplier circuits and multiplying the ampli 
fied signal input to said first multiplier circuit by 
the electric signal sent to said transmitter transduc 
ers; 

shifting the phase of said electric signal sent to said 
transmitter transducers by 90' and thereafter multi 
plying the amplified signal input to said second 
multiplier circuit by said signal that is shifted by 
90'; and 

filtering the output of each said multiplier circuit with 
a low-pass filter circuit and thereafter integrating 
and digitizing the output of each said low-pass 
filter circuit. 

37. A method as defined in claim 35 wherein said step 
of processing each said amplified signals so as to gener 
ate said signals corresponding to said mathematical real 
and imaginary representations of each said amplified 
signal comprises the steps of: 
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inputting each said amplified signal to a high speed processor programmed to take the complex fast 
analog-to-digital converter so as to digitize each Fourier transform of each said digitized signal. 
said amplified signal; and 38. A method as defined in claim 34 wherein said 

inputting each said digitized signal from said high transducer array is configured to encircle said object. 
speed analog-to-digital converter into a parallel 5 k . . . 
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