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DELAY ESTIMATION USING FREQUENCY
SPECTRAL DESCRIPTORS

BACKGROUND OF THE INVENTION

This invention relates to an audio system. Some embodi-
ments relate to a system and method for signal delay
estimation, more specifically a delay estimation method
using spectral descriptors for a system with inconsistent
delay and adverse distortions.

An audio system may experience inconsistent delays
(fixed or drifting). The delay may be longer than what most
adaptive filters can handle. For example, a typical acoustic
echo cancellation (AEC) method employs a 16-block adap-
tive filter, where each block is 8-msec in length and limits
the nominal delay between the audio content and the signal
captured via a microphone within 14 of the blocks to be
effective, i.e., less than 4 blocks, 32-msec. Moreover, a
known delay can also assist the buffer control to save the
zero-response delay taps for longer echo tails.

A conventional method to estimate the delay is simply
locating a candidate delay with maximum cross-correlation
or minimum distance between the audio content and the
captured signal. Another more advanced way is to use the
generalized cross-correlation (GCC) of the spectrograms to
determine the delay. However, the spectrogram of the cap-
tured signal may adversely include the information affected
by many uncertainties as the user may change loudspeakers
or listening environments. For example, some of the uncer-
tainties include:

1) different loudspeaker equalizer (EQ) settings;

2) different loudspeaker frequency responses;

3) different room responses;

4) near-end voice; and

5) background noise.

The latter two are additive and a user would reasonably
turn the volume up enough to overcome background noise
thus the audio signal captured by a microphone should be
dominated by the intended audio content. However, the first
three yields convoluted response that are hard to separate
from the spectrogram of the captured signal.

Therefore, there is a need for improved system and
method that can determine reliable delays.

BRIEF SUMMARY OF THE INVENTION

In some embodiments, a method is disclosed to estimate
the delay between an original signal and the corresponding
captured signal. The signals are transformed and buffered to
two sets of spectral descriptors for a similarity measure. The
method advantageously offers robust delay estimation for
inconsistent delays and adverse spectral distortions.

According to some embodiments, a system includes a
host device to provide a known waveform, a signal trans-
mitter to receive the known waveform from the host device
via a channel and to emit a signal corresponding to the
known waveform, and a signal receiver to convert the signal
to a received waveform and send the received waveform to
the host device.

The host device comprises a processor being configured
to:

transform the known waveform to a reference spectral

descriptor matrix and a reference magnitude represen-
tation matrix;

transform the received waveform via the signal receiver to

a received spectral descriptor matrix;
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2

obtain a similarity measure between the reference spectral
descriptor matrix buffer and the received spectral
descriptor matrix;
accumulate the similarity measure based on at least one
statistic of the reference magnitude representation
matrix to obtain a cumulative similarity measure;

determine a delay based on the cumulated similarity
measure; and output information characterizing the
determined delay.

In some embodiments of the above system, the known
waveform is an audio content, the signal transmitter is a
loudspeaker, the signal is an acoustic signal, and the signal
receiver is a microphone.

In some embodiments, the channel is a wired channel
including one of High-Definition Multimedia Interface
(HDMI) and Universal Serial Bus (USB).

In some embodiments, the channel is a wireless channel
including one of Bluetooth and WiFi.

In some embodiments, the processor is configured to
convert the waveform to a spectrum, add a floor to the
spectrum, convert the floor-added spectrum to a logarithmic
spectrum, convert the logarithmic spectrum to a series of
coeflicients via a transformation method, wherein less than
30% of the coeflicients are used as the spectral descriptors
to represent the waveform.

In some embodiments, the transforming is discrete cosine
transform (DCT).

In some embodiments, the transformation method is one
of discrete sine transform (DST), cepstrum, principal com-
ponent analysis (PCA), and wavelet transform (WT).

In some embodiments, the magnitude representation is a
root-mean-square (RMS) of the waveform.

In some embodiments, the magnitude representation is a
maximum magnitude, an average magnitude, a power, or a
sound pressure level (SPL) of the waveform.

In some embodiments, the similarity measure is cross-
correlation.

In some embodiments, the similarity measure is distance.

In some embodiments, the statistic is minimum, average,
or sum.

In some embodiments, the delay with maximum cumu-
lated cross-correlation is determined as the estimated delay.

In some embodiments, the delay with minimum cumu-
lated distance is determined as the estimated delay.

According to some embodiments, a computer-imple-
mented method includes transforming a known waveform to
a reference spectral descriptor matrix and storing it in a first
buffer, transforming the received waveform to a received
spectral descriptor matrix buffer and storing it in a second
buffer, and transforming the known waveform to a reference
magnitude representation matrix and storing it in a third
buffer. The method also includes obtaining a similarity
measure between reference spectral descriptor matrix buffer
and the received spectral descriptor matrix, accumulating
the similarity measure based on at least one statistic of the
reference magnitude representation matrix to obtain a cumu-
lative similarity measure, and determining a delay based on
the cumulated similarity measure. The method further
includes and outputting information characterizing the deter-
mined delay.

In some embodiments, the processor is configured to
convert the waveform to a spectrum, add a floor to the
spectrum, convert the floor-added spectrum to a logarithmic
spectrum, convert the logarithmic spectrum to a series of
coeflicients via a transformation method, wherein less than
30% of the coeflicients are used as the spectral descriptors
to represent the waveform.
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In some embodiments, the transforming is discrete cosine
transform (DCT).

In some embodiments, the magnitude representation is a
root-mean-square (RMS) of the waveform.

In some embodiments, the similarity measure is cross-
correlation, and a delay with maximum cumulated cross-
correlation is determined as the estimated delay.

In some embodiments, the similarity measure is distance,
and a delay with minimum distance is determined as the
estimated delay.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the disclosure,
reference should be made to the following detailed descrip-
tion and accompanying drawings wherein:

FIG. 1 depicts a system to playback signal content via an
external emitter and capture the emitted signal via a built-in
receiver;

FIG. 2A, FIG. 2B, and FIG. 2C depict the spectrograms
of emitted/received signals and delay estimation/decision
according to various embodiments of the present invention;

FIG. 3A, FIG. 3B, FIG. 3C, FIG. 3D depict the spectro-
grams of another set of emitted/received signals and delay
estimation/decision according to various embodiments of
the present invention;

FIG. 4 depicts the block diagram of a delay estimation
method according to various embodiments of the present
invention;

FIG. 5 depicts the block diagram of a method to generate
spectral descriptors according to various embodiments of the
present invention;

FIG. 6 depicts the block diagram of a method for gener-
ating a delay decision according to various embodiments of
the present invention;

FIG. 7 depicts a limited set of spectral descriptors repre-
senting a signal according to some embodiments of the
present invention;

FIG. 8 depicts cross-correlations determined by different
characteristics in long-term according to some embodiments
of the present invention;

FIG. 9 depicts cross-correlations determined by different
characteristics in short-term according to some embodi-
ments of the present invention;

FIG. 10 depicts the delay decision efficacy of each spec-
tral descriptor according to some embodiments of the pres-
ent invention;

FIG. 11 depicts an example of delay decision based
support weighted cumulated cross-correlation according to
some embodiments of the present invention;

FIG. 12 is a simplified flow chart illustrating a method for
determining a delay between two acoustic signals according
to some embodiments of the present invention; and

FIG. 13 is a simplified block diagram illustrating an
apparatus that may be used to implement various embodi-
ments according to the present invention.

DETAILED DESCRIPTION OF THE
INVENTION

Aspects of the disclosure are described more fully here-
inafter with reference to the accompanying drawings, which
form a part hereof, and which show, by way of illustration,
example features. The features can, however, be embodied
in many different forms and should not be construed as
limited to the combinations set forth herein. Among other
things, the features of the disclosure can be facilitated by
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4

methods, devices, and/or embodied in articles of commerce.
The following detailed description is, therefore, not to be
taken in a limiting sense.

FIG. 1 shows a simplified exemplar audio system to
playback an audio content via an external loudspeaker
(wired, e.g., HDMI, USB; or wireless, e.g., Bluetooth, WiFi)
according to some embodiments of the present invention. As
shown in FIG. 1, audio system 100 represents a system for
determining a delay between an original audio signal and a
corresponding captured signal. In the example of FIG. 1,
audio system 100 includes a host device 110 to provide a
known waveform 111 that represents an audio content. The
audio content can be speech or music, or other audio signals.
Audio system 100 also includes a signal transmitter 130,
which, in this example, is a loudspeaker, to receive the
known waveform 111 from the host device 110 via a channel
120 and to emit a signal 131, which is an acoustic signal
corresponding to the known waveform 111. In FIG. 1,
channel 120 can be a wired channel, such as HDMI, USB,
coaxial cable, etc. Alternatively, channel 120 can also be
wireless, such as Bluetooth, WiFi, etc. Audio system 100
also includes a signal receiver 140 to convert the signal 131
to a received waveform 141 and send the received waveform
141 to the host device 110. In some embodiments, the host
device 110 includes a processor configured to determine a
delay between the received waveform 141 and the known
waveform 111. An example of the host system 110 is
described below with reference to FIG. 13.

FIGS. 2A-2C depict the spectrograms of emitted/received
signals and delay estimation/decision according to various
embodiments of the present invention. FIG. 2A and FIG. 2B
depict the spectrograms of emitted/received music signals,
respectively, for a music example played back by a Blu-
etooth loudspeaker, but with narrow bandwidth. FIG. 2A
shows the spectrogram of the emitted signal. FIG. 2B shows
the spectrogram of the received signal, which has no high
frequency components due to the limited bandwidth of the
loudspeaker. FIG. 2C depicts the delay estimation/decision
for the music example as determined by the delay estimation
system and method according to some embodiments
described below. The drifting delay can be seen to be one
frame (128 samples) every minute (circled in the plot),
equivalent to two samples per second, e.g., the difference
between sample rates 15999 and 16001 Hz.

FIGS. 3A-3D depict the spectrograms of another set of
emitted/received signals and delay estimation/decision
according to various embodiments of the present invention.
FIGS. 3A and 3B depict the spectrograms of emitted/
received voice signals, respectively. FIG. 3A shows the
spectrogram of the emitted signal. FIG. 3B shows the
spectrogram of the received voice example played back by
a HDMI/TV loudspeaker, which is distorted by the loud-
speakers frequency response and heavily affected by room
response (e.g., horizontal white stripes in the plot). FIGS. 3C
and 3D depict examples of delay estimation/decision for the
music example during different sampling periods, as deter-
mined by the delay estimation system and method described
below according to some embodiments. As can be seen in
FIGS. 3C and 3D, separately, the delay is fixed throughout
the recording, but inconsistent across different recording
periods. For example, the delay is estimated to be about 168
msec for the sampling period in FIG. 3C and about 136 msec
for the sampling period in FIG. 3D about 136 msec.

Experimental results show that, overall, the delay estima-
tion method described herein is applicable to various situ-



US 12,112,764 B2

5

ations including, but not limited, different spectral distor-
tions, different contents, inconsistent delays, or drifting
delays.

FIG. 4 depicts a method for determining a delay of the
system 100 of FIG. 1 according to some embodiments of the
present invention. FIG. 4 illustrates method 400 employed
by host system 110 of FIG. 1 for determining the delay. The
method 400 receives digitally sampled signals (e.g., 16 kHz
audio signal) represented by a known waveform (e.g., audio
content) sy[n; m] to be emitted via a signal transmitter (e.g.,
loudspeaker) and a received waveform s, [n; m| captured via
a signal receiver (e.g., microphone), on frame-basis (e.g.,
128 samples, i.e., 8 msec), where integer m is the index of
a frame and integer n is the index of the digital data. A first
windowing module 401 and a second windowing module
402 apply a windowing function w[n] (e.g., Hanning win-
dow, 256 points) to modulate the framed signal and its
memory (e.g., the previous frame) to generate windowed
reference signals X,[n; m] and windowed received signal
x,[n; m], as follows.

Xoln;m]=wln]so[n;m]

x[nsm]=wlnls [nm]

In FIG. 4, the indices [n; m] of the signals are omitted to
simplify the drawing.

The method 400 includes a magnitude module 413 to
calculate a magnitude representation g, of the windowed
reference signal (xy[n; m]) and store it in a reference
magnitude matrix, wherein the magnitude representation g,
is the root-mean-square (RMS) of the windowed reference
signal x,. The magnitude representation may be or further
include the maximum magnitude, the average magnitude,
the power, or the sound pressure level (SPL) of the win-
dowed reference, etc. The reference magnitude representa-
tion matrix comprises a plurality of frames of magnitude
representation. The oldest frame of magnitude representa-
tion will be discarded before a new frame of magnitude
representation is updated. The reference magnitude repre-
sentation matrix is physically stored in a reference magni-
tude buffer 433.

The method 400 also includes first and second transfor-
mation modules 411 and 412 to transform the windowed
signals x,[n; m] and x,[n; m] to their corresponding fre-
quency representation X,[k; m] and X, [k; m] (k=1 ... K,
e.g., K=256 bins), respectively, via Fourier transform (FFT).

xoln;ml—=>FXolk;m]

x, [ m]—=FX, [;m]

The frequency representation can be characterized by its
first K/2 values (i.e., 128 bins). In some embodiments, the
method 400 will only process the first K/2 values. The
method 400 further includes first and second spectral
descriptors module 421 and 422 to convert the magnitude of
the spectra X [k; m] and X;[k; m] to two sets of spectral
descriptors CO and C1, respectively, and store them in a
reference spectral descriptor matrix and a received spectral
descriptor matrix, respectively. Each matrix comprising a
plurality of frames of spectral descriptors. The oldest frame
of spectral descriptors will be discarded before a new frame
of spectral descriptors are updated. The reference spectral
descriptor matrix is physically stored in a reference spectral
descriptor buffer 431 and the received spectral descriptor
matrix is physically stored in a received spectral descriptor
buffer 432. The method further includes a delay decision
module 441 to make a delay decision 443 based on data in
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the reference spectral descriptor matrix, the received spec-
tral descriptor matrix, and the reference magnitude matrix.
Further details about the spectral descriptors are described
below with reference to FIG. 5.

FIG. 5 is a simplified block diagram of a spectral descrip-
tors module depicting a method for generating spectral
descriptors. Spectral descriptors module 500 is an example
of spectral descriptors module that can be used as spectral
descriptors modules 421 and 422 in FIG. 4. As shown in
FIG. 5, spectral descriptors module 500 is configured to
perform the following processes.

At 510, add a noise floor 510 to avoid log(0);

At 520, convert the floor-added spectrum to a logarithmic

spectrum for homomorphic processing;

At 530, convert the logarithmic spectrum to a series of
coefficients via a transformation method a suitable
spectral shape decomposition, e.g., discrete cosine
transform (DCT), discrete sine transform (DST), cep-
strum, principal component analysis (PCA), and wave-
let transform (WT), etc.; and

At 540, select a fraction of the spectral shape coefficients
as a set of spectral descriptors, designated as C. Further
details about the selected coefficient module 540 are
described below with reference to FIG. 10.

FIG. 6 depicts a simplified block diagram of a delay
decision module illustrating a method for generating a delay
decision according to some embodiments of the present
invention. As shown in FIG. 6, delay decision module 600
is an example of delay decision module that can be used as
delay decision module 441 in FIG. 4. In FIG. 6, delay
decision module 600 includes a similarity measure module
610, a weighted accumulation module 620, and a delay
picking module 630 configured to perform the following
functions.

Module 610 is configured to obtain a similarity measure

between data in the reference spectral descriptor matrix
(CO buffer 431 in FIG. 4) and the received spectral
descriptor matrix (C1 buffer 432 in FIG. 4);

Module 620 is configured to accumulate the similarity
measure based on at least one statistic of data in the
reference magnitude representation matrix (g0 buffer
433 in FIG. 4) to obtain a cumulative similarity mea-
sure; and

Module 630 is configured to determine a delay based on
the cumulated similarity measure.

An estimated delay value is determined at a delay deci-
sion process according to a cumulated similarity measure
based on the statistics of data in the reference magnitude
matrix g0. In some embodiments, the similarity measure is
either the cross-correlation or the distance between the data
in two matrices given a candidate delay, and the statistics is
at least one of the minimum, average, sum, and square sum.
If the cross-correlation is chosen as the similarity measure,
the delay with maximum cumulated cross-correlation is
selected; if the distance is chosen as the similarity measure,
the delay with minimum cumulated distance is selected.
Further details about the delay decision module 600 are
described below with reference to FIG. 11.

FIG. 7 depicts an example of discrete cosine transforma-
tion (DCT) of a spectrum according to some embodiments
of the present invention. A (DCT) expresses a finite
sequence of data points in terms of a sum of cosine functions
oscillating at different frequencies. For example, the coef-
ficients for DCT can be expressed as follows.

= P (XKcos2aj(k-1/2)/K)) for j=0 . . . K/2-1
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In FIG. 7, curve 701 is the spectrum in a logarithmic scale
of an audio signal. Also shown in FIG. 7 are the DCT
coeflicients cO~c7 in thin dot lines. The first coefficient 711
(c0) represents the average level of the spectrum. The
second coeflicient 711 (c1) represents the tilt or slope of the
spectrum. The third coefficient 712 (c2) represents the
compactness of the spectrum (e.g., centralized in the middle
or diffused toward the edges). Higher coefficients c4-c7
provide further details of the spectrum. The dotted line 721
demonstrates a reconstructed spectrum based on limited set
(i.e., the first eight) of DCT coefficients. Given such little
information, the reconstructed spectrum represents a
smoothed version of the original spectrum well. This
example demonstrates that DCT is effective in the delay
estimation method described herein.

We have conducted studies to investigate how the spectral
descriptors (e.g., DCT) are superior in representing its
corresponding spectrum. FIG. 8 shows results for delay
estimates using three different representations of the audio
signal, RMS, FFT, and DCT. In FIG. 8, graphs 811, 812, and
813 show results of delay estimates for a first example (a) of
audio signal based on RMS, FFT, and DCT, respectively,
using 5 seconds of samples. In FIG. 8, graphs 821, 822, and
823 show results of delay estimates for a second example (b)
of audio signal based on RMS, FFT, and DCT, respectively,
using 5 seconds of samples. In FIG. 8, graphs 831, 832, and
833 show results of delay estimates for a third example (c)
of audio signal based on RMS, FFT, and DCT, respectively,
using 5 seconds of samples.

Based on the data in FIG. 8, we note that given long
enough observation period (e.g., 5 seconds), all cross-
correlations in FIG. 8 determined by different characteris-
tics, namely RMS, FFT, and DCT, successfully indicates the
delays for three different loudspeakers in three different
rooms. For the first sample (A), all three methods deter-
mined an estimated delay of 101.3 msec. For the second
sample (B), all three methods determined an estimated delay
of 181.3 msec. For the third sample (C), all three methods
determined an estimated delay of 117.3 msec. However,
there are qualitative differences in the detailed results. The
RMS results, 811, 821, and 831, the vertical axis shows the
correlation based on RMS magnitude and the horizontal axis
shows the delay, show a ragged correlation curve. The FFT
results, 812, 822, and 832, in which the vertical axis shows
the bin index based on FFT and the horizontal axis shows the
delay, show a relatively smooth correlation curve. In con-
trast, the DCT results, 813, 823, and 833, in which the
vertical axis shows the bin index based on DCT and the
horizontal axis shows the delay, show sharp correlation
curve that seems to be robust.

FIG. 9 shows results for delay estimates using three
different representations of the audio signal, RMS, FFT, and
DCT, similar to the graphs in FIG. 8, but using samples over
a shorter period of sampling time according to some
embodiments of the present invention. In FIG. 9, graphs 911,
912, and 913 show results of delay estimates for a first
example (A) of audio signal based on RMS, FFT, and DCT,
respectively, using 0.5 seconds of samples. In FIG. 9, graphs
921, 922, and 923 show results of delay estimates for a
second example (B) of audio signal based on RMS, FFT, and
DCT, respectively, using 0.5 seconds of samples. In FIG. 9,
graphs 931, 932, and 933 show results of delay estimates for
a third example (C) of audio signal based on RMS, FFT, and
DCT, respectively, using 0.5 seconds of samples.

Based on the data in FIG. 9, we note that given a shorter
observation period (e.g., 0.5 seconds versus 5 seconds), the
RMS method fails to identify the accurate delay in two
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cases. The first sample (A) 911 provides an estimated delay
ot 480.0 msec, and the second sample (B) 921 provides an
estimated delay of 464.0 msec. The RMS method only
provides a correct estimated delay of 117.3 msec for the
third sample (C). In comparison, the FFT method fails to
indicate the accurate delay in one case, for the first sample
(A) 912, which provides an erroneous estimated delay of
474.7 msec. In contrast, only the DCT method successfully
determined corrected estimated delays for all three samples,
as shown in graphs 913, 923, and 933.

FIG. 10 depicts the delay decision efficacy of each DCT
coeflicient across different contents, different loudspeakers,
or different rooms. Not all spectral descriptors have the same
significance in the similarity measure. Take the DCT coef-
ficients for example, the coefficients with lower indices may
be affected by overall spectral distortion (e.g., EQs or
loudspeaker frequency responses), while the coefficients
with higher indices may be affected by sudden local spectral
notches (e.g., room responses). We have conducted an
investigation to determine the efficacy of each DCT index,
also referred to as DCT coefficient, where the efficacy is
defined by the sum of cross-correlation of 3-candidate-delay
around the nominal delay derived by a long-term observa-
tion with human verification. In FIG. 10, the horizontal axis
shows the DCT index, and the vertical axis shows the
efficacy. Further, recorded and simulated results are shown
for three different samples. The dotted lines show the
recorded data, the dashed lines show the simulated data, the
thick dashed line shows the overall data. It can be seen that
the recordings and simulations show about the same results.
Different content in the three samples show different efficacy
but about the same trend. Further, of the 128 indices, indices
number 8-39 show more correlation to delay estimate.

Higher efficacy means the DCT coefficient is more cor-
related to the delay. For these cases, of the 128 coefficients,
one can select a fraction of them (e.g., 32 coefficients, from
indices numbers 8-39) for delay estimation. Thus, 25% of
the coefficients are used. In some embodiments, less than
30% of the coefficients are used. As an example, the rect-
angle 1001 in FIG. 10 marks the high efficacy DCT indices.
Since the computation complexity of similarity measure
(e.g., cross-correlation or distance) is proportional to the
number of the selected spectral descriptors, it is advanta-
geous to use fewer number of spectral descriptors to reduce
the computation.

Therefore, in some embodiments, the system and method
for determining the delay also includes selecting the high
efficacy DCT indices for the similarity measure, as depicted
in FIG. 5, at process 530 for spectral shape coefficients and,
at process 540, for selected coefficients. Further, different
similarity measures can be used, e.g., cross-correlation or
distance, etc.

FIG. 11 depicts an example of delay decision based
support weighted cumulated cross-correlation according to
some embodiments of the present invention. In FIG. 11, the
horizontal axis shows the delay in frames, and the vertical
axis shows support weighted correlation. The dotted line
shows accumulated cross-correlation, which is the current
cross-correction. The solid line represents a new cross-
correction, but magnified by 10 times for illustration pur-
poses. In module 620 of FIG. 6, the weighted accumulation
determines the updated cross-correction shown the dashed
line, which is the current cross-correction plus the new
cross-correction. In module 630 of FIG. 6, delay picking
module, the peak point or maximum point, such as 1101 in
FIG. 11, is determined to be the estimated delay.
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FIG. 12 is a simplified flow chart illustrating a method for
determining a delay between two acoustic signals according
to some embodiments of the present invention. As shown in
FIG. 12, method 1200 includes the processes described
below with reference to FIGS. 4-6.

At 1210, transforming a known waveform sO to the
reference spectral descriptor 421 and storing it in the
reference spectral descriptor matrix (buffer 431);

At 1220, transforming the received waveform sl to the
received spectral descriptor 422 and storing it in the
received spectral descriptor matrix (buffer 432);

At 1230, transforming the known waveform to the refer-
ence magnitude representation 413 and storing it in the
reference magnitude representation matrix (buffer
433);

At 1240, obtaining a similarity measure between the data
in reference spectral descriptor matrix and the received
spectral descriptor matrix;

At 1250, accumulating the similarity measure 441 based
on at least one statistic of the reference magnitude
representation matrix (610 and 620) to obtain a cumu-
lative similarity measure;

At 1260, determining a delay based on the cumulated
similarity measure 630 (correlation maximum or dis-
tance minimum); and

At 1270, outputting information characterizing the deter-
mined delay.

FIG. 13 is a simplified block diagram illustrating an
apparatus that may be used to implement various embodi-
ments according to the present invention. FIG. 13 is merely
illustrative of an embodiment incorporating the present
disclosure and does not limit the scope of the disclosure as
recited in the claims. One of ordinary skill in the art would
recognize other variations, modifications, and alternatives.
In one embodiment, computer system 1300 typically
includes a monitor 1310, a computer 1320, user output
devices 1330, user input devices 1340, communications
interface 1350, and the like.

FIG. 13 is representative of a computer system capable of
embodying the present disclosure. For example, host system
110 in FIG. 1 can be implemented using a system similar to
system 1300 depicted in FIG. 13. The functions of methods
400, 500, and 600 depicted in FIGS. 4-6 can be carried out
by one or more processors depicted in FIG. 13. For example,
part of system 1300 can represent a digital signal processor
that can be used to implement the modules and processors
described above in connection with FIGS. 4-12. Alterna-
tively, software codes executed in a general-purpose pro-
cessor, such as described in system 1300, can be used to
implement these modules. Further, the signal receiver 140 in
system 100 of FIG. 1 can be implemented as peripheral
devices in a system similar to system 1300. In addition, the
transmission of the known waveform 111 in FIG. 1 can be
implemented using output device(s) 1330.

As shown in FIG. 13, computer 1320 may include a
processor(s) 1360 that communicates with a number of
peripheral devices via a bus subsystem 1390. These periph-
eral devices may include user output devices 1330, user
input devices 1340, communications interface 1350, and a
storage subsystem, such as random access memory (RAM)
1370 and disk drive 1380.

User input devices 1340 can include all possible types of
devices and mechanisms for inputting information to com-
puter 1320. These may include a keyboard, a keypad, a touch
screen incorporated into the display, audio input devices
such as voice recognition systems, microphones, and other
types of input devices. In various embodiments, user input
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devices 1340 are typically embodied as a computer mouse,
a trackball, a track pad, a joystick, wireless remote, drawing
tablet, voice command system, eye tracking system, and the
like. User input devices 1340 typically allow a user to select
objects, icons, text and the like that appear on the monitor
1310 via a command such as a click of a button or the like.

User output devices 1330 include all possible types of
devices and mechanisms for outputting information from
computer 1320. These may include a display (e.g., monitor
1310), non-visual displays such as audio output devices, etc.

Communications interface 1350 provides an interface to
other communication networks and devices. Communica-
tions interface 1350 may serve as an interface for receiving
data from and transmitting data to other systems. Embodi-
ments of communications interface 1350 typically include
an Ethernet card, a modem (telephone, satellite, cable,
ISDN), (asynchronous) digital subscriber line (DSL) unit,
FireWire interface, USB interface, and the like. For
example, communications interface 1350 may be coupled to
a computer network, to a FireWire bus, or the like. In other
embodiments, communications interfaces 1350 may be
physically integrated on the motherboard of computer 1320,
and may be a software program, such as soft DSL, or the
like.

In various embodiments, computer system 1300 may also
include software that enables communications over a net-
work such as the HT'TP, TCP/IP, RTP/RTSP protocols, and
the like. In alternative embodiments of the present disclo-
sure, other communications software and transfer protocols
may also be used, for example IPX, UDP or the like. In some
embodiments, computer 1320 includes one or more Xeon
microprocessors from Intel as processor(s) 1360. Further, in
one embodiment, computer 1320 includes a UNIX-based
operating system. Processor(s) 1360 can also include spe-
cial-purpose processors such as a digital signal processor
(DSP), a reduced instruction set computer (RISC), etc.

RAM 1370 and disk drive 1380 are examples of tangible
storage media configured to store data such as embodiments
of the present disclosure, including executable computer
code, human readable code, or the like. Other types of
tangible storage media include floppy disks, removable hard
disks, optical storage media such as CD-ROMS, DVDs and
bar codes, semiconductor memories such as flash memories,
read-only memories (ROMS), battery-backed volatile
memories, networked storage devices, and the like. RAM
1370 and disk drive 1380 may be configured to store the
basic programming and data constructs that provide the
functionality of the present disclosure.

Software code modules and instructions that provide the
functionality of the present disclosure may be stored in
RAM 1370 and disk drive 1380. These software modules
may be executed by processor(s) 1360. RAM 1370 and disk
drive 1380 may also provide a repository for storing data
used in accordance with the present disclosure.

RAM 1370 and disk drive 1380 may include a number of
memories including a main random access memory (RAM)
for storage of instructions and data during program execu-
tion and a read-only memory (ROM) in which fixed non-
transitory instructions are stored. RAM 1370 and disk drive
1380 may include a file storage subsystem providing per-
sistent (non-volatile) storage for program and data files.
RAM 1370 and disk drive 1380 may also include removable
storage systems, such as removable flash memory.

Bus subsystem 1390 provides a mechanism for letting the
various components and subsystems of computer 1320 com-
municate with each other as intended. Although bus subsys-
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tem 1390 is shown schematically as a single bus, alternative
embodiments of the bus subsystem may utilize multiple
busses.

FIG. 13 is representative of a computer system capable of
embodying the present disclosure. It will be readily apparent
to one of ordinary skill in the art that many other hardware
and software configurations are suitable for use with the
present disclosure. For example, the computer may be a
desktop, portable, rack-mounted or tablet configuration.
Additionally, the computer may be a series of networked
computers. Further, the use of other microprocessors are
contemplated, such as Pentium™ or Itanium™ micropro-
cessors; Opteron™ or AthlonXP™ microprocessors from
Advanced Micro Devices, Inc.; and the like. Further, other
types of operating systems are contemplated, such as Win-
dows®, WindowsXP®, WindowsNT®, or the like from
Microsoft Corporation, Solaris from Sun Microsystems,
LINUX, UNIX, and the like. In still other embodiments, the
techniques described above may be implemented upon a
chip or an auxiliary processing board.

Various embodiments of the present disclosure can be
implemented in the form of logic in software or hardware or
a combination of both. The logic may be stored in a
computer-readable or machine-readable non-transitory stor-
age medium as a set of instructions adapted to direct a
processor of a computer system to perform a set of steps
disclosed in embodiments of the present disclosure. The
logic may form part of a computer program product adapted
to direct an information-processing device to perform a set
of steps disclosed in embodiments of the present disclosure.
Based on the disclosure and teachings provided herein, a
person of ordinary skill in the art will appreciate other ways
and/or methods to implement the present disclosure.

The data structures and code described herein may be
partially or fully stored on a computer-readable storage
medium and/or a hardware module and/or hardware appa-
ratus. A computer-readable storage medium includes, but is
not limited to, volatile memory, non-volatile memory, mag-
netic and optical storage devices such as disk drives, mag-
netic tape, CDs (compact discs), DVDs (digital versatile
discs or digital video discs), or other media, now known or
later developed, that are capable of storing code and/or data.
Hardware modules or apparatuses described herein include,
but are not limited to, application-specific integrated circuits
(ASICs), field-programmable gate arrays (FPGAs), dedi-
cated or shared processors, and/or other hardware modules
or apparatuses now known or later developed.

The methods and processes described herein may be
partially or fully embodied as code and/or data stored in a
computer-readable storage medium or device, so that when
a computer system reads and executes the code and/or data,
the computer system performs the associated methods and
processes. The methods and processes may also be partially
or fully embodied in hardware modules or apparatuses, so
that, when the hardware modules or apparatuses are acti-
vated, they perform the associated methods and processes.
The methods and processes disclosed herein may be embod-
ied using a combination of code, data, and hardware mod-
ules or apparatuses.

Certain embodiments have been described. However,
various modifications to these embodiments are possible,
and the principles presented herein may be applied to other
embodiments as well. In addition, the various components
and/or method steps/blocks may be implemented in arrange-
ments other than those specifically disclosed without depart-
ing from the scope of the claims. Other embodiments and
modifications will occur readily to those of ordinary skill in
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the art in view of these teachings. Therefore, the following
claims are intended to cover all such embodiments and
modifications when viewed in conjunction with the above
specification and accompanying drawings.

What is claimed is:
1. A system comprising:
a host device to provide a known waveform;
a signal transmitter to obtain the known waveform from
the host device via a channel and to emit a signal
corresponding to the known waveform; and
a signal receiver to convert the signal to a received
waveform and emit the received waveform to the host
device;
wherein the host device comprises a processor being
configured to:
transform the known waveform to a reference spectral
descriptor matrix and a reference magnitude repre-
sentation matrix;

transform the received waveform via the signal receiver
to a received spectral descriptor matrix;

obtain a similarity measure between the reference spec-
tral descriptor matrix and the received spectral
descriptor matrix;

accumulate the similarity measure based on at least one
statistic of the reference magnitude representation
matrix to obtain a cumulative similarity measure;

determine a delay based on the cumulated similarity
measure; and

output information characterizing the delay.

2. The system of claim 1, wherein the known waveform
is an audio content, the signal transmitter is a loudspeaker,
the signal is an acoustic signal, and the signal receiver is a
microphone.

3. The system of claim 1, wherein the channel is a wired
channel including one of High-Definition Multimedia Inter-
face (HDMI) and Universal Serial Bus (USB).

4. The system of claim 1, wherein the channel is a wireless
channel including one of Bluetooth and WiFi.

5. The system of claim 1, wherein the processor is
configured to convert the known waveform to a first spec-
trum, add a floor to the first spectrum, convert the floor-
added first spectrum to a first logarithmic spectrum, convert
the first logarithmic spectrum to a first series of coeflicients
via a transformation method, wherein less than 30% of the
first series of coeflicients are used as reference spectral
descriptors to represent the known waveform; and

wherein the processor is configured to convert the
received waveform to a second spectrum, add the floor
to the second spectrum, convert the floor-added second
spectrum to a second logarithmic spectrum, convert the
second logarithmic spectrum to a second series of
coeflicients via the transformation method, wherein
less than 30% of the second series of coeflicients are
used as received spectral descriptors to represent the
received waveform.

6. The system of claim 5, wherein the transformation
method is discrete cosine transform (DCT).

7. The system of claim 5, wherein the transformation
method is one of discrete sine transform (DST), cepstrum,
principal component analysis (PCA), and wavelet transform
(WT).

8. The system of claim 1, wherein the reference magni-
tude representation matrix is a root-mean-square (RMS) of
the known waveform.
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9. The system of claim 1, wherein the reference magni-
tude representation matrix is a maximum magnitude, an
average magnitude, a power, or a sound pressure level (SPL)
of the known waveform.

10. The system of claim 1, wherein the similarity measure
is cross-correlation.

11. The system of claim 1, wherein the similarity measure
is distance.

12. The system of claim 1, wherein the at least one
statistic is minimum, average, or sum.

13. The system of claim 10, wherein a candidate delay
with maximum cumulated cross-correlation is determined as
the delay.

14. The system of claim 11, wherein a candidate delay
with minimum cumulated distance is determined as the
delay.

15. A computer-implemented method comprising:

transforming a known waveform to a reference spectral

descriptor matrix and storing the reference spectral
descriptor matrix in a first buffer;

transforming a received waveform to a received spectral

descriptor matrix and storing the received spectral
descriptor matrix in a second buffer;
transforming the known waveform to a reference magni-
tude representation matrix and storing the reference
magnitude representation matrix in a third buffer;

obtaining a similarity measure between the reference
spectral descriptor matrix and the received spectral
descriptor matrix;

accumulating the similarity measure based on at least one

statistic of the reference magnitude representation
matrix to obtain a cumulative similarity measure;
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determining a delay based on the cumulated similarity

measure; and

outputting information characterizing the delay.

16. The method of claim 15, wherein the method is
configured to convert the known waveform to a first spec-
trum, add a floor to the first spectrum, convert the floor-
added first spectrum to a first logarithmic spectrum, convert
the first logarithmic spectrum to a first series of coeflicients
via a transformation method, wherein less than 30% of the
first series of coeflicients are used as reference spectral
descriptors to represent the known waveform; and

wherein the method is configured to convert the received

waveform to a second spectrum, add the floor to the
second spectrum, convert the floor-added second spec-
trum to a second logarithmic spectrum, convert the
second logarithmic spectrum to a second series of
coeflicients via the transformation method, wherein
less than 30% of the second series of coeflicients are
used as received spectral descriptors to represent the
received waveform.

17. The method of claim 16, wherein the transformation
method is discrete cosine transform (DCT).

18. The method of claim 15, wherein the reference
magnitude representation matrix is a root-mean-square
(RMYS) of the known waveform.

19. The method of claim 15, wherein the similarity
measure is cross-correlation, and a candidate delay with
maximum cumulated cross-correlation is determined as the
delay.

20. The method of claim 15, wherein the similarity
measure is distance, and a candidate delay with minimum
distance is determined as the delay.
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