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57 ABSTRACT 

In the above-mentioned digital Signal processing method 
providing the base of the invention, in the case where the 
total number of bits assigned to all the two-dimensional 
blocks fails to coincide with the bit rate specified in the 
coding format as a result of converting the bit allocation 
amount into an integer in calculating the bit allocation 
amount for each of the time-frequency two-dimensional 
blocks, then in order to attain coincidence therebetween, the 
maximum quantization error that may occur in the two 
dimensional block for each of the time-frequency two 
dimensional blockS is calculated based on the maximum 
Signal component in the two-dimensional block or the 
normalized data and the assigned bit amount provisionally 
calculated, and the maximum quantization error is regarded 
as the degree of bit requirement for each two-dimensional 
block, so that the bits are adjusted based on the degree of bit 
requirement. 

9 Claims, 11 Drawing Sheets 
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DIGITAL SIGNAL PROCESSING METHOD, 
DIGITAL SIGNAL PROCESSING 
APPARATUS, DIGITAL SIGNAL 

RECORDING METHOD, DIGITAL SIGNAL 
RECORDING APPARATUS, RECORDING 

MEDIUM, DIGITAL SIGNAL TRANSMISSION 
METHOD AND DIGITAL SIGNAL 
TRANSMISSION APPARATUS 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to a digital Signal processing 

method, a digital signal processing apparatus, a digital signal 
recording method, a digital Signal recording apparatus, a 
recording medium, a digital Signal transmission method and 
a digital signal transmission apparatus. 

2. Description of the Related Art 
Although methods and apparatuses are variously avail 

able for high efficiency coding of an audio signal, conven 
tional examples thereof will be explained below. A conven 
tional method is a transform coding method making up one 
of the blocking frequency Subband coding methods in which 
an audio signal in the time domain is blocked per unit time, 
and the Signal on a time axis for each block is orthogonal 
transformed into a signal in the frequency domain thereby to 
divide the same into a plurality of frequency bands and to 
encode the same for each frequency band. Another conven 
tional method is subband coding (SBC: Subband Coding) 
making up one of the nonblocking frequency Subband 
coding methods in which an audio Signal in the time domain 
is not blocked per unit time but coded by being Split into a 
plurality of frequency bands. A high efficiency coding 
method is also available which is a combination of the 
above-mentioned Subband coding method and the transform 
coding method. AS an example of the above combined high 
efficiency coding, after the frequency band is split by the 
Subband coding method, the Signal for each band is orthogo 
nally transformed into a frequency-domain signal by the 
above-mentioned transform coding method, and the Signal is 
coded for each band thus orthogonally transformed. 

The Subband filter used for the Subband coding method 
includes a quadrature mirror filter (QMF: Quadrature Mirror 
Filter) or the like, for example, which is described in 1976 
R. E. Crochiere “Digital Coding of Speech in Subbands” 
Bell Syst. Tech. J. Vol. 55, No.8, 1976. Also, ICASSP83, 
BOSTON Polyphase Quadrature Filters-A new Subband 
coding technique, Joseph H. Rothweiler, describes an equal 
bandwidth filter Splitting method and an apparatus using 
such a filter as a polyphase quadrature filter (POF: 
Polyphase Quadrature Filter). 
One of the above-mentioned orthogonal transform meth 

ods is Such that, for example, an input audio signal is 
blocked in a predetermined unit time and transformed for 
each block from time axis to frequency axis by the fast 
Fourier transform, the discrete cosine transform (DCT) or 
the modified DCT transform (MDCT) or the like. The 
above-mentioned MDCT is described in ICASSP 1987 
Subband/Transform Coding Using Filter Bank Designs 
Based on Time Domain Aliasing Cancellation, J. P. Princen 
and A. B. Bradley, Univ. of Surrey Royal Melbourne Inst. of 
Tech. 

Further, a band splitting is available in which the human 
acoustic characteristics are taken into consideration in deter 
mining a frequency splitting width in quantizing each fre 
quency component Split into frequency Subbands. 
Specifically, the audio signal is Sometimes split into a 
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2 
plurality of bands (say, 25 bands) by a band splitting method, 
generally called a critical band, where the high-frequency 
bandwidth is widened. At this time, in coding the data for 
each split band, a predetermined bit allocation is performed 
for each band, or an adaptive bit allocation is performed for 
each band for coding. When the MDCT coefficient data 
obtained by the above-mentioned MDCT process is coded 
by the above-mentioned bit allocation, for example, the 
MDCT coefficient data obtained by the MDCT process for 
each block is coded by the adaptively distributed number of 
bits. 

Further, in coding for each band, what is called the block 
floating (Block Floating: block floating) process is used for 
realizing a more efficient coding by normalization and 
quantization for each band. Specifically, when the MDCT 
coefficient data obtained by the above-mentioned MDCT 
process is coded, normalization and quantization are carried 
out corresponding to the maximum absolute value of the 
MDCT coefficient for each band. As a result, a more efficient 
coding is accomplished. 

Conventionally, the two methods described below are 
used in the bit allocation technique described above. 

In IEEE Transactions of Acoustics, Speech, and Signal 
Processing, Vol. ASSP-25, No.4, August 1977, the bit allo 
cation is carried out based on the Signal magnitude for each 
band. On the other hand, ICASSP 1980 The Critical Band 
Coder-digital encoding of the perceptual requirements of 
the auditory system M. A. Kransner, MIT, describes a 
method in which a signal-to-noise ratio required for each 
band is obtained by utilizing the acoustic masking thereby to 
carry out a fixed bit allocation. 
With the above-mentioned conventional high efficiency 

coding method and apparatus, the bit allocation amount for 
each band to be quantized is converted into an integer or the 
like when calculating it. Therefore, the total number of the 
bits assigned to all the bands generally fails to coincide with 
the bit rate specified in the coding format. A bit adjustment 
operation is thus required for attaining coincidence. A 
method conceivable for this bit adjusting operation consists 
in determining the order of priority based on the frequency. 
In Such a case, however, the input signal is not considered at 
all and therefore adaptive adjusting does not occur. Another 
conceivable method makes the bit adjustment Strictly 
depending on the input Signal. In this case, however, it is 
necessary to take into consideration again the quantization 
error for all the Signal components and the masking effects 
again or the like. Thus, the adjusting operation becomes very 
large in Scale. 

SUMMARY OF THE INVENTION 

The present invention has been developed in view of this 
actual Situation, and is intended to propose a digital Signal 
processing method, a digital signal processing apparatus, a 
digital Signal recording method, a digital Signal recording 
apparatus, a recording medium, a digital Signal transmission 
method or a digital Signal transmission apparatus, in which 
an input digital Signal is split into a plurality of frequency 
band components thereby to obtain Signal components in a 
plurality of time-frequency two-dimensional blockS. Data 
are normalized based on the Signal components in the 
two-dimensional block for each of the time-frequency two 
dimensional blocks thereby to obtain normalized data. A 
quantization coefficient representing the feature of the Signal 
components in the two-dimensional block for each of the 
time-frequency two-dimensional blockS is obtained. A bit 
allocation amount is determined based on the quantization 
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coefficient thus determined. The Signal components in each 
of the time-frequency two-dimensional blocks are quantized 
by the bit allocation amount and the normalized data thereby 
to compress information, while at the same time, producing 
a information compression parameter for each of the time 
frequency two-dimensional blocks. The adjusting operation 
dependent on the input digital Signal is accomplished, real 
izing an efficient coding with a proper amount of proceSS for 
the adjusting operation for an improved Static characteristic 
and an improved signal quality. 
The present invention provides a digital Signal processing 

method, in which an input digital Signal is split into a 
plurality of frequency band components thereby to obtain 
Signal components in a plurality of time-frequency two 
dimensional blockS. Data in each of the time-frequency 
two-dimensional blocks are normalized based on the Signal 
components in the two-dimensional block thereby to obtain 
a normalized data. A quantization coefficient representing 
the feature of the Signal components in the two-dimensional 
block for each of the time-frequency two-dimensional 
blockS is obtained. A bit allocation amount is determined 
based on the quantization coefficient. The Signal components 
in the block for each of the time-frequency two-dimensional 
blocks are quantized according to the normalized data and 
the bit allocation amount thereby to compress information, 
while at the Same time obtaining an information compres 
Sion parameter for each of the time-frequency two 
dimensional blockS. According to this method, if the total 
number of bits assigned to all the two-dimensional blockS 
fails to coincide with the bit rate specified in the coding 
format as a result of converting the bit allocation amount 
into an integer in calculating the bit allocation amount for 
each of the time-frequency two-dimensional blocks, in order 
to attain coincidence therebetween, the maximum quantiza 
tion error that may occur in each of the time-frequency 
two-dimensional blockS is calculated based on the maximum 
Signal component in the two-dimensional block or the 
normalized data and the assigned bit amount provisionally 
calculated. This maximum quantization error is regarded as 
the degree of bit requirement for each two-dimensional 
block, so that the bits are adjusted based on the degree of bit 
requirement. 

In the digital Signal processing method according to the 
present invention, the adjusting operation is performed 
based on the input digital Signal, So that an efficient coding 
is realized with a reasonable amount of processing in an 
adjusting operation thereby improving the Static character 
istics and the Signal quality. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block circuit diagram showing a specific 
example of a high efficiency compression coding encoder 
uSable for bit-rate compressed coding according to an 
embodiment of the present invention; 

FIGS. 2A to 2D are each a diagram Showing a structure 
of an orthogonal transform block for bit compression; 

FIG. 3 is a block circuit diagram Showing an example of 
bit allocation calculation function; 

FIG. 4 is a flowchart showing a process of adjusting for 
exceSS bits, 

FIG. 5 is a flowchart showing a process of adjusting to a 
bit shortage; 

FIG. 6 is a diagram showing spectra of the bands taking 
each critical band and a block floating into consideration; 

FIG. 7 is a diagram showing masking spectra; 
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4 
FIG. 8 is a diagram showing a Synthesis of a minimum 

audible curve and masking spectra; 
FIG. 9 is, a graph showing an operation of correcting a 

total bit assignment amount by increasing a bit assignment 
amount uniformly acroSS frequency blocks, 

FIG. 10 is a graph showing an operation of correcting a 
total bit assignment amount by reducing the bit assignment 
amount uniformly acroSS frequency blocks, 

FIG. 11 is a diagram showing an example of quantization 
of Signal components in a unit block for bit assignment; 

FIG. 12 is a diagram showing an example of quantizing 
all the Signal components to Zero in a unit block for bit 
assignment; 

FIG. 13 is a circuit block diagram showing a specific 
example of a high efficiency compression decoder usable for 
the bit-rate compressed encoding according to the above 
mentioned embodiment; 

FIG. 14 is a block diagram showing a recording apparatus 
according to an embodiment of the present invention; 

FIG. 15 is a block diagram showing a reproduction 
apparatus according to an embodiment of the present inven 
tion; 

FIG. 16 is a block diagram showing a transmission 
apparatus according to an embodiment of the present inven 
tion; and 

FIG. 17 is a block diagram showing a receiving apparatus 
according to an embodiment of the present invention. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

An embodiment of the present invention will be explained 
below with reference to the drawings. 

In this embodiment, an input digital Signal Such as an 
audio PCM signal or the like is coded at a high efficiency 
using the techniques of Subband coding (SBC), adaptive 
transform coding (ATC) and adaptive bit assignment. These 
techniques will be explained with reference to FIG. 1 and 
Subsequent drawings. 

Aspecific high efficiency encoder shown in FIG. 1 divides 
an input digital Signal into a plurality of frequency bands, 
and orthogonally transforms the same for each frequency 
band. Then, the Spectral data on a frequency axis thus 
obtained is adaptively coded by bit assignment for each of 
what is called the critical bands by taking the human 
acoustic characteristics into account in a low-frequency 
range, and for each band Subdivided from the critical band 
width by taking the block floating efficiency into consider 
ation in a middle frequency range. Normally, this block 
constitutes the one for generating quantization noises. 
Further, in the embodiment of the present invention, the 
block size (block length) is adaptively changed in accor 
dance with the input signal before the orthogonal transform. 

Specifically, in FIG. 1, an audio signal in the frequency 
band of 0 to 22 kHz, for example, is sampled with the 
Sampling frequency of 44.1 kHz, after which the input audio 
PCM signal obtained by PCM coding is supplied to an input 
terminal 100. This input audio PCM signal is split into the 
band of 0 to 11 kHz and the band of 11 kHz to 22 kHz by 
a band splitting filter 101 including what is called a QMF 
(quadrature mirror filter) filter or the like. Further, the signal 
in the band of 0 to 11 kHz is split into the band of 0 to 5.5 
kHz and the band of 5.5 kHz to 11 kHz by a band splitting 
filter 102 including a QMF filter or the like in similar 
fashion. 

The above-mentioned signal in the band of 11 kHz to 22 
kHz from the band splitting filter 101 is applied to a MDCT 
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(or, equivalently, a modified discrete cosine transform) cir 
cuit (modified discrete cosine transform means, or an 
orthogonal transform means) 103 constituting an example of 
an orthogonal transform circuit for the MDCT processing. 
The signal in the band of 5.5 kHz to 11 kHz from the band 
splitting filter 102 is supplied to a MDCT circuit (or, 
equivalently, a modified discrete cosine transform means, or 
an orthogonal transform means) 104 for the MDCT process 
ing. The signal in the band of 0 to 5.5 kHz from the band 
splitting filter 102, on the other hand, is supplied to a MDCT 
circuit (or, equivalently, a modified discrete cosine trans 
form means, or an orthogonal transform means) 105 for the 
MDCT processing. The MDCT circuits 103,104, 105 each 
perform the MDCT processing based on the block size (or, 
equivalently, a information compression parameter indicat 
ing the length of the processing block) determined by block 
determining circuits 109, 110, 111, respectively, prepared for 
the respective bands. 
AS described above, one means for Splitting an input 

digital Signal into a plurality of frequency bands is a QMF 
filter, for example, which is described in 1976 R. E. Cro 
chiere Digital Coding of Speech in Subbands Bell Syst. 
Tech. J. Vol. 55, No.8, 1976. Also, ICASSP 83, Boston 
Polyphase Quadrature Filters-A New Subband Coding 
Technique Joseph H. Rothweiler, describes a method of 
Splitting a signal with an equal bandwidth by a filter or the 
like. The orthogonal transform described above includes the 
one, for example, in which an input audio signal is blocked 
in a predetermined unit time thereby to transform the time 
axis transformed into a frequency axis by the fast Fourier 
transform (FFT), the discrete cosine transform (DCT), the 
modified DCT transform (MDCT) or the like for each block. 
The MDCT is described in ICASSP 1987 Subband/ 
Transform coding using Filter Bank Designs Based on Time 
Domain Aliasing Cancellation, J. P. Princen, A. B. Bradley, 
Univ. of Surrey Royal Melbourne Inst. of Tech. 
A Specific example of the Standard input digital Signal for 

the block of each band supplied to the MDCT circuits 103, 
104, 105 is shown in FIGS. 2A to 2D. In this specific 
example shown in FIGS. 2A to 2D, output signals of the 
three filters each have a plurality of independent orthogonal 
transform block sizes for each band, and the time resolution 
thereof is adapted to be Switched according to time 
characteristic, the frequency distribution, etc. of the Signal. 
In the case where the Signal is temporally quasi-steady, the 
orthogonal transform block size is increased to 11.6 mS as 
indicated by the long mode in FIG. 2A. In the case where the 
Signal is not steady, on the other hand, the orthogonal 
transform block size is further split into two and four 
portions. Specifically, as shown by the short mode in FIG. 
2B, all the block sizes are split into four, i.e. a time 
resolution of 2.9 mS, or as shown in a middle mode A of 
FIG. 2C or a middle mode B of FIG. 2D, a portion of the 
block sizes is split into two, i.e., 5.8 mS, and other portions 
into four, i.e. into a time resolution of 2.9 mS, thereby 
adapting to the actual complicated input digital signal. The 
orthogonal transform block sizes can be more effective by a 
more complicated Splitting, provided the Scale of the pro 
cessing unit permits Such spliting. 

This orthogonal transform block size is determined by the 
orthogonal transform block size determining circuits (or, 
equivalently, a orthogonal transform block size determining 
means) 109, 110, 111 shown in FIG. 1. The results of the 
determination are supplied to the respective MDCT circuits 
103,104,105 and to a bit assignment calculation circuit 118, 
while at the same time being provided from output terminals 
113, 115, 117 as block size information (or, equivalently, a 
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information on the length of the processing block indicated 
by an information compression parameter) for each block. 
The spectral data on the frequency axis obtained by the 

MDCT processings in the MDCT circuits 103,104, 105 or 
the MDCT coefficient data, which are the signal components 
in the time-frequency two-dimensional blocks, are gathered 
for each of what is called the critical bands in a low 
frequency range, while in a higher-frequency range, on the 
other hand, by taking the effectiveness of the block floating, 
the critical bandwidth is subdivided and applied to adaptive 
bit assignment coding circuits 106, 107, 108 and the bit 
assignment calculation circuit 118. 

This critical band is a frequency range split that takes the 
human acoustic characteristics into consideration, and may 
be viewed as a band having noise generated by masking a 
given pure Sound by a narrow-band noise having the same 
intensity in the neighborhood of the frequency of the pure 
sound. This critical band is wider in bandwidth for higher 
frequencies. All the frequency bands of 0 to 22 kHz 
described above, for example, are split into 25 critical bands. 
The bit assignment calculation circuit 118 calculates the 

energy, or a peak value, for each Split band and the masking 
amount for each split band based on the critical band. The 
block floating takes into consideration what is called the 
masking effect based of the block size information, the 
spectral data and the MDCT coefficient data described 
above. On the basis of the calculation result, the number of 
assigned bits for each band is determined and Supplied to 
each of the adaptive bit assignment coding circuits 106, 107, 
108. These adaptive bit assignment coding circuits 106, 107, 
108 normalize and quantize the respective spectral data or 
the MDCT coefficient data in accordance with the number of 
bits thus assigned to each split band by taking into consid 
eration the above-mentioned block size information (or, 
equivalently, the information compression parameter that 
indicates the length of the processing block), the critical 
band and the block floating. The data coded in this way are 
provided through output terminals 112, 114, 116 in FIG. 1. 
For the Sake of explanation, each split band, including the 
above-mentioned critical band and the block floating that 
provides a unit forbit assignment, is hereinafter called a unit 
block. 

Now, a specific method of bit assignment performed in the 
bit assignment calculation circuit 118 in FIG. 1 will be 
explained with reference to FIG. 3. FIG. 3 is a block circuit 
diagram showing a general configuration of a specific 
example of the bit assignment calculation circuit 118 in FIG. 
1. In FIG. 3, an input terminal 301 is supplied with the 
spectral data on the frequency axis or the MDCT coefficients 
from the MDCT circuits 103, 104, 105 in FIG. 1 and the 
block size information from the block determining circuits 
109, 110, 111 in FIG. 1. After that, in the system shown in 
FIG. 3, the proceSS is performed using the constants, the 
weighting functions, etc. adaptive to the block size infor 
mation. 

In FIG. 3, the spectral data on the frequency axis or the 
MDCT coefficient data input from the input terminal 301 is 
Supplied to a bandwise energy calculation means for each 
band 302, so that the energy at every unit block is deter 
mined by calculating the total Sum of the amplitude values 
in the unit blocks, for example, or the like. Instead of the 
energy for each band, the peak amplitude value, the average 
amplitude value, etc. may be used. AS an output from the 
energy calculation circuit 302, a spectrum SB of the total 
sum of each band is shown in FIG. 6, as an example. FIG. 
6 Shows the case, for Simplifying the illustration, in which 
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the block is split into 12 unit blocks (B1 to B12). The broken 
lines in FIG. 6 indicate the effect that the spectrum SB of the 
total Sum of each band has on the other portions and 
corresponds to the weighting of the convolution. 

Also, the energy calculation circuit 302 determines a Scale 
factor (or normalized data) value indicating the State of the 
block floating of the unit block. Specifically, for example, 
Several positive values are prepared in advance as candidates 
for Scale factor values. The minimum candidate higher than 
the maximum absolute value of the MDCT coefficient or the 
Spectral data in the unit block is employed as a Scale factor 
value of the unit block. The scale factor value can be 
numbered using Several bits corresponding to the actual 
value and the number is stored by a ROM or the like (not 
shown). Also, the scale factor value determined by the 
above-mentioned method for a certain unit block is the 
number attached using the above-mentioned bits corre 
sponding to the determined value as Subsidiary information. 

Then, in order to take into consideration the effect of what 
is called the masking on the above-mentioned spectrum SB 
which is determined in the above-mentioned energy calcu 
lation circuit 302, a convolution processing is performed in 
which the particular spectrum SB is multiplied by a prede 
termined weighting function and added. To this end, the 
output of the energy calculation circuit 302 for each band 
described above, i.e., each value of the spectrum SB thereof 
is supplied to a convolution filter circuit 303. The convolu 
tion filter circuit 303 includes, for example, a plurality of 
delay elements for Sequentially delaying the input data, a 
plurality of multipliers for multiplying filter coefficients 
(weighting functions) with the outputs of the delay elements, 
and a total Sum adder for taking the total Sum of the outputs 
of the respective multipliers. This convolution process can 
produce the total Sum of the portions indicated by the broken 
lines in FIG. 6. 

Then, the output of the above-mentioned convolution 
filter circuit 303 is supplied to a subtractor 304. This 
subtractor 304 is for determining a level C. corresponding to 
a tolerable noise level. The level C, corresponding to the 
tolerable noise level, as will be described later, is such that 
a tolerable noise level is attained for each critical band by an 
inverted convolution process. The subtractor 304 is supplied 
with a tolerable function, which is a function representing 
the masking level for determining the level C. The level C. 
is controlled by increasing and decreasing the tolerable 
function. The tolerable function is Supplied from a (n-ai) 
function generating circuit 305 as described below. 

Specifically, if it is given i as the number assigned in the 
ascending order of the frequency of the critical band, the 
level C. corresponding to the tolerable noise level can be 
determined from the following equation (1). 

(1) 

In equation (1), n and a are constants where a>0, and S is 
the intensity of a convoluted bark spectrum (Bark Spectrum) 
(a unit of the critical band representing one spectrum for 
each critical band). The tolerable function is given by (n-ai) 
in equation (1). For example, n=38 and a=1 can be used. 

In this way, the above-mentioned level C. is determined, 
and the resulting data is supplied to a divider 306. The 
divider 306 is for performing an inverted convolution of the 
level C. in the convoluted region described above. By per 
forming this inverted convolution, a masking Spectrum can 
be obtained from the above-mentioned level C. In other 
words, this masking spectrum provides a tolerable noise 
Spectrum. The above-mentioned inverted convolution 
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8 
process, which requires a complicated calculation, can be 
performed using the simplified divider 306 according to this 
embodiment. 
AS the next Step, the above-mentioned masking Spectrum 

is supplied to a subtractor 308 through a synthesis circuit 
307. The subtraction circuit 308 is supplied with the output 
from the energy detection circuit 302 for each band 
described above, i.e., the spectrum SB described above, 
through a delay circuit 309. Consequently, the subtraction 
circuit 308 performs the subtraction between the above 
mentioned masking Spectrum and the Spectrum SB, thereby 
masking the portion of the above-mentioned spectrum SB 
equal to or lower in level than that of a particular masking 
spectrum MS, as shown in FIG. 7. 
Upon completion of the synthesis performed by the 

above-mentioned synthesis circuit 307, data indicating what 
is called a minimum audible curve RC representing the 
human acoustic characteristic as shown in FIG. 8 is calcu 
lated by a minimum audible curve generating circuit 312 
based upon the above-mentioned masking spectrum MS. If 
the absolute level of a noise is equal to or lower than the 
minimum audible curve, the noise is not audible. This 
minimum audible curve, if coded the same way, becomes 
different by the difference in the reproduction volume, for 
example, at the time of playback. In an actual digital System, 
however, music applied to the 16-bit dynamic range, for 
example, is not Substantially different. ASSuming that the 
quantization noise in the audible frequency range of about 4 
kHz, which is the easiest to hear, is not audible, then the 
quantization noise below the level of this minimum audible 
curve cannot be heard in the other frequency ranges. AS a 
result, Suppose that the System is used in Such a manner that 
the noise is not heard in the neighborhood of 4 kHz in the 
word length of the System. If an attempt is made to attain a 
tolerable noise level by synthesizing this minimum audible 
curve RC and the masking spectrum MS with each other, the 
resulting tolerable noise level can be defined by the hatched 
portion in FIG.8. In this embodiment, the 4 kHz range of the 
above-mentioned minimum audible curve is Set to the lowest 
level which is equivalent to 20 bits, for example. Also, FIG. 
8 shows a signal spectrum SS for the same time. 

Returning to FIG. 3, a tolerable noise correcting circuit 
310 corrects the tolerable noise level of the output from the 
above-mentioned Subtractor 308 based on the information of 
an equal loudneSS-level curve, for example. The equal 
loudness-level curve is defined as a characteristic curve for 
the human acoustic characteristic formed by connecting the 
sound levels of the frequencies audible with the same 
loudness as the pure Sound of 1 kHz, for example, and is also 
called the loudness equal Sensitivity curve. Also, this equal 
loudness-level curve is plotted Substantially in the same 
curve as the minimum audible curve RC shown in FIG.8. In 
this equal loudneSS-level curve, even if the Sound level drops 
by 8 to 10 dB at about 4 kHz from the sound level at 1 kHz, 
for example, the Sound at 4 kHz is perceived as Substantially 
the same level as the Sound at 1 kHz. At about 50 Hz, on the 
other hand, a sound level not higher by about 15 dB than a 
Sound level at 1 kHZ cannot be heard as the same Sound 
level. For this reason, the tolerable noise level beyond the 
level of the above-mentioned minimum audible curve is 
preferably given by a curve corresponding to the equal 
loudness-level curve. From these facts, the correction of the 
above-mentioned tolerable noise level taking the above 
mentioned equal loudness-level curve into consideration is 
adaptive to the human acoustic characteristic. By the process 
mentioned above, the tolerable noise correcting circuit 310 
provisionally calculates the assigned bits for each unit block 
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based on various parameters including the masking, the 
acoustic characteristics and So on described above. 

Further, in view of the fact that the total number of 
assigned bits provisionally calculated for each unit block by 
the preceding process generally fails to coincide with the 
number of usable bits determined by the bit rate of the 
coding unit, the tolerable noise correcting circuit 310 per 
forms the correcting operation for attaining coincidence 
between the assigned number of bits and the bit rate. This 
correction method can be implemented in Such a manner as 
to maintain the relative relations of the assigned bits calcu 
lated for each unit block. In the case where the total number 
of the assigned bits calculated as above is Smaller than the 
number of usable bits, for example, the number of all the 
assigned bits is uniformly increased as shown in FIG. 9. In 
the case where the total number of assigned bits calculated 
as above is greater than the number of usable bits, on the 
other hand, the number of all the assigned bits is uniformly 
decreased as shown in FIG. 10. In other words, the tolerable 
noise correcting circuit 310 produces the assigned bits for 
each unit block after this correcting operation is carried out. 
This correcting operation, though performed using the tol 
erable noise correcting circuit 310 in the foregoing 
description, can alternatively be performed in the Stage 
preceding the above-mentioned tolerable noise correcting 
circuit 310 in the case where the fraction adjustment 
described later is performed in the final Stage of processing 
after the correcting process in FIG. 3. 
The above-mentioned correcting operation can realize 

Substantially the same total number of assigned bits as the 
number of usable bits. Since the bit assignment value of each 
unit block determined by the preceding Series of process is 
calculated as a real number, however, conversion into an 
integer by disregarding or the like is Sometimes required in 
actual practice. Also, the unit blocks for which more than the 
maximum number of assigned bits permitted by the coding 
format is calculated or the unit blocks calculated as a 
negative value by the above-mentioned correcting operation 
require conversion into an integer as a bit assignment value 
in the range allowable by the coding format. Generally, this 
operation of converting into an integer causes an exceSS or 
Shortage of bits as the total number of reassigned bits fails 
to coincide with the number of usable bits determined by the 
bit rate. In the process, in the case where the total number of 
assigned bits calculated is Smaller than the number of usable 
bits, it follows that the bits are excessive in number. For 
more efficient coding, therefore, an operation is required for 
assigning exceSS uSable bits. In the case where the total 
number of assigned bits calculated is greater than the 
number of usable bits and therefore the bits are deficient, on 
the other hand, the right coding is impossible, and therefore 
an operation is required for reducing the number of assigned 
bits. The adjusting operation required by conversion into an 
integer or the like within the framework of the coding format 
described above will hereinafter be called the fraction 
adjustment. 
A fraction adjusting circuit 313 in FIG. 3 calculates a 

maximum quantization error that may occur in each unit 
block from the maximum Signal component in the unit block 
or from the bit assignment providing the word length or from 
the normalized data constituting the Scale factors for each 
unit block. The fraction adjusting circuit performs the frac 
tion adjusting operation based on the magnitude of the 
maximum quantization error. 
Now, explanation will be made about a method of calcu 

lating the maximum quantization error that provides an 
indicator of the bit requirements for each unit block in the 
fraction adjusting circuit 313. 
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First, with reference to FIG. 11, explanation will be made 

about a specific example of coding using the data obtained 
by processing the orthogonal transform output Spectrum. 
The output Spectrum is produced as main information by 
Subsidiary information, the Scale factor representing the 
block floating obtained as Subsidiary information and the 
word length representing the length of the word. FIG. 11 
shows an example of the States of a unit block assigned with 
three bits. The ordinate represents the magnitude of the 
spectral data or the MDCT coefficient with the center thereof 
as Zero, and the abscissa represents the frequency. In this 
example, eight spectral data or MDCT coefficients indicated 
by a, b, c, d, e, f, g and h are existent in the unit block, each 
having a magnitude in the positive or negative direction 
from Zero. The Scale factor indicating the block floating State 
as described above is Selected as the minimum one assuming 
a value larger than the maximum absolute value of the 
spectral data or the MDCT coefficients, as the case may be, 
in the unit block. 

In FIG. 11, the scale factor value is selected as the 
Spectrum a indicating the maximum absolute value. This 
Scale factor and the size of bit assignment are used to 
determine the width of quantization in the unit block. The 
example shown in FIG. 11 represents the case in which three 
bits are assigned. Although eight values can be originally 
expressed by coding with three bits, the case under consid 
eration is Such that three values are taken as quantization 
widths equally split in positive and negative directions about 
Zero. Thus, Seven quantization values are used, including 
Zero, while the remaining code (e.g., 100) is not used. The 
quantization value is determined from the Scale factor value 
and the bit assigned value in the unit block. The Spectral data 
or the MDCT coefficients in the unit block are quantized to 
the nearest quantization value. The black dots in FIG. 11 
show the quantized values of the respective MDCT coeffi 
cients or the Spectral data in the unit block. In other words, 
FIG. 11 shows an example of requantization (normalization 
followed by quantization). 

In the case where the quantization width (or QW) is set to 
have equal divisions in the positive and negative directions 
about Zero by the method as shown in FIG. 11, then the 
quantization width QW for a given unit block can be 
determined by equation (2) below. The value of the scale 
factor is SF and the number of assigned bits is Nb of the 
Same unit block. 

In this case, the maximum quantization error that can 
occur in the unit block is OW/2, that is one half of the 
quantization width. 

Also, where the unit block has Zero bit assignment, all the 
spectra or the MDCT data in the unit block are quantized to 
Zero. The maximum quantization error that can occur in the 
unit block in this case, therefore is the maximum absolute 
value of the spectra or the MDCT data in the unit block. 
Now, consider the magnitude of the quantization noise of 

a unit block. Strictly Speaking, it is necessary to take into 
consideration the number of Spectra or the actual magnitude 
of the quantization error contained in the unit block. This, 
however, requires the calculation for all the Spectra, which 
involves a vast amount of processing, and therefore is rather 
impractical. Where there is not any extreme difference in the 
number of Spectra among the unit blocks, the larger the 
maximum quantization error that can occur in a unit block 
determined by the above-mentioned method, the larger the 
quantization noise is likely to be. In a simplistic way, 
therefore, the degree of bit requirement for the unit block 
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can be considered large. In this case, the calculation for the 
unit block alone Suffices. AS compared with the case where 
the calculation is made for all the Spectra, therefore, the 
processing requirement can be considerably reduced. 

The fraction adjusting circuit 313 first calculates the 
maximum quantization error that can occur in each of all the 
unit blocks using the above-mentioned method, and regards 
this value as the degree of bit requirement for each of the 
unit blocks. After that, if the total number of the assigned 
bits calculated is Smaller than the usable number of bits, then 
the unit block having the maximum degree of bit require 
ment is detected and the exceSS bits are assigned to the same 
unit block. As for the unit block newly assigned with the 
exceSS bits, the degree of bit requirement is calculated anew 
by the above-mentioned method including the exceSS bit 
assignment. After that, the fraction adjusting circuit 313 
repeats a series of Steps including: (1) the detection of a unit 
block having the maximum degree of bit requirement, (2) 
the assignment of excess bits and (3) the recalculation of the 
degree of bit requirement for the unit block. These StepS are 
repeated as long as the assignment of excess bits is possible. 
In the process, if all bits allowed by the coding format have 
already been assigned to a unit block or the exceSS bits are 
not Sufficient in number to increase the bit assignment to a 
unit block due to the number of spectra in the unit block, 
then Such unit blocks are removed as an object of the 
adjusting operation. The adjustment of exceSS bits can also 
be performed in a coding correction circuit 314 as well. The 
bit shortage adjusting process, however, is not necessarily 
performed in the coding correction circuit 314. 

The process of adjusting the excess bits will be explained 
in detail with reference to the flowchart of FIG. 4. Step ST-1 
Sets the block number to Zero, and then the process proceeds 
to Step ST-2 for deciding whether the bit assignment is Zero 
or not. If the decision in step ST-2 is YES, the process 
proceeds to Step ST-3 for Setting the bit requirement degree 
equal to the maximum absolute value of the Signal compo 
nents in the block. If the decision is NO, on the other hand, 
the process proceeds to Step ST-4 for Setting the bit require 
ment degree equal to the maximum quantization error (QW/ 
2). After steps ST-3 and ST-4, the process proceeds to step 
ST5. 

Step ST-5 decides whether or not the number of recorded 
blockS is equal to the block number plus one. If the decision 
is NO, the process proceeds to Step ST-6 for increasing the 
block number by one, and then the process returns to Step 
ST-2. If the decision is YES, on the other hand, the process 
proceeds to step ST-7 for deciding whether or not the 
number of usable bits is equal to or larger than the total 
number of assigned bits. 

In the case where the decision in step ST-7 is NO, the 
process proceeds to step ST-9 for carrying out the bit 
Shortage process (the processes at Step ST-9 and Subsequent 
steps are shown in FIG. 5). If the decision in step ST-7 is 
YES, on the other hand, the process proceeds to step ST-8 
for Setting all the blocks as adjustable blocks. After Step 
ST-8, the process is passed to step ST-10 for deciding 
whether there exists an adjustable block or not. If the 
decision in step ST-10 is NO, the process is terminated, 
while if the decision is YES in step ST-10, the process 
proceeds to Step ST-11 for detecting a block having the 
maximum bit requirement degree among the adjustable 
blocks. 

After step ST-11, the process proceeds to step ST-12 for 
deciding whether or not the bit assignment of the detected 
block can be incremented by one Stage. If the decision in 
step ST-11 is NO, the process proceeds to step ST-14 for 
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resetting the detected block from an adjustable block to a 
non-adjustable block, after which the process returns to Step 
ST-10. If the decision is YES, on the other hand, the process 
proceeds to Step ST-13 for incrementing the bit assignment 
of the detected block by one Stage. 

After step ST-13, the process proceeds to step ST-15 for 
calculating the bit requirement degree (maximum quantiza 
tion error QW/2) of the detected block. After step ST-15, the 
process is passed to Step ST-16 for calculating the total 
number of assigned bits, and then returns to step ST-11. 
The foregoing description refers to the case in which the 

total number of assigned bits calculated is Smaller than the 
number of usable bits and So there are exceSS bits. In the case 
where the total number of assigned bits calculated is larger 
than the uSable bits and So there is a bit deficiency, however, 
the operation opposite to the above-mentioned case, i.e., 
deleting the bits in ascending order of bit requirement 
degree, is described below. 

Specifically, in the case where the total number of 
assigned bits calculated is larger than the number of usable 
bits and a shortage of bits occurs, a unit block having a 
minimum bit requirement degree is detected and the bits are 
deleted from the same unit block. The bit requirement 
degree for the unit block from which bits are deleted is 
recalculated by the above-mentioned method using the bit 
assignment value after bit deletion. After that, the fraction 
adjusting circuit 313 repeats the process of (1) detecting a 
unit block having a minimum bit requirement degree, (2) 
deleting the bits from it, and (3) recalculating the bit 
requirement degree thereof until the total number of 
assigned bits is reduced below the number of usable bits. In 
the process, a unit block having a bit assignment of Zero is 
removed as an object of adjusting operation. 
The adjusting operation to be performed when a shortage 

of bits occurs will be explained in detail with reference to 
FIG. 5. After step ST-1 sets the block number to zero, the 
process proceeds to step ST-2 for deciding whether the bit 
assignment is equal to Zero or not. If the decision in Step 
ST-2 is YES, the process proceeds to step ST-3 for setting the 
bit requirement degree equal to the maximum absolute value 
of the Signal component in the block. In the case where the 
decision in step ST-2 is NO, on the other hand, the process 
proceeds to Step ST-4 for Setting the bit requirement degree 
equal to the maximum quantization error (QW/2). After 
steps ST-3 and ST-4, the process proceeds to step ST-5. 

Step ST-5 decides whether or not the number of recorded 
blockS is equal to the block number plus one. If the decision 
is NO, the process proceeds to Step ST-6 for increasing the 
block number by one and then returns to step ST-2. When the 
decision in step ST-5 is YES, on the other hand, the process 
proceeds to step ST-7 for deciding whether or not the 
number of usable bits is equal to or larger than the total 
number of assigned bits. The process of steps ST-1 to ST-7 
is shared by the excess bit processing shown in FIG. 4. 

If the decision in step ST-7 is YES, the process proceeds 
to step ST-8 for carrying out the excess bit process (the 
process in and after step ST-8 in FIG. 4). In the case where 
the decision in step ST-7 is NO, on the other hand, the 
process proceeds to Step ST-9 for detecting a block having 
the minimum bit requirement degree among those adjustable 
blocks (blocks having a bit assignment of other than Zero), 
after which the process is passed to step ST-10. 

Step ST-10 reduces the bit assignment for the detected 
block by one stage, and then the process proceeds to Step 
ST-11. Step ST-11 calculates the bit requirement degree of 
the detected block, after which the process proceeds to Step 
ST-12. Step ST-12 calculates the total number of assigned 
bits, and then the process returns to step ST-7. 
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The above-mentioned fraction processing is possible also 
in a way not dependent on the input signal. The adjusting 
operations can be combined in Such a way that the exceSS bit 
processing is adjusted by determining the bit requirement 
degree as described above while performing the shortage of 
bits processing by adjustment in a manner not dependent on 
the input signal. Alternatively, the excess bit processing is 
performed in dependence on the input signal while the short 
bit adjusting processing is performed by determining the bit 
requirement degree as described above. 

The output from the fraction processing circuit 313, i.e., 
the bit assignment value after fraction adjustment for each 
unit block is applied to the coding correction circuit 314. The 
coding correction circuit 314 detects a unit block having a 
minimum of previously prepared Scale factors. This unit 
block has all the spectra or the MDCT coefficients, which are 
the Signal components in the time-frequency two 
dimensional block thereof, quantized to Zero in Spite of the 
assignment of two or more bits thereto. Then, the bit 
assignment for the unit block is reduced to Zero, So that the 
bits that have been used for the code of spectral data or the 
MDCT coefficient are omitted and the bits obtained by the 
omission are effectively distributed. 
Now, an example of correction in the coding correction 

circuit 314 will be explained with reference to FIG. 12. FIG. 
12, like FIG. 11, shows the manner in which a certain unit 
block is requantized. The vertical direction represents the 
magnitude of the spectrum or the magnitude of the MDCT 
coefficient, and the horizontal direction represents the fre 
quency. Eight Spectra or MDCT coefficients are present in 
the unit block. In the shown example, the maximum absolute 
value of the MDCT coefficient or the spectrum in the unit 
block is Smaller than the minimum Scale factor prepared in 
advance, and the Scale factor value for the unit block is the 
Smallest one among those prepared in advance. The assigned 
bits are two bits which assume Zero and one value each in 
positive and negative directions for a total of three quantized 
values, as shown in FIG. 12. 

In the case of two-bit assignment where the maximum 
absolute value of the spectrum or the MDCT coefficient in 
the unit block is Smaller than one half of the quantization 
width as shown by dotted lines in FIG. 12, however, all the 
spectra or the MDCT coefficients in the unit block are 
quantized to Zero. Specifically, all the eight spectra a to hare 
coded as “00”, so that all the quantized values are zero 
although at least 16 bits are required for recording the 
Spectra. In Such a case, Subsidiary information or the like 
causes all the recording for the unit block to become Zero. 
In this case, the Subsidiary information or the like causes the 
recording not to be made for the unit block but all the Spectra 
or the MDCT coefficients in the unit block can be regarded 
as Zero by changing the bit assignment to Zero bits. In the 
above-mentioned case of two-bit assignment, therefore, 
exactly the same coding is possible without using the 16 bits 
used for the quantized value “00” of the spectra or the 
MDCT coefficients. In other words, in the case where all the 
quantized values of the spectra or the MDCT coefficients are 
Zero, the bits that have thus far been used for coding the 
spectra or the MDCT coefficients can be omitted for per 
forming exactly the same coding by reducing the bit assign 
ment of the unit block to zero. 

In the case of other than two-bit assignment as shown in 
FIG. 12, assume a unit block where the minimum one of the 
Scale factors (normalized data including information com 
pression parameters) prepared in advance is generally 
employed as the Scale factor value. Let the maximum 
absolute value of the spectra or the MDCT coefficients in the 
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unit block be SPmax. Then, using the quantization width 
OW of the unit block determined from the above-mentioned 
equation (2), the quantization values of the spectra or the 
MDCT coefficients in the unit block satisfying the condi 
tions of the following equation (3) are all Zero. 
The coding correction circuit 314 detects a unit block of 

which the coding can be corrected by the above-mentioned 
method using equation (3) below, and thus the bit assign 
ment is corrected to Zero thereby to produce a new usable 
bit. 

SPmax<OWI2 (3) 

Also, depending on the coding format, assume that Sub 
Sidiary information is available indicating the effectiveness 
of a unit block, that is, indicating whether a unit block is to 
be recorded or not. The Subsidiary information may indicate 
the bit assignment to Zero, for example. If the Subsidiary 
information indicating the effectiveness of the unit block is 
used not to code the block, the Scale factor representing the 
Subsidiary information of the processing block and the bits 
of the subsidiary information that have been used for bit 
assignment can also be omitted. In Such a case, the Subsid 
iary information can be changed into an adaptive form by the 
coding correction circuit 314 shown in FIG. 3 thereby 
omitting the bits and producing new usable bits. 
The coding correction circuit 314 redistributes the newly 

acquired uSable bits in the case where the correction by the 
above-mentioned method is possible. In the process of 
redistribution, it is apparent that the adjusting operation is 
possible by calculating the bit requirement degree for a unit 
block that was carried out in the above-mentioned fraction 
adjusting circuit 313. The data thus corrected by the coding 
correction circuit 314 are produced as an output from a bit 
assignment calculation circuit 118 in FIG. 1. 

Specifically, in the bit assignment calculation circuit 118 
shown in FIG. 1, the above-mentioned system shown in FIG. 
3 can produce main information by the data processing the 
orthogonal transform output spectrum and Subsidiary infor 
mation including the Scale factor indicating the block float 
ing condition and the word length indicating the length of 
the word. Based on this information, the adaptive bit assign 
ment coding circuits 106, 107, 108 in FIG. 1 actually carry 
out the requantization and the coding operation in a way 
conforming to the coding format. 
With reference to FIG. 13, a decoder of a signal coded at 

a high efficiency by the above-mentioned encoder shown in 
FIG. 1 will be explained. The MDCT coefficient quantized 
for each band, i.e., the data equivalent to the output signals 
at the output terminals 112, 114, 116 in FIG. 1 are applied 
to an input terminal 1307 in FIG. 13, while the block size 
information that has been used, i.e., the data equivalent to 
the output signals of the output terminals 113, 115, 117 in 
FIG. 1 are applied to an input terminal 1308 in FIG. 13. An 
adaptive bit assignment decoding circuit (or, equivalently, 
adaptive bit assignment decoding means) 1306 cancels the 
bit assignment using the adaptive bit assignment informa 
tion. Then, inverted orthogonal transform (IMDCT) circuits 
1303,1304, 1305 transform the signal on the frequency axis 
into the Signal on the time axis. These time-axis Signals for 
the partial bands are decoded into a full-band Signal by the 
band synthesis filter (IQMF) circuits 1302, 1301 in FIG. 13, 
and delivered to an output terminal 1300. 
Then, embodiments of a digital Signal recording 

apparatus, a digital Signal reproduction apparatus, a digital 
Signal transmission apparatus and a digital Signal receiving 
apparatus will be explained with reference to FIGS. 14 to 17. 
In FIGS. 14 and 16, a symbol ENC designates the encoder 



6,097,880 
15 

of FIG. 1, a symbol Tin an input terminal 100 thereof, a 
symbol DEC the decoder in FIG. 13, and a symbol Tout an 
output terminal 1300 thereof. 

In the recording apparatus shown in FIG. 14, the input 
digital Signal from the input terminal Tin is Supplied to and 
encoded in the encoder ENC. The output of the encoder 
ENC, i.e., the output signals from the output terminals 112, 
114, 116 and 113, 115, 117 of the encoder in FIG. 1 are 
supplied to a modulation means MOD thereby to multiplex 
and then carry out a predetermined modulation, or each 
output signal is modulated and then multiplexed or remodu 
lated. The modulated Signal from the modulation means 
MOD is recorded on a recording medium M by a recording 
means Such as a magnetic head, an optical head, etc. 

In the reproduction apparatus shown in FIG. 15, the 
recorded signal on the recording medium M of FIG. 14 is 
reproduced by a reproduction means P Such as a magnetic 
head, an optical head, etc., and the reproduced signal is 
demodulated by a demodulation means DEM in accordance 
with the modulation of the modulation means MOD. The 
demodulated output from the demodulation means DEM, 
i.e., the Signals corresponding to the outputs from the output 
terminals 112, 114, 116 of the encoder shown in FIG. 1 are 
supplied to the input terminal 1307 of the decoder shown in 
FIG. 13. At the same time, the Signals corresponding to the 
outputs from the output terminals 113, 115, 117 of the 
encoder shown in FIG. 1 are supplied to the input terminal 
1308 of FIG. 13 to be decoded. An output digital signal 
corresponding to the input digital Signal thus is output at the 
output terminal Tout. 

In the transmission apparatus of FIG. 16, the input digital 
Signal from the input terminal Tin is encoded by being 
Supplied to an encoder ENC and then encoded thereby. The 
output of the encoder ENC, i.e., the output Signals from the 
output terminals 112, 114, 116 and 113, 115, 117 of the 
encoder of FIG. 1 are applied to a modulation means MOD, 
multiplexed and then Subjected to a predetermined 
modulation, or each output signal, after being modulated, is 
multiplexed or remodulated. The modulated Signal from the 
modulation means MOD is Supplied to a transmission means 
TX, and after frequency conversion, amplification and the 
like, a transmission Signal is produced. This transmission 
Signal is transmitted by a transmission antenna ANT-T 
constituting a part of the transmission means TX. 

In the receiving apparatus shown in FIG. 17, the trans 
mission Signal from the transmission antenna ANT-T shown 
in FIG. 16 is received by a receiving antenna ANT-R 
constituting a part of a receiving means RX. At the same 
time, the receiving Signal is amplified and inversely 
frequency-converted by the receiving means RX. The 
receiving Signal from the receiving means RX is demodu 
lated by a demodulation means DEM in accordance with the 
modulation by the modulation means MOD. The demodu 
lated output from the demodulation means DEM, i.e., the 
Signals corresponding to the outputs from the output termi 
nals 112, 114, 116 of the encoder shown in FIG. 1 are 
supplied to the input terminal 1307 of the decoder shown in 
FIG. 13. At the same time, the Signals corresponding to the 
outputs from the output terminals 113, 115, 117 of the 
encoder shown in FIG. 1 are applied to the input terminal 
1308 shown in FIG. 13 to be decoded, so that an output 
digital Signal corresponding to the input digital Signal is 
produced at an output terminal Tout. 
The present invention is not limited to the above 

mentioned embodiments. For example, the above 
mentioned recording-reproduction medium is not necessar 
ily integrated with and the Signal compressor or the 

15 

25 

35 

40 

45 

50 

55 

60 

65 

16 
expander. Further, the Signal compressor is not necessarily 
integrated with the expander through the recording medium. 
Instead, the Signal compressor can be connected with the 
expander by a data transfer line or the like. Further, the 
invention is applicable not only to the audio PCM signal but 
also to the Signal processing units Such as for the digital 
audio signal or the digital Video signal etc. as well. 

Also, the recording capacity of the recording medium 
according to the present invention can be effectively utilized 
by recording the data compressed by the above-mentioned 
digital Signal processing apparatus. Further, a magnetic disk, 
an IC memory or a card having the IC memory built therein, 
a magnetic tape or other various recording media can be 
used in addition to the above-mentioned optical disk as a 
recording medium according to the present invention. 

According to the present invention described above, there 
are provided a digital Signal processing method, a digital 
Signal processing apparatus, a digital signal recording 
method, a digital Signal recording apparatus, a recording 
medium, a digital Signal transmission method or a digital 
Signal transmission apparatus. An input digital Signal is split 
into a plurality of frequency band components thereby to 
obtain signal components in a plurality of time-frequency 
two-dimensional blockS. Data in each of the time-frequency 
two-dimensional blocks are normalized based on the Signal 
components in the two-dimensional block thereby to obtain 
a normalized data. A quantization coefficient representing 
the feature of the Signal components in the two-dimensional 
block for each of the time-frequency two-dimensional 
blockS is obtained. A bit allocation amount is determined 
based on the quantization coefficient. The Signal components 
in the two-dimensional block for each of the time-frequency 
two-dimensional blocks are quantized according to the nor 
malized data and the bit allocation amount thereby to 
compress information while at the same time obtaining an 
information compression parameter for each of the time 
frequency two-dimensional blockS. Further in the case 
where the total number of bits assigned to all the two 
dimensional blockS fails to coincide with the bit rate Speci 
fied in the encoding format then, the maximum quantization 
error that may occur in a two-dimensional block is calcu 
lated based on the maximum signal component in the 
two-dimensional block or the normalized data and the 
assigned bit amount provisionally calculated for each of the 
time-frequency two-dimensional blockS. The maximum 
quantization error is regarded as the degree of bit require 
ment for each two-dimensional block, So that the bits are 
adjusted based on this degree of bit requirement. The 
adjusting operation is performed in this way in dependence 
on the input digital Signal, and an efficient coding is realized 
with an appropriate amount of processing as the adjusting 
operation, thereby making it possible to improve the Static 
characteristics and the Signal quality. 

Having described preferred embodiments of the present 
invention with reference to the accompanying drawings, it is 
to be understood that the present invention is not limited to 
the above-mentioned embodiments and that various changes 
and modifications can be effected therein by one skilled in 
the art without departing from the Spirit or Scope of the 
present invention as defined in the appended claims. 
What is claimed is: 
1. A digital Signal processing method in which an input 

digital Signal is split into a plurality of frequency band 
components thereby to obtain a Signal component in a 
plurality of time-frequency two-dimensional blocks, data in 
each of Said time-frequency two-dimensional blockS is nor 
malized based on the Signal component in the time 
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frequency two-dimensional block thereby to obtain normal 
ized data, a quantization coefficient representing the features 
of the Signal component in the time-frequency two 
dimensional block is determined for each of Said time 
frequency two-dimensional blocks, a bit allocation amount 
is determined based on Said quantization coefficient, and the 
Signal component in the block of each of Said time 
frequency two-dimensional blockS is quantized according to 
Said normalized data and the bit allocation amount thereby 
to compress information while at the same time obtaining an 
information compression parameter for each of Said time 
frequency two-dimensional blocks, comprising: 

a step in which in the case where a total number of bits 
assigned to all the time-frequency two-dimensional 
blockS. fails to coincide with a bit rate Specified in a 
coding format as a result of converting the bit alloca 
tion amount into an integer in calculating a bit alloca 
tion amount for each of Said time-frequency two 
dimensional blocks, then in order to attain coincidence 
therebetween, a maximum quantization error that may 
occur in the two-dimensional block is calculated based 
on a maximum signal component in the time-frequency 
two-dimensional block or the normalized data and the 
assigned bit amount provisionally calculated for each 
of Said time-frequency two-dimensional block, Said 
maximum quantization error is regarded as the degree 
of bit requirement for each time-frequency two 
dimensional block, So that the bits are adjusted based 
on Said degree of bit requirement. 

2. A digital signal processing method in which an input 
digital Signal is split into a plurality of frequency band 
components thereby to obtain Signal components of a plu 
rality of time-frequency two-dimensional blocks, data in 
each of Said time-frequency two-dimensional blocks are 
normalized based on the Signal components of the time 
frequency two-dimensional block thereby to obtain normal 
ized data, a quantization coefficient representing the features 
of the Signal components in each of Said time-frequency 
two-dimensional blockS is determined, a bit allocation 
amount is determined based on Said quantization coefficient, 
the Signal components in each of Said time-frequency two 
dimensional blockS is quantized according to Said normal 
ized data and the bit allocation amount thereby to compress 
information while at the same time obtaining an information 
compression parameter for each of Said time-frequency 
two-dimensional blocks, and Said information-compressed 
Signal components in a plurality of the time-frequency 
two-dimensional blocks are decoded using the information 
compression parameter for each of Said time-frequency 
two-dimensional blocks, comprising: 

a step in which in the case where a total number of bits 
assigned to all the time-frequency two-dimensional 
blocks fails to coincide with a bit rate specified in the 
coding format as a result of converting the bit alloca 
tion amount into an integer in calculating the bit 
allocation amount for each of Said time-frequency 
two-dimensional blocks, then in order to attain coinci 
dence therebetween, the maximum quantization error 
that may occur in the time-frequency two-dimensional 
block is calculated based on the maximum Signal 
component in the particular time-frequency two 
dimensional block or the normalized data and the 
assigned bit amount provisionally calculated for each 
of Said time-frequency two-dimensional block, and Said 
maximum quantization error is regarded as the degree 
of bit requirement for the particular time-frequency 
two-dimensional block, whereby the bits are adjusted 
based on Said degree of bit requirement. 
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3. A digital Signal processing apparatus having a band 

Splitting means for Splitting an input digital signal into a 
plurality of frequency band components, orthogonal trans 
form means for Orthogonally transforming a signal thereby 
to obtain Signal components for encoding or analysis in a 
plurality of time-frequency two-dimensional blocks, nor 
malized data calculation means for normalizing the data in 
each of Said time-frequency two-dimensional blocks based 
on the Signal components of the time-frequency two 
dimensional block thereby to obtain normalized data, quan 
tization coefficient calculation means for obtaining a quan 
tization coefficient representing the features of the Signal 
components in each of Said time-frequency two-dimensional 
block, bit allocation calculation means for determining a bit 
allocation amount based on Said quantization coefficient, 
compressed encoding means for quantizing Signal compo 
nents in each of Said time-frequency two-dimensional blockS 
according to Said normalized data and the bit allocation 
amount thereby to compress information, and information 
compression parameter determining means for obtaining an 
information compression parameter for each of Said time 
frequency two-dimensional blocks, comprising: 

a means operating in Such a manner that in the case where 
a total number of bits assigned to all the time-frequency 
two-dimensional blocks fails to coincide with a bit rate 
Specified in the coding format as a result of converting 
the bit allocation amount into an integer in calculating 
the bit allocation amount for each of Said time 
frequency two-dimensional blocks, then in order to 
attain coincidence therebetween, the maximum quan 
tization error that may occur in the time-frequency 
two-dimensional block is calculated based on the maxi 
mum signal component in the time-frequency two 
dimensional block or the normalized data and the 
assigned bit amount provisionally calculated for each 
of Said time-frequency two-dimensional block, and Said 
maximum quantization error is regarded as the degree 
of bit requirement for each time-frequency two 
dimensional block, So that the bits are adjusted based 
on Said degree of bit requirement. 

4. A digital Signal processing apparatus comprising a band 
Splitting means for Splitting an input digital signal into a 
plurality of frequency band components, orthogonal trans 
form means for Orthogonally transforming a signal thereby 
to obtain Signal components for encoding or analysis in a 
plurality of time-frequency two-dimensional blocks, nor 
malized data calculation means for normalizing each of Said 
time-frequency two-dimensional blocks based on the Signal 
components in the two-dimensional block thereby to obtain 
normalized data, quantization coefficient calculation means 
for obtaining a quantization coefficient representing the 
features of Signal components in the block for each of Said 
time-frequency two-dimensional blocks, bit allocation cal 
culation means for determining the bit allocation amount 
based on Said quantization coefficient, compressed encoding 
means for quantizing the Signal components in each of Said 
time-frequency two-dimensional blocks according to Said 
normalized data and the bit allocation amount thereby to 
compress information, information compression parameter 
determining means for obtaining an information compres 
Sion parameter for each of Said time-frequency two 
dimensional blocks, and decoding means for decoding Said 
information-compressed signal components in a plurality of 
the time-frequency two-dimensional blocks using the infor 
mation compression parameter for each of Said time 
frequency two-dimensional blocks, comprising: 

a means for operating in Such a manner that in the case 
where a total number of bits assigned to all the time 
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frequency two-dimensional blockS. fails to coincide 
with a bit rate Specified in the coding format as a result 
of converting the bit allocation amount into an integer 
in calculating the bit allocation amount for each of Said 
time-frequency two-dimensional blocks, then in order 
to attain coincidence therebetween, the maximum 
quantization error that may occur in the two 
dimensional block is calculated based on the maximum 
Signal component in the two-dimensional block or the 
normalized data and the assigned bit amount provision 
ally calculated for each of Said time-frequency two 
dimensional block, and Said maximum quantization 
error is regarded as the degree of bit requirement for 
each two-dimensional block, So that the bits are 
adjusted based on Said degree of bit requirement. 

5. A digital Signal recording method in which an input 
digital Signal is split into a plurality of frequency band 
components thereby to obtain Signal components in a plu 
rality of time-frequency two-dimensional blocks, data in 
each of Said time-frequency two-dimensional blocks are 
normalized based on the Signal components in the time 
frequency two-dimensional block thereby to obtain a nor 
malized data, a quantization coefficient representing the 
features of the Signal components in each of Said time 
frequency two-dimensional block is obtained for the two 
dimensional block, a bit allocation amount is determined 
based on Said quantization coefficient, the Signal compo 
nents in the block for each of Said time-frequency two 
dimensional blocks are quantized according to Said normal 
ized data and the bit allocation amount thereby to compress 
information, and the information is recorded on a recording 
medium together with an information compression param 
eter for each of Said time-frequency two-dimensional 
blocks, comprising: 

a step in which in the case where a total number of bits 
assigned to all the two-dimensional blockS. fails to 
coincide with a bit rate Specified in the coding format 
as a result of converting the bit allocation amount into 
an integer in calculating the bit allocation amount for 
each of Said time-frequency two-dimensional blocks, 
then in order to attain coincidence therebetween, the 
maximum quantization error that may occur in the 
two-dimensional block is calculated based on the maxi 
mum signal component in the two-dimensional block 
or the normalized data and the assigned bit amount 
provisionally calculated for each of Said time 
frequency two-dimensional block, and Said maximum 
quantization error is regarded as the degree of bit 
requirement for each two-dimensional block, So that 
the bits are adjusted based on Said degree of bit 
requirement. 

6. A digital signal recording apparatus comprising a band 
Splitting means for Splitting an input digital Signal into a 
plurality of frequency band components, orthogonal trans 
form means for Orthogonally transforming a signal thereby 
to obtain Signal components in a plurality of time-frequency 
two-dimensional blocks, normalized data calculation means 
for normalizing each of Said time-frequency two 
dimensional blocks based on the Signal components for 
encoding or analysis in the particular time-frequency two 
dimensional blocks thereby to obtain normalized data, quan 
tization coefficient calculation means for obtaining a quan 
tization coefficient representing the features of Signal 
components in the two-dimensional block for each of Said 
time-frequency two-dimensional block, bit allocation calcu 
lation means for determining a bit allocation amount based 
on Said quantization coefficient, compressed encoding 
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means for quantizing the Signal components in the block for 
each of Said time-frequency two-dimensional blockS accord 
ing to Said normalized data and the bit allocation amount 
thereby to compress information, and information compres 
Sion parameter determining means for obtaining an infor 
mation compression parameter for each of Said time 
frequency two-dimensional blocks, to thereby recording the 
outputs of both Said compressed encoding means and Said 
information compression parameter determining means on a 
recording medium, comprising: 

a means operating in Such a manner that in the case where 
a total number of bits assigned to all the time-frequency 
two-dimensional blocks fails to coincide with a bit rate 
Specified in the coding format as a result of converting 
the bit allocation amount into an integer in calculating 
the bit allocation amount for each of Said time 
frequency two-dimensional blocks, then in order to 
attain coincidence therebetween, the maximum quan 
tization error that may occur in the two-dimensional 
block is calculated based on the maximum Signal 
component in the two-dimensional block or the nor 
malized data and the assigned bit amount provisionally 
calculated for each of Said time-frequency two 
dimensional blocks, and Said maximum quantization 
error is regarded as the degree of bit requirement for 
each two-dimensional block, So that the bits are 
adjusted based on Said degree of bit requirement. 

7. A recording medium, in which an input digital Signal is 
Split into a plurality of frequency band components thereby 
to obtain Signal components in a plurality of time-frequency 
two-dimensional blocks, data in each of Said time-frequency 
two-dimensional blocks are normalized based on the Signal 
components in the two-dimensional block thereby to obtain 
a normalized data, a quantization coefficient representing the 
feature of the Signal components in each of Said time 
frequency two-dimensional blockS is determined, a bit allo 
cation amount is determined based on Said quantization 
coefficient, the Signal components in the two-dimensions for 
each of Said time-frequency two-dimensional blockS is 
quantized according to Said normalized data and the bit 
allocation amount thereby to compress information, and the 
information is recorded together with the information com 
pression parameter for each of Said time-frequency two 
dimensional blocks, comprising: 

a means in which in the case where a total number of bits 
assigned to all two-dimensional blockS. fails to coincide 
with a bit rate Specified in the coding format as a result 
of converting the bit allocation amount into an integer 
in calculating the bit allocation amount for each of Said 
time-frequency two-dimensional blocks, then in order 
to attain coincidence therebetween, the maximum 
quantization error that may occur in the two 
dimensional block is calculated based on the maximum 
Signal component in the two-dimensional block or the 
normalized data and the assigned bit amount provision 
ally calculated for each of Said time-frequency two 
dimensional blocks, and Said maximum quantization 
error is regarded as the degree of bit requirement for 
each two-dimensional block, So that the bits are 
adjusted based on Said degree of bit requirement. 

8. A digital Signal transmission method in which an input 
digital Signal is split into a plurality of frequency band 
components thereby to obtain Signal components in a plu 
rality of time-frequency two-dimensional blocks, data in 
each of Said two-dimensional blocks are normalized based 
on the Signal components in the time-frequency two 
dimensional block thereby to obtain normalized data, a 
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quantization coefficient representing the features of the 
Signal component in the two-dimensional block for each of 
Said time-frequency two-dimensional block is determined, a 
bit allocation amount is determined based on Said quantiza 
tion coefficient, the Signal components in the two 
dimensional block for each of Said time-frequency two 
dimensional blocks is quantized according to Said 
normalized data and the bit allocation amount thereby to 
compress information, and the information is transmitted 
together with the information compression parameter for 
each of Said time-frequency two-dimensional blocks, com 
prising: 

a step in which in the case where a total number of bits 
assigned to all the time-frequency two-dimensional 
blocks fails to coincide with a bit rate specified in the 
coding format as a result of converting the bit alloca 
tion amount into an integer in calculating the bit 
allocation amount for each of Said two-dimensional 
blocks, then in order to attain coincidence 
therebetween, the maximum quantization error that 
may occur in the two-dimensional block is calculated 
based on the maximum signal component in the two 
dimensional block or the normalized data and the 
assigned bit amount provisionally calculated for each 
of Said time-frequency two-dimensional blocks, and 
Said maximum quantization error is regarded as the 
degree of bit requirement for each two-dimensional 
block, So that the bits are adjusted based on Said degree 
of bit requirement. 

9. A digital Signal transmission apparatus comprising a 
band Splitting means for Splitting an input digital signal into 
a plurality of frequency band components, orthogonal trans 
form means for orthogonally transforming a signal thereby 
to obtain signal components for encoding or analysis in a 
plurality of the time-frequency two-dimensional blocks, 
normalized data calculation means for normalizing data in 
the two-dimensional block for each of Said time-frequency 
two-dimensional blockS based on the Signal components in 
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the two-dimensional block thereby to obtain normalized 
data, quantization coefficient calculation means for obtain 
ing a quantization coefficient representing the features of 
Signal components in the two-dimensional block for each of 
Said time-frequency two-dimensional blocks, bit allocation 
calculation means for determining a bit allocation amount 
based on Said quantization coefficient, compressed encoding 
means for quantizing the Signal component in the block for 
each of Said time-frequency two-dimensional blockS accord 
ing to Said normalized data and the bit allocation amount 
thereby to compress information, information compression 
parameter determining means for obtaining an information 
compression parameter for each of Said time-frequency 
two-dimensional blocks, and transmission means for trans 
mitting outputs of both Said compressed encoding means 
and Said information compression parameter determining 
means, comprising: 

a means operating in Such a manner that in the case where 
a total number of bits assigned to all the two 
dimensional blocks fails to coincide with a bit rate 
Specified in the coding format as a result of converting 
the bit allocation amount into an integer in calculating 
the bit allocation amount for each of Said time 
frequency two-dimensional blocks, then in order to 
attain coincidence therebetween, the maximum quan 
tization error that may occur in the two-dimensional 
block is calculated based on the maximum Signal 
component in the time-frequency two-dimensional 
block or the normalized data and the assigned bit 
amount provisionally calculated for each of Said time 
frequency two-dimensional blocks, and Said maximum 
quantization error is regarded as the degree of bit 
requirement for each two-dimensional block, So that 
the bits are adjusted based on Said degree of bit 
requirement. 


