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No . 14 / 668 , 690 filed Mar . 25 , 2015 , entitled “ Processing of entitled “ Processing of maintained at a sufficient size that allows background pro 
Unmap Commands to Enhance Performance and Endurance 15 cesses ( e . g . , garbage collection ) to execute using at least part 
of a Storage Device ” and is also related to U . S . patent of the unmapped portion , since over - provisioning levels are 
application Ser . No . 14 / 659 , 493 filed Mar . 16 , 2015 , entitled too low to provide sufficient space to handle background 
“ Tracking Intermix of Writes and Unmap Commands across processes required to keep the storage device in an opera 
Power Cycles , ” each of which is hereby incorporated by tional state . 
reference in its entirety . 20 In another aspect , instead of explicitly measuring over 

provisioning levels , a storage device keeps track of a quan 
TECHNICAL FIELD tity of unmapped storage units in the storage device and 

changes its mode of operation based on changes to the 
The disclosed embodiments relate generally to memory quantity of unmapped storage units . For example , a storage 

systems , and in particular , to efficiently managing unmapped 25 device is operated in a first mode of operation ( e . g . , a default 
blocks in a storage device ( e . g . , a solid - state storage device mode of operation ) while a quantity of unmapped storage 
comprising one or more flash memory devices ) that has low units in the storage device satisfies a first threshold and , in 
over - provisioning to extend life of the storage device . accordance with a determination that the quantity of 

unmapped storage units does not satisfy the first threshold , 
BACKGROUND 30 the storage device is operated in a second mode of operation . 

While in the second mode of operation , the storage device 
To help address unique data storage requirements of monitors predicted changes to the quantity of unmapped 

solid - state drives ( e . g . , storage devices that include one or storage units resulting from processing write commands 
more non - volatile memory devices , such as flash memory from a host system and determines whether to accept and 
devices ) , flash memory devices typically include over - pro - 35 process each write command based on the respective pre 
visioned space that is used to help manage background d icted change to the quantity of unmapped storage units . 
memory operations ( e . g . , garbage collection ) without 
impacting operation and endurance of a solid - state drive . As BRIEF DESCRIPTION OF THE DRAWINGS 
the number of unusable memory units ( i . e . , memory units 
that have failed or can no longer reliably store data , also 40 So that the present disclosure can be understood in greater 
sometimes herein called “ bad blocks ” ) increases over the detail , a more particular description may be had by reference 
life of the drive , over - provisioning may eventually be to the features of various embodiments , some of which are 
reduced to a level at which there is not sufficient space to illustrated in the appended drawings . The appended draw 
manage background memory operations , which in turn ings , however , merely illustrate pertinent features of the 
causes the solid - state device to reach the end of its useful 45 present disclosure and are therefore not to be considered 
life . Therefore , there is a need for flash memory devices that limiting , for the description may admit to other effective 
are capable of extending their useful lives , even when features . 
over - provisioning is reduced to a level at which there is not FIG . 1 is a block diagram illustrating an implementation 
sufficient space to manage background memory operations of a data storage system , in accordance with some embodi 

50 ments . 
SUMMARY FIG . 2 is a block diagram illustrating an implementation 

of a management module , in accordance with some embodi 
Various embodiments of systems , methods , and devices ments . 

within the scope of the appended claims each have several FIG . 3 is a block diagram of a logical address space , and , 
aspects , no single one of which is solely responsible for the 55 more specifically , a logical block address ( LBA ) space , in 
attributes described herein . Without limiting the scope of the accordance with some embodiments . 
appended claims , after considering this disclosure , and par - FIG . 4 is a block diagram of a mapping table and physical 
ticularly after considering the section entitled “ Detailed address space , in accordance with some embodiments . 
Description " one will understand how the aspects of various FIG . 5 is a simplified , prophetic diagram showing allo 
embodiments are used to enable solid - state drives to extend 60 cation of storage units ( i . e . , numbers of mapped storage 
their useful lives by efficiently managing unmapped blocks units , unmapped storage units , bad storage units , and over 
( even when the solid - state drives have low over - provision provisioned storage units ) in a storage device over time , in 
ing levels ) . accordance with some embodiments . 

In one aspect , a storage device is operated in a first mode FIGS . 6A - 6E are block diagrams showing allocation of 
of operation ( e . g . , a default mode of operation ) while a level 65 storage units in a storage device at various times that 
of over - provisioning in the storage device satisfies a first correspond to the times shown in the prophetic diagram of 
threshold and , in accordance with a determination that the FIG . 5 , in accordance with some embodiments . 
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FIG . 7 illustrates a flowchart representation of a method operation , the storage device monitors predicted changes to 
of efficiently managing unmapped storage units in a storage an unmapped portion of a declared storage capacity of the 
device that has a low level of over - provisioning , in accor storage device resulting from processing write commands 
dance with some embodiments . from a host system and determines whether to accept and 

FIGS . 8A - 8C illustrate a flowchart representation of a 5 process each write command based on the respective pre 
method of efficiently managing unmapped storage units in a dicted change to the unmapped portion of the declared 
storage device that has a low level of over - provisioning , in storage capacity ( e . g . , if the unmapped portion would 
accordance with some embodiments . become too small after processing a host write command , 

FIG . 9 illustrates a flowchart representation of a method then the storage devices forgoes accepting the host write 
of efficiently managing unmapped storage units to extend 10 command ) . In this way , the unmapped portion is maintained 
life of a solid - state drive , in accordance with some embodi - at a sufficient size that allows background processes ( e . g . , 
ments . garbage collection ) to execute using the unmapped portion , 

FIGS . 10A - 10C illustrate a flowchart representation of a since over - provisioning levels are too low to provide suffi 
method of efficiently managing unmapped storage units to cient space to handle all of the background processes . 
extend life of a solid - state drive , in accordance with some 15 ( Al ) More specifically , some embodiments include a 
embodiments . method of managing a storage device that includes non 

In accordance with common practice , the various features volatile memory . In some embodiments , the method 
illustrated in the drawings may not be drawn to scale . includes : measuring a level of over - provisioning in the 
Accordingly , the dimensions of the various features may be storage device and operating the storage device in a mode of 
arbitrarily expanded or reduced for clarity . In addition , some 20 operation that is a first mode of operation ( e . g . , default / 
of the drawings may not depict all of the components of a normal mode of operation ) while the level of over - provi 
given system , method or device . Finally , like reference sioning in the storage device satisfies a first threshold . The 
numerals may be used to denote like features throughout the method further includes : changing the mode of operation of 
specification and figures . the storage device to a second mode of operation in accor 

25 dance with a determination that the level of over - provision 
DETAILED DESCRIPTION ing in the storage device does not satisfy ( e . g . , is less than ) 

the first threshold . While operating the storage device in the 
A conventional solid - state drive reaches end - of - life when second mode of operation , the method includes : ( i ) deter 

over - provisioning levels are too low to allow the solid - state mining a portion of a declared storage capacity of the storage 
drive to process write commands ( i . e . , insufficient over - 30 device that is unmapped ; ( ii ) receiving a write command 
provisioning space is available to allow the solid - state drive from a host system ; and ( iii ) determining whether processing 
to accept and process the write command and to perform the write command would reduce the portion of the declared 
required background processes that are associated with or storage capacity of the storage device that is unmapped to 
necessary due to the processing of the write command ) . In less than a second threshold ( i . e . , the decision to process 
some circumstances , when reaching end - of - life , conven - 35 write commands while in the second mode of operation is 
tional solid - state drives may still have a particular set of based on the number of unmapped blocks that would remain 
unmapped storage units available ( i . e . , storage units that are after processing a respective write command ) . In accordance 
part of a declared storage capacity of the storage device , are with a determination that processing the write command 
still usable for storing data , and have been unmapped by a would not reduce the portion of the declared storage capac 
host system ) . Consequently , what is desired are mechanisms 40 ity of the storage device that is unmapped to less than the 
for efficiently managing unmapped storage units within a second threshold , the method includes : accepting and pro 
storage device ( e . g . , a solid - state drive with persistent or cessing the write command from the host system . In accor 
non - volatile storage units , such as a flash memory device ) , dance with a determination that processing the write com 
in order to delay end - of - life conditions for the storage device mand would reduce the portion of the declared storage 
and allow the storage device to continue processing host 45 capacity of the storage device that is unmapped to less than 
write commands while still protecting integrity of data the second threshold , the method includes : forgoing accep 
stored on the storage device . tance and processing of the write command from the host 

Therefore , to extend the life of a solid - state drive ( and system . 
thereby extend the solid - state drive ' s ability to process write ( A2 ) In some embodiments of the method of Al , the 
commands even when the solid - state drive has a low level of 50 method further includes : sending a status message to the 
over - provisioning ) , embodiments disclosed herein have a host system in accordance with the determination that the 
mode of operation in which unmapped storage units within level of over - provisioning in the storage device does not 
the solid - state drive are utilized to provide space in which to satisfy the first threshold . 
process background memory operations ( e . g . , operations ( A3 ) In some embodiments of the method of any of 
such as garbage collection ) even though the level of over - 55 A1 - A2 , the method further includes : sending a status mes 
provisioning has fallen below a critical or predefined level . sage to the host system in accordance with the determination 

Specifically , the various embodiments described herein that processing the write command would reduce the portion 
include systems , methods , and / or devices used to efficiently of the declared storage capacity of the storage device that is 
manage unmapped blocks to extend life of a solid - state drive unmapped to less than the second threshold . 
with low over - provisioning . In one aspect , a storage device 60 ( A4 ) In some embodiments of the method of A3 , the 
is operated in a first mode of operation ( e . g . , a default mode status message to the host system comprises a request that 
of operation ) while a level of over - provisioning in the the host system unmap a portion of the storage device ' s 
storage device satisfies a first threshold and , in accordance storage capacity . 
with a determination that the level of over - provisioning does ( A5 ) In some embodiments of the method of any of 
not satisfy the first threshold ( i . e . , the level of over - provi - 65 A1 - A4 , forgoing acceptance and processing of the write 
sioning is too low ) , the storage device is operated in the command from the host system includes changing the mode 
second mode of operation . While in the second mode of of operation of the storage device to a third mode of 



US 9 , 946 , 483 B2 

sto 

operation ( a mode of operation that is distinct from both the storage capacity of the storage device that is unmapped to 
first and second modes of operation ) in which the storage less than the second threshold , the one or more controller 
device does not accept and process write commands from modules are configured to : forgo acceptance and processing 
the host system . of the write command from the host system . 

( A6 ) In some embodiments of the method of A5 , the 5 ( A10 ) In some embodiments of the storage device of A9 , 
method further includes : while operating the storage device the one or more controller modules include : an over - provi in the third mode of operation , receiving one or more unmap sioning measurement module for measuring the level of 
commands from the host system . In accordance with a over - provisioning in the storage device . The one or more determination that , as result of processing the received one controller modules further include : a mode of operation or more unmap commands , the portion of the declared 10 module for ( i ) operating the storage device in the mode of storage capacity of the storage device that is unmapped operation that is the first mode of operation while the level would satisfy the second threshold , the method includes : of over - provisioning in the storage device satisfies a first changing the mode of operation of the storage device to the threshold and ( ii ) changing the mode of operation to a second mode of operation . In other words , by having the 
host system unmap storage units , the portion of the declared 15 second mode of operation in accordance with a determina 
capacity of the storage device that is unmapped is increased tion that the level of over - provisioning in the storage device 
and the storage device is able to return to an operational state does not satisfy the first threshold . The one or more con 
( i . e . , a mode of operation in which the storage device is able troller modules also include : an unmap module for deter 
to accept and process write commands from the host sys - mining the portion of the declared storage capacity that is 
tem ) . 20 unmapped . The one or more controller modules additionally 

( A7 ) In some embodiments of the method of any of include : a data write module for : ( i ) receiving the write 
A1 - A6 , determining the portion of the declared storage command from the host system ; ( ii ) determining whether 
capacity of the storage device that is unmapped comprises processing the write command would reduce the portion of 
determining a quantity of storage units in the declared the declared storage capacity that is unmapped to less than 
storage capacity of the storage device that are usable for 25 the second threshold ; ( iii ) accepting and processing the write 
storing data and unmapped . command from the host system in accordance with the 

( A8 ) In some embodiments of the method of any of determination that processing the write command would not A1 - A7 , measuring the level of over - provisioning in the reduce the portion of the declared storage capacity of the storage device comprises determining a first quantity of storage device that is unmapped to less than the second storage units in the storage device , comprising storage units 30 threshold ; and ( iv ) forgoing acceptance and processing of that are mapped for storing data and storage units that are the write command from the host system in accordance with usable for storing data and unmapped , and subtracting from the determination that processing the write command would the first quantity a quantity corresponding to the declared 
storage capacity of the storage device . reduce the portion of the declared storage capacity of the 

( A9 ) In another aspect , a storage device includes non - 35 storage device that is unmapped to less than the second 
volatile memory ( e . g . , one or more non - volatile storage threshold 
devices , such as flash memory devices ) , one or more pro ( A11 ) In some embodiments of the storage device of any 
cessors , and a storage controller that includes one or more of A9 - A10 , the one or more controller modules include a 
controller modules . The one or more controller modules are host messaging module for sending a status message to the 
configured to : measure a level of over - provisioning in the 40 host system in accordance with the determination that the 
storage device and operate the storage device in a mode of level of over - provisioning in the storage device does not 
operation that is a first mode of operation ( e . g . , default / satisfy the first threshold . 
normal mode of operation ) while the level of over - provi - ( A12 ) In some embodiments of the storage device of any 
sioning in the storage device satisfies a first threshold . The of A9 - A11 , the one or more controller modules include a 
one or more controller modules are further configured to : 45 host messaging module for sending a status message to the 
change the mode of operation of the storage device to a host system in accordance with the determination that pro 
second mode of operation in accordance with a determina - cessing the write command would reduce the portion of the 
tion that the level of over - provisioning in the storage device declared storage capacity of the storage device that is 
does not satisfy the first threshold . While operating the unmapped to less than the second threshold . 
storage device in the second mode of operation , the one or 50 ( A13 ) In some embodiments of the storage device of A12 , 
more controller modules are configured to : ( i ) determine a the status message to the host system comprises a request 
portion of a declared storage capacity of the storage device that the host system unmap a portion of the storage device ' s 
that is unmapped ; ( ii ) receive a write command from a host storage capacity . 
system ; and ( iii ) determine whether processing the write ( A14 ) In some embodiments of the storage device of any 
command would reduce the portion of the declared storage 55 of A9 - A13 , forgoing acceptance and processing of the write 
capacity of the storage device that is unmapped to less than command from the host system includes changing the mode 
a second threshold ( i . e . , the decision to process write com - of operation of the storage device to a third mode of 
mands while in the second mode of operation is based on operation in which the storage device does not accept and 
number of unmapped blocks that would remain after pro - process write commands from the host system . 
cessing a respective write command ) . In accordance with a 60 ( A15 ) In some embodiments of the storage device of A14 , 
determination that processing the write command would not the one or more controller modules are further configured to : 
reduce the portion of the declared storage capacity of the while operating the storage device in the third mode of 
storage device that is unmapped to less than the second operation , receive one or more unmap commands from the 
threshold , the one or more controller modules are configured host system . In accordance with a determination that , as 
to : accept and process the write command from the host 65 result of processing the received one or more unmap com 
system . In accordance with a determination that processing mands , the portion of the declared storage capacity of the 
the write command would reduce the portion of the declared storage device that is unmapped would satisfy the second 

don 
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threshold , the one or more controller modules are configured units in the storage device that are unmapped to a quantity 
to : change the mode of operation of the storage device to the less than a second threshold . In accordance with a determi 
second mode of operation . nation that processing the write command would not reduce 

( A16 ) In some embodiments of the storage device of any the quantity of storage units in the storage device that are 
of A9 - A15 , determining the portion of the declared storage 5 unmapped to a quantity less than the second threshold , the 
capacity of the storage device that is unmapped comprises method includes : accepting and processing the write com 
determining a quantity of storage units in the declared mand from the host system . In accordance with a determi 
storage capacity of the storage device that are usable for nation that processing the write command would reduce the 
storing data and unmapped . quantity of storage units in the storage device that are 

( A17 ) In some embodiments of the storage device of any 10 unmapped to a quantity less than the second threshold , the 
of A9 - A16 , measuring the level of over - provisioning in the method includes : forgoing acceptance and processing of the 
storage device comprises determining a first quantity of write command from the host system . 
storage units in the storage device , comprising storage units ( B2 ) In some embodiments of the method of B1 , the 
that are mapped for storing data and storage units that are method further includes : sending a status message to a host 
usable for storing data and unmapped , and subtracting from 15 system in accordance with the determination that the quan 
the first quantity a quantity corresponding to the declared tity of storage units in the storage device that are unmapped 
storage capacity of the storage device . does not satisfy the first threshold . 

( A18 ) In yet another aspect , a storage device includes ( B3 ) In some embodiments of the method of B1 , the 
non - volatile memory , one or more processors , and means for method further includes : sending a status message to a host 
performing the method of any of Al to A8 described above . 20 system in accordance with the determination that processing 

( A19 ) In yet another aspect , a non - transitory computer - the write command would reduce the quantity of storage 
readable storage medium stores one or more programs units in the storage device that are unmapped to a quantity 
configured for execution by one or more processors of a less than the second threshold . 
storage device , the one or more programs including instruc ( B4 ) In some embodiments of the method of B3 , the status 
tions for causing the storage device to perform the method 25 message to the host system comprises a request that the host 
of any of A1 to A8 described above . system unmap a portion of the storage device ' s storage 

In another aspect , an explicit measurement of a level of capacity ( e . g . , a portion of a declared storage capacity of the 
over - provisioning is not used and , instead , the storage storage device ) . 
device monitors a quantity of unmapped storage units in the ( B5 ) In some embodiments of the method of any of 
storage device to determine when to switch to life - extending 30 B1 - B4 , forgoing acceptance and processing of the write 
modes of operation . For example , a storage device is oper - command from the host system includes changing the mode 
ated in a first mode of operation ( e . g . , a default mode of of operation of the storage device to a third mode of 
operation ) while a quantity of unmapped storage units in the operation ( distinct from the first and the second modes of 
storage device satisfies a first threshold and , in accordance operation ) in which the storage device does not accept and 
with a determination that the quantity of unmapped storage 35 process write commands from the host system . 
units does not satisfy the first threshold , the storage device ( B6 ) In some embodiments of the method of B5 , the 
is operated in a second mode of operation . While in the method further includes : while operating the storage device 
second mode of operation , the storage device monitors in the third mode of operation , receiving one or more unmap 
predicted changes to the quantity of unmapped storage units commands from the host system . In accordance with a 
resulting from processing write commands from a host 40 determination that , as result of processing the received one 
system and determines whether to accept and process each or more unmap commands , the quantity of storage units in 
write command based on the respective predicted change to the storage device that are unmapped would satisfy the 
the quantity of unmapped storage units . In this way , the second threshold , the method includes : changing the mode 
unmapped portion is maintained at a sufficient size so that of operation of the storage device to the second mode of 
background processes ( e . g . , garbage collection ) can con - 45 Operation . 
tinue to execute using the unmapped portion ( in the event ( B7 ) In some embodiments of the method of any of 
that over - provisioning levels are too low to execute required B1 - B6 , the method further includes : while operating the 
background processes ) , thereby extending useful life of the storage device in the second mode of operation , receiving 
storage device . one or more unmap commands ( e . g . , received from a host 

( B1 ) More specifically , some embodiments include a 50 system ) . In accordance with a determination that , as a result 
method of managing a storage device that includes non - of processing the received one or more unmap commands , 
volatile memory . In some embodiments , the method the quantity of storage units in the storage device that are 
includes : determining a quantity of storage units in the unmapped would satisfy the first threshold , the method 
storage device that are unmapped and operating the storage includes : changing the mode of operation of the storage 
device in a mode of operation that is a first mode of 55 device to the first mode of operation . 
operation ( e . g . , default / normal mode of operation ) while the ( B8 ) In some embodiments of the method of any of 
quantity of storage units in the storage device that are B1 - B7 , determining the quantity of storage units in the 
unmapped satisfies ( e . g . , is greater than or equal to ) a first storage device that are unmapped includes determining a 
threshold . The method further includes : changing the mode quantity of storage units in the storage device that are usable 
of operation of the storage device to a second mode of 60 for storing data and unmapped . 
operation in accordance with a determination that the quan - ( B9 ) In another aspect , a storage device includes non 
tity of storage units in the storage device that are unmapped volatile memory ( e . g . , one or more non - volatile storage 
does not satisfy ( e . g . , is less than ) the first threshold . While devices , such as flash memory devices ) , one or more pro 
operating the storage device in the second mode of opera - cessors , and a storage controller that includes one or more 
tion , the method includes : ( i ) receiving a write command 65 controller modules . The one or more controller modules are 
from a host system and ( ii ) determining whether processing configured to : ( i ) determine a quantity of storage units in the 
the write command would reduce the quantity of storage storage device that are unmapped and ( ii ) operate the storage 
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device in a mode of operation that is a first mode of ( B13 ) In some embodiments of the storage device of B12 , 
operation while the quantity of storage units in the storage the status message to the host system comprises a request 
device that are unmapped satisfies ( e . g . , is greater than or that the host system unmap a portion of the storage device ' s 
equal to ) a first threshold . The one or more controller storage capacity . 
modules are further configured to : change the mode of 5 ( B14 ) In some embodiments of the storage device of any 
operation of the storage device to a second mode of opera of B9 - B13 , forgoing acceptance and processing of the write 
tion in accordance with a determination that the quantity of command from the host system includes changing the mode 
storage units in the storage device that are unmapped does of operation of the storage device to a third mode of 

operation in which the storage device does not accept and not satisfy ( e . g . , is less than ) the first threshold . While 
operating the storage device in the second mode of opera 10 process write commands from the host system . 

( B15 ) In some embodiments of the storage device of any tion : ( i ) receive a write command from a host system and ( ii ) of B14 , the one or more controller modules are further determine whether processing the write command would configured to : while operating the storage device in the third reduce the quantity of storage units in the storage device that mode of operation , receive one or more unmap commands are unmapped to a quantity less than a second threshold . In 15 from the host system . In accordance with a determination 
accordance with a determination that processing the write that , as result of processing the received one or more unmap 
command would not reduce the quantity of storage units in commands , the quantity of storage units in the storage 
the storage device that are unmapped to a quantity less than device that are unmapped would satisfy the second thresh 
a second threshold , the one or more controller modules are old , the one or more controller modules are configured to : 
configured to : accept and process the write command from 20 change the mode of operation of the storage device to the 
the host system . In accordance with a determination that second mode of operation . 
processing the write command would reduce the quantity of ( B16 ) In some embodiments of the storage device of any 
storage units in the storage device that are unmapped to a of B9 - B15 , the one or more controller modules are further 
quantity less than a second threshold , the one or more configured to : while operating the storage device in the 
controller modules are configured to : forgo acceptance and 25 second mode of operation , receive one or more unmap 
processing of the write command from the host system . commands . In accordance with a determination that , as a 

( B10 ) In some embodiments of the storage device of B9 , result of processing the received one or more unmap com 
the one or more controller modules include : an unmap mands , the quantity of storage units in the storage device 
module for determining the quantity of storage units in the that are unmapped would satisfy the first threshold , the one 
storage device that are unmapped . The one or more control 1 . 30 or more controller modules are configured to : change the 
ler modules also include : a mode of operation module for ( i ) mode of operation of the storage device to the first mode of 

operation . operating the storage device in a mode of operation that is ( B17 ) In some embodiments of the storage device of any a first mode of operation while the quantity of storage units of B9 - B16 , determining the portion of the declared storage in the storage device that are unmapped satisfies a first 35 capacity of the storage device that is unmapped comprises threshold and ( ii ) changing the mode of operation to a determining a quantity of storage units in the storage device 
second mode of operation in accordance with a determina - that are usable for storing data and unmapped . 
tion that the quantity of storage units in the storage device ( B18 ) In yet another aspect , a storage device includes 
that are unmapped does not satisfy the first threshold . The non - volatile memory , one or more processors , and means for 
one or more controller modules further include : a data write 40 performing the method of any of B1 to B8 described above . 
module for : ( i ) receiving the write command from the host ( B19 ) In yet another aspect , a non - transitory computer 
system ; ( ii ) determining whether processing the write com - readable storage medium stores one or more programs 
mand would reduce the quantity of storage units in the configured for execution by one or more processors of a 
storage device that are unmapped to a quantity less than a storage device , the one or more programs including instruc 
second threshold ; ( iii ) accepting and processing the write 45 tions for causing the storage device to perform the method 
command from the host system in accordance with the of any of B1 to B8 described above . 
determination that processing the write command would not Numerous details are described herein in order to provide 
reduce the quantity of storage units in the storage device that a thorough understanding of the example embodiments 
are unmapped to a quantity less than the second threshold ; illustrated in the accompanying drawings . However , some 
and ( iv ) forgoing acceptance and processing of the write 50 embodiments may be practiced without many of the specific 
command from the host system in accordance with the details , and the scope of the claims is only limited by those 
determination that processing the write command would features and aspects specifically recited in the claims . Fur 
reduce the quantity of storage units in the storage device that thermore , well - known methods , components , and circuits 
are unmapped to a quantity less than the second threshold . have not been described in exhaustive detail so as not to 

( B11 ) In some embodiments of the storage device of any 55 unnecessarily obscure pertinent aspects of the embodiments 
of B9 - B10 , the one or more controller modules include a described herein . 
host messaging module for sending a status message to the FIG . 1 is a block diagram illustrating an implementation 
host system in accordance with the determination that the of a data storage system 100 , in accordance with some 
quantity of storage units in the storage device that are embodiments . While some example features are illustrated , 
unmapped does not satisfy the first threshold . 60 various other features have not been illustrated for the sake 

( B12 ) In some embodiments of the storage device of any of brevity and so as not to obscure pertinent aspects of the 
of B9 - B11 , the one or more controller modules include a example embodiments disclosed herein . To that end , as a 
host messaging module for sending a status message to the non - limiting example , data storage system 100 includes a 
host system in accordance with the determination that pro - storage device 120 ( also sometimes called an information 
cessing the write command would reduce the quantity of 65 storage device , or a data storage device , or a memory 
storage units in the storage device that are unmapped to a device ) , which includes a storage controller 124 and a 
quantity less than the second threshold . storage medium 132 , and is used in conjunction with or 
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includes a computer system 110 ( e . g . , a host system or a host smaller - scale applications such as personal flash drives or 
computer ) . In some embodiments , storage medium 132 is a hard - disk replacements for personal , laptop , and tablet com 
single flash memory device while in other embodiments puters . 
storage medium 132 includes a plurality of flash memory Storage medium 132 is divided into a number of address 
devices . In some embodiments , storage medium 132 is 5 able and individually selectable blocks , such as selectable 
NAND - type flash memory or NOR - type flash memory . In portion 133 . In some embodiments , the individually select 
some embodiments , storage medium 132 includes one or able blocks are the minimum size erasable units in a flash 
more three - dimensional ( 3D ) memory devices . Further , in memory device . In other words , each block contains the 
some embodiments , storage controller 124 is a solid - state minimum number of memory cells that can be erased 
drive ( SSD ) controller . However , other types of storage 10 without erasing any other memory cells in the same flash 

memory device . Typically , when a flash memory block is media may be included in accordance with aspects of a wide erased , all memory cells in the block are erased simultane variety of embodiments ( e . g . , PCRAM , ReRAM , STT ously . Each block is usually further divided into a plurality RAM , etc . ) . In some embodiments , a flash memory device of pages and / or word lines , where each page or word line is 
includes one or more flash memory die , one or more flash 15 typically an instance of the smallest individually accessible 
memory packages , one or more flash memory channels or ( readable ) portion in a block . In some embodiments ( e . g . , 
the like . In some embodiments , data storage system 100 can using some types of flash memory ) , the smallest individually 
contain one or more storage devices 120 . accessible unit of a data set , however , is a sector , which is 
Computer system 110 is coupled to storage controller 124 a subunit of a page . That is , a block includes a plurality of 

through data connections 101 . However , in some embodi - 20 pages , each page contains a plurality of sectors , and each 
ments computer system 110 includes storage controller 124 , sector is the minimum unit of data for reading data from the 
or a portion of storage controller 124 , as a component and / or flash memory device . For example , in some implementa 
as a subsystem . For example , in some embodiments , some tions , each block includes a number of pages , such as 64 
or all of the functionality of storage controller 124 is pages , 128 pages , 256 pages or another suitable number of 
implemented by software executed on computer system 110 . 25 pages . In some embodiments ( e . g . , in some flash memory 
Computer system 110 may be any suitable computer device , die ) , blocks are grouped into a plurality of zones . Each block 
such as a computer , a laptop computer , a tablet device , a zone can be independently managed to some extent , which 
netbook , an internet kiosk , a personal digital assistant , a increases the degree of parallelism for parallel operations 
mobile phone , a smart phone , a gaming device , a computer and simplifies management of storage medium 132 . 
server , or any other computing device . Computer system 110 0 30 In some embodiments , reading and programming ( also 

called writing ) of the storage medium is performed on a is sometimes called a host , host system , client , or client smaller subunit of a block ( e . g . , on a page basis , word line system . In some embodiments , computer system 110 is a basis , or sector basis ) . The smaller subunit of a block server system , such as a server system in a data center . In typically consists of multiple memory cells ( e . g . , single some embodiments , computer system 110 includes one or es one of 35 level cells or multi - level cells ) . In some embodiments , more processors , one or more types of memory , a display programming is performed on an entire page ( i . e . , all and / or other user interface components such as a keyboard , memory cells of the page are programmed ( i . e . , written ) 
a touch - screen display , a mouse , a track - pad , a digital concurrently ) . In some embodiments , a multi - level cell 
camera , and / or any number of supplemental I / O devices to ( MLC ) NAND flash has four possible states per cell , yield 
add functionality to computer system 110 . In some embodi - 40 ing two bits of information per cell . Further , in some 
ments , computer system 110 does not have a display and embodiments , an MLC NAND has two page types : ( 1 ) a 
other user interface components . lower page ( sometimes called fast page ) , and ( 2 ) an upper 

Storage medium 132 is coupled to storage controller 124 page ( sometimes called slow page ) . In some embodiments , 
through connections 103 . Connections 103 are sometimes a triple - level cell ( TLC ) NAND flash has eight possible 
called data connections , but typically convey commands in 45 states per cell , yielding three bits of information per cell . 
addition to data , and optionally convey metadata , error Although the description herein uses TLC , MLC , and SLC 
correction information and / or other information in addition as examples , those skilled in the art will appreciate that the 
to data values to be stored in storage medium 132 and data embodiments described herein may be extended to memory 
values read from storage medium 132 . In some embodi cells that have more than eight possible states per cell , 
ments , however , storage controller 124 and storage medium 50 yielding more than three bits of information per cell . In some 
132 are included in the same device ( i . e . , an integrated embodiments , the encoding format of the storage media ( i . e . , 
device ) as components thereof . Furthermore , in some TLC , MLC , or SLC and / or a chosen data redundancy 
embodiments , storage controller 124 and storage medium mechanism ) is a choice made when data is actually written 
132 are embedded in a host device ( e . g . , computer system to the storage media . 
110 ) , such as a mobile device , tablet , other computer or 55 In some embodiments and as noted above , data is written 
computer controlled device , and the methods described to a storage medium in pages , but is erased from the storage 
herein are performed , at least in part , by the embedded medium in blocks . As such , pages in the storage medium 
storage controller . Storage medium 132 may include any may contain invalid ( e . g . , stale ) data , but those pages cannot 
number ( i . e . , one or more ) of memory devices including , be overwritten until the whole block containing those pages 
without limitation , non - volatile semiconductor memory 60 is erased . In order to write to the pages with invalid data , the 
devices , such as flash memory device ( s ) . For example , flash pages ( if any ) with valid data in that block are read and 
memory device ( s ) can be configured for enterprise storage re - written to a new block and the old block is erased ( or put 
suitable for applications such as cloud computing , for data on a queue for erasing ) . This process is called garbage 
base applications , primary and / or secondary storage , or for collection . After garbage collection , the new block contains 
caching data stored ( or to be stored ) in secondary storage , 65 the pages with valid data and may have free pages that are 
such as hard disk drives . Additionally and / or alternatively , available for new data to be written , and the old block can 
flash memory device ( s ) can also be configured for relatively be erased so as to be available for new data to be written . 
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Since flash memory can only be programmed and erased a that is approximately 5 % of a number of storage units in the 
limited number of times , the efficiency of the algorithm used declared storage capacity of the storage device . In some 
to pick the next block ( s ) to re - write and erase has a signifi - embodiments , the second threshold increases as the over 
cant impact on the lifetime and reliability of flash - based provisioning of the storage device decreases . For example , 
storage systems . 5 in some such embodiments , the second threshold corre In some embodiments , garbage collection is performed sponds to a number of unmapped storage units of the using over - provisioned space on the storage device . In some declared capacity that , when combined with the over - pro 
embodiments , over - provisioning refers to the difference visioning , is approximately 10 % of the number of storage between the physical capacity of the storage device ( e . g . , the units of the declared storage capacity of the storage device . physical capacity less capacity set aside for management 10 In other embodiments ( discussed below in reference to data structures and metadata ) for storing user data ( e . g . , data FIGS . 9 and 10A - 10C ) in which the level of over - provi stored in the storage system on behalf of a host or host sioning is not used as a separate metric , the same first and system ) , and the logical capacity ( e . g . , a declared storage second thresholds described above may still be utilized , or , capacity ) presented as available for use by a host or user . For alternatively , other values for the first and second thresholds example , in some embodiments , if a non - volatile memory of 15 may instead be utilized . Additional details regarding the use a storage device has 12 GB of total storage capacity ( e . g . , of thresholds for determining when to change a mode of total storage capacity for storing user data ) and 10 GB of operation for a storage device are provided below in refer declared capacity , then the non - volatile memory of the ence to FIGS . 5 - 10C . storage device has 2 GB of over - provisioning . Unlike Returning to the description of FIG . 1 , write amplification declared storage capacity , which is the storage capacity 20 is a phenomenon where the actual amount of physical data available to a host ( e . g . , as represented by declared storage written to a storage medium ( e . g . , storage medium 132 of capacities 612A , 612B , 612C , 612D , and 612E in FIGS . storage device 120 ) is a multiple of the logical amount of 6A - 6E ) , the extra capacity of over - provisioning is not visible data written by a host ( e . g . , computer system 110 , sometimes to the host as available storage . Instead , over - provisioning is called a host ) to the storage medium . As discussed above , used to increase endurance of a storage device ( e . g . , by 25 when a block of storage medium must be erased before it can distributing the total number of writes and erases across a be re - written , the garbage collection process to perform larger population of blocks and / or pages over time ) , improve these operations results in re - writing data one or more times . performance , and reduce write amplification . This multiplying effect increases the number of writes In some embodiments , when a storage device reaches required over the life of a storage medium , which shortens end - of - life due to low levels of over - provisioning , the stor - 30 the time it can reliably operate . The formula to calculate the age device may still have a certain quantity of unmapped write amplification of a storage system is given by the storage units within the declared storage capacity of the following equation : storage device that are usable for storing data . In some 
embodiments , instead of reaching end - of - life operations , the 
storage device repurposes ( or temporarily uses ) unmapped 35 amount of data written to a storage medium storage units that are part of the declared storage capacity of amount of data written by a host the storage device in order to compensate for a low level of 
over - provisioning within the storage device . In this way , 
instead transitioning to an end - of - life mode of operation One of the goals of any flash memory based data storage 
( sometimes called a read - only mode of operation ) when the 40 system architecture is to reduce write amplification as much 
storage device reaches a predefined low level of over - as possible so that available endurance is used to meet 
provisioning , the storage device is able to use the unmapped storage medium reliability and warranty specifications . 
storage units that are part of the declared storage capacity of Higher system endurance also results in lower cost as the 
the storage device to process background memory opera storage system may need less over - provisioning . By reduc 
tions such as garbage collection ( i . e . , the unmapped storage 45 ing write amplification , the endurance of the storage 
units are used to supplement a low level of over - provision - medium is increased and the overall cost of the storage 
ing ) . system is decreased . 

In some embodiments ( discussed below in reference to Continuing with the description of FIG . 1 , in some 
FIGS . 7 and 8A - 8C ) , the storage device switches from a first embodiments , storage controller 124 includes a management 
mode of operation ( e . g . , a default mode of operation ) to 50 module 121 - 1 , a host interface 129 , a storage medium ( 1 / 0 ) 
second mode of operation ( e . g . , a mode of operation that interface 128 , and additional module ( s ) 125 . Storage con 
allows the storage device to use unmapped storage units that troller 124 may include various additional features that have 
are part of the declared storage capacity as a substitute for not been illustrated for the sake of brevity and so as not to 
over - provisioned capacity ) in accordance with a determina obscure pertinent features of the example embodiments 
tion that over - provisioning in the storage device is below a 55 disclosed herein , and a different arrangement of features 
first threshold . In some embodiments , the first threshold may be possible . 
corresponds to a number of storage units that is approxi - Host interface 129 provides an interface to computer 
mately 10 % of the number of storage units of the declared system 110 through data connections 101 . Similarly , storage 
storage capacity of the storage device . In some embodi - medium interface 128 provides an interface to storage 
ments , in accordance with a determination that , as a result of 60 medium 132 though connections 103 . In some embodi 
processing a write command , a portion of the declared ments , storage medium interface 128 includes read and write 
storage capacity of the storage device that is unmapped circuitry , including circuitry capable of providing reading 
would fall below a second threshold , the storage device then signals to storage medium 132 ( e . g . , reading threshold 
switches to a third mode of operation ( e . g . , a read - only mode voltages for NAND - type flash memory , as discussed below ) . 
of operation in which the storage device does not accept and 65 In some embodiments , connections 101 and connections 103 
process host write commands ) . In some embodiments , the are implemented as communication media over which com 
second threshold corresponds to a number of storage units mands and data are communicated , using a protocol such as 
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DDR3 , SCSI , SATA , SAS , or the like . In some embodi may have encoding and decoding algorithms that are par 
ments , storage controller 124 includes one or more process ticular to the type or family of error control codes . On the 
ing units ( also sometimes called CPUs , processors , micro - other hand , some algorithms may be utilized at least to some 
processors , or microcontrollers ) configured to execute extent in the decoding of a number of different types or 
instructions in one or more programs ( e . g . , in storage 5 families of error control codes . As such , for the sake of 
controller 124 ) . In some embodiments , the one or more brevity , an exhaustive description of the various types of 
processors are shared by one or more components within , encoding and decoding algorithms generally available and 
and in some cases , beyond the function of storage controller known to those skilled in the art is not provided herein . 
124 . In some embodiments , during a write operation , host 

In some embodiments , management module 121 - 1 10 interface 129 receives data to be stored in storage medium 
includes one or more central processing units ( CPUs , also 132 from computer system 110 . The data received by host 
sometimes called processors , hardware processors , micro - interface 129 is made available to an encoder ( e . g . , in 
processors or microcontrollers ) 122 configured to execute additional module ( s ) 125 ) , which encodes the data to pro 
instructions in one or more programs ( e . g . , in management duce one or more codewords . The one or more codewords 
module 121 - 1 ) . In some embodiments , the one or more 15 are made available to storage medium interface 128 , which 
CPUs 122 are shared by one or more components within , transfers the one or more codewords to storage medium 132 
and in some cases , beyond the function of storage controller in a manner dependent on the type of storage medium being 
124 . Management module 121 - 1 is coupled to host interface utilized . 
129 , additional module ( s ) 125 , and storage medium inter In some embodiments , a read operation is initiated when 
face 128 in order to coordinate the operation of these 20 computer system ( host ) 110 sends one or more host read 
components . In some embodiments , one or more modules of commands ( e . g . , via data connections 101 , or alternatively a 
management module 121 - 1 are implemented in management separate control line or bus ) to storage controller 124 
module 121 - 2 of computer system 110 . In some embodi requesting data from storage medium 132 . Storage control 
ments , one or more processors of computer system 110 ( not ler 124 sends one or more read access commands to storage 
shown ) are configured to execute instructions in one or more 25 medium 132 , via storage medium interface 128 , to obtain 
programs ( e . g . , in management module 121 - 2 ) . Manage - raw read data in accordance with memory locations ( or 
ment module 121 - 2 is coupled to storage device 120 in order logical addresses , object identifiers , or the like ) specified by 
to manage the operation of storage device 120 . the one or more host read commands . Storage medium 

Additional module ( s ) 125 are coupled to storage medium interface 128 provides the raw read data ( e . g . , comprising 
interface 128 , host interface 129 , and management module 30 one or more codewords ) to a decoder ( e . g . , in additional 
121 - 1 . As an example , additional module ( s ) 125 may module ( s ) 125 ) . If the decoding is successful , the decoded 
include an error control module to limit the number of data is provided to host interface 129 , where the decoded 
uncorrectable errors inadvertently introduced into data dur - data is made available to computer system 110 . In some 
ing writes to memory and / or reads from memory . In some embodiments , if the decoding is not successful , storage 
embodiments , additional module ( s ) 125 are executed in 35 controller 124 may resort to a number of remedial actions or 
software by the one or more CPUs 122 of management provide an indication of an irresolvable error condition . 
module 121 - 1 , and , in other embodiments , additional mod - Flash memory devices in some embodiments , storage 
ule ( s ) 125 are implemented in whole or in part using special medium 132 ) utilize memory cells ( e . g . , SLC , MLC , and / or 
purpose circuitry ( e . g . , to perform encoding and decoding TLC ) to store data as electrical values , such as electrical 
functions ) . In some embodiments , additional module ( s ) 125 40 charges or voltages . Each flash memory cell typically 
are implemented in whole or in part by software executed on includes a single transistor with a floating gate that is used 
computer system 110 . to store a charge , which modifies the threshold voltage of the 
As data storage densities of non - volatile semiconductor transistor ( i . e . , the voltage needed to turn the transistor on ) . 

memory devices continue to increase , stored data is more The magnitude of the charge , and the corresponding thresh 
prone to being stored and / or read erroneously . In some 45 old voltage the charge creates , is used to represent one or 
embodiments , error control coding can be utilized to limit more data values . In some embodiments , during a read 
the number of uncorrectable errors that are introduced by operation , a reading threshold voltage is applied to the 
electrical fluctuations , defects in the storage medium , oper control gate of the transistor and the resulting sensed current 
ating conditions , device history , write - read circuitry , etc . , or or voltage is mapped to a data value . 
a combination of these and various other factors . 50 The terms " cell voltage ” and “ memory cell voltage , ” in 

In some embodiments , an error control module , included the context of flash memory cells , mean the threshold 
in additional module ( s ) 125 , includes an encoder and a voltage of the memory cell , which is the minimum voltage 
decoder . In some embodiments , the encoder encodes data by that needs to be applied to the gate of the memory cell ' s 
applying an error control code ( ECC ) to produce a code - transistor in order for the transistor to conduct current . 
word , which is subsequently stored in storage medium 132 . 55 Similarly , reading threshold voltages ( sometimes also called 
When encoded data ( e . g . , one or more codewords ) is read reading signals and reading voltages ) applied to flash 
from storage medium 132 , the decoder applies a decoding memory cells are gate voltages applied to the gates of the 
process to the encoded data to recover the data , and to flash memory cells to determine whether the memory cells 
correct errors in the recovered data within the error correct conduct current at that gate voltage . In some embodiments , 
ing capability of the error control code . Those skilled in the 60 when a flash memory cell ' s transistor conducts current at a 
art will appreciate that various error control codes have given reading threshold voltage , indicating that the cell 
different error detection and correction capacities , and that voltage is less than the reading threshold voltage , the raw 
particular codes are selected for various applications for data value for that read operation is a “ 1 ” and otherwise the 
reasons beyond the scope of this disclosure . As such , an raw data value is a " 0 . " . 
exhaustive review of the various types of error control codes 65 FIG . 2 is a block diagram illustrating a management 
is not provided herein . Moreover , those skilled in the art will module 121 - 1 , in accordance with some embodiments , as 
appreciate that each type or family of error control codes shown in FIG . 1 . Management module 121 - 1 typically 
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includes one or more processing units ( sometimes called separate software programs , procedures or modules , and 
CPUs or processors ) 122 - 1 for executing modules , programs thus various subsets of these modules may be combined or 
and / or instructions stored in memory 206 and thereby per - otherwise re - arranged in various embodiments . In some 
forming processing operations , memory 206 ( sometimes embodiments , memory 206 may store a subset of the mod 
called controller memory ) , and one or more communication 5 ules and data structures identified above . Furthermore , 
buses 208 for interconnecting these components . The one or memory 206 may store additional modules and data struc 
more communication buses 208 optionally include circuitry tures not described above . In some embodiments , the pro 
( sometimes called a chipset ) that interconnects and controls grams , modules , and data structures stored in memory 206 , communications between system components . Management or the non - transitory computer readable storage medium of module 121 - 1 is coupled to host interface 129 , additional 10 memory 206 , provide instructions for implementing some of module ( s ) 125 , and storage medium I / O 128 by the one or the methods described below . In some embodiments , some more communication buses 208 . or all of these modules may be implemented with special Memory 206 includes high - speed random access memory , 
such as DRAM , SRAM , DDR RAM , or other random access ized hardware circuits that subsume part or all of the module 

solid state memory devices , and may include non - volatile 15 tun le 15 functionality . 
memory , such as one or more magnetic disk storage devices , Although FIG . 2 shows management module 121 - 1 in 
optical disk storage devices , flash memory devices , or other accordance with some embodiments , FIG . 2 is intended 
non - volatile solid state storage devices . Memory 206 option more as a functional description of the various features 
ally includes one or more storage devices remotely located which may be present in management module 121 - 1 than as 
from the CPU ( s ) 122 - 1 . Memory 206 , or alternatively the 20 a structural schematic of the embodiments described herein . 
non - volatile memory device ( s ) within memory 206 , com - In practice , and as recognized by those of ordinary skill in 
prises a non - transitory computer readable storage medium . the art , the programs , modules , and data structures shown 

In some embodiments , memory 206 , or the non - transitory separately could be combined and some programs , modules , 
computer - readable storage medium of memory 206 stores and data structures could be separated . 
the following programs , modules , and data structures , or a 25 FIG . 3 is a block diagram of a logical block address 
subset or superset thereof : ( LBA ) space 320 ( sometimes called logical address ( LA ) 

translation table 212 that is used for mapping logical space ) , in accordance with some embodiments . In some 
addresses to physical addresses ( e . g . , in some embodi embodiments , a logical address is the address at which an 
ments , translation table 212 includes mapping table item ( e . g . , a file or other data ) resides from the perspective 
402 , FIG . 4 ) ; 30 of a host ( e . g . , computer system 110 , FIG . 1 ) . In some 

data read module 214 that is used for reading data from embodiments , a logical address ( e . g . , in LBA space 320 ) 
one or more codewords , pages , or blocks in a storage differs from a physical address ( e . g . , in physical space 318 ) 
medium ( e . g . , storage medium 132 , FIG . 1 ) ; due to the operation of a mapping function or address 

data write module 216 that is used for receiving write translator ( e . g . , a function or module that includes transla 
commands , writing data corresponding to the write 35 tion table 212 , FIG . 2 , or mapping table 402 , FIG . 4 ) . In 
commands to one or more codewords , pages , or blocks some embodiments , logical addresses are implemented as 
in a storage medium ( e . g . , storage medium 132 , FIG . logical block addresses ( LBAS ) , which are mapped to physi 
1 ) , and for determining whether processing a write cal flash addresses ( e . g . , physical page numbers ( PPNs ) . 
command would reduce a quantity of unmapped stor Physical addresses typically include portions , such as bank , 
age units in a storage device to a quantity below one or 40 block and page , corresponding to multiple levels of a 
more thresholds ; memory hierarchy . 

data erase module 218 that is used for erasing data from In some embodiments , a logical block address ( LBA ) is 
one or more blocks in a storage medium ( e . g . , storage mapped to a physical flash address ( e . g . , a physical page 
medium 132 , FIG . 1 ) ; number ( PPN ) , including a bank , block , and page ) , as 

over - provisioning measurement module 220 that is used 45 described further with respect to FIG . 4 . 
for measuring a level of over - provisioning in a storage In some embodiments , a logical address space includes 
device ( e . g . , storage device 120 , FIG . 1 ) ; allocated logical address space ( e . g . , allocated LBA space 

mode of operation module 224 that is used for configuring 342 ) and unallocated logical address space ( e . g . , unallocated 
a storage device ( e . g . , storage device 120 , FIG . 1 ) to LBA space 340 ) . In some embodiments , unallocated logical 
operate in a particular mode of operation ( modes of 50 address space is logical address space at which no data is 
operation are discussed in more detail below in refer - stored . In some embodiments , unallocated logical address 
ence to FIGS . 5 - 10C ) ; space includes logical address space that has never been 

host messaging module 226 that is used for sending status written to and / or has been discarded ( previously written data 
messages to a host system ( e . g . , computer system 110 , may be discarded through a trim or unmap operation , and is 
FIG . 1 ) ; 55 sometimes called trimmed or unmapped logical address 

mapping module 228 that is used for performing one or space ) . For example , in FIG . 3 , unallocated LBA space 340 
more operations related to a mapping table ( e . g . , trans includes trimmed LBA space 330 . In some embodiments , 
lation table 212 ) ; and allocated logical address space is logical address space that 

unmap module 230 that is used for determining a quantity was previously - written by a host , the previously written data 
of storage units in a storage device that are unmapped 60 including data that is no longer used by a host ( e . g . , not live 
and is also used for performing one or more operations data 332 ) and data that is still in use by the host ( e . g . , live 
of an unmap process . data 334 ) . In some embodiments , not live data is data in a 

Each of the above - identified elements may be stored in portion of the logical address space that is marked as free , 
one or more of the aforementioned memory devices , and available or unused in the metadata of a file system . Option 
corresponds to a set of instructions for performing a function 65 ally , a file system may choose to convert not live address 
described above . The above - identified modules or programs space into unallocated address space through a trim or 
( . e . , sets of instructions ) need not be implemented as unmap operation . 
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In FIG . 3 , allocated LBA space 342 represents an amount number ( PPN ) , including a bank number , a block number , 

of allocated space , and unallocated LBA space 340 repre and a page number . In the example shown in FIG . 4 , LBA 
sents an amount of unallocated space . However , neither O is mapped to bank 1 ( e . g . , Bank 420 - 1 ) , block 3 ( e . g . , 
allocated LBA space 342 nor unallocated LBA space 340 is Block 421 - 3 ) , page 37 ( pages not shown in Block 421 - 3 ) of 
necessarily a single contiguous region of LBA space 320 . 5 physical address space 410 . FIG . 4 shows that physical 
Similarly , live data 334 and not live data 332 in FIG . 3 address space 410 includes a plurality of non - volatile 
represent amounts ( e . g . , counts of LBAs ) of live data and not memory blocks 421 , 422 423 , 424 . As described above , and 
live data , respectively . However , neither live data 334 nor a s shown in the representation of block 424 - p , each non 
not live data 332 is necessarily a single contiguous region of volatile memory block in the physical address space of a 
LBA space 320 or allocated LBA space 342 , nor do the 10 storage device typically includes a plurality of pages 426 , 
positions of live data 334 and not live data 332 illustrated in where each page is typically an instance of the smallest 
FIG . 3 have any correlation to the logical or physical address individually accessible ( e . g . , readable or writable ) portion of 
values of the live data and not live data . Typically , live data a block . Although FIG . 4 illustrates one example of a logical 
334 and / or not live data 332 will be present in multiple address to physical address mapping , in other embodiments , 
regions of LBA space 320 , and are thus non - contiguous . 15 different mappings may be used . For example , in some 
Optionally , however , a remapping or coalescing process , embodiments , each of the logical address entries corre 
which can also be called defragmentation , can be performed sponds to multiple ( e . g . , eight ) logical addresses ( e . g . , 8 
to consolidate some or all live data 334 into a contiguous LBAs per logical address entry ) . In some embodiments , 
region of LBA space 320 . mapping table 402 need not contain contiguous LBA 

Allocated logical address space ( 342 ) is space that is 20 addresses and may be organized in any manner that facili 
utilized . Typically , reducing the size of the allocated logical tates efficient lookup operations , e . g . , hash table , binary tree , 
address space requires reducing the amount of live data 334 content addressable memory , and others . 
and / or not live data 332 stored by a storage device , or In some embodiments , information stored in mapping 
storage system , thereby converting a portion of the allocated tables ( e . g . , one or more forward and / or reverse mapping 
logical address space into unallocated logical address space . 25 tables ) is used to help a storage device monitor storage unit 
In some embodiments , portions of not live data 332 are allocations . In some embodiments , storage unit allocations 
trimmed , and thereby converted into unallocated logical within a storage device ( e . g . , storage device 120 , FIG . 1 ) are 
address space through the use of trim or unmap operations . monitored by a management module of a storage controller 

In some embodiments , physical storage units that corre ( e . g . , management module 121 - 1 of storage controller 124 , 
spond to the unallocated address space that was converted 30 FIGS . 1 and 2 , respectively ) in order to determine whether 
through unmap operations can be utilized to help extend the the storage device should be operated in a mode of operation 
life of solid - state drives . As over - provisioning levels in a that helps to extend its life . In some embodiments , the 
storage device become low ( e . g . , fall below a first thresh - management module keeps track of ( or is able to take ad - hoc 
old ) , the physical storage units that correspond to the unal - measurements or make ad - hoc estimations of ) mapped stor 
located address space can be used for execution of back - 35 age units , unmapped storage units , over - provisioned storage 
ground memory operations , instead of forcing the storage units , and bad blocks ( also called blocks unusable for 
device into an end - of - life state due to the low over - provi - reliably storing data ) within the storage device . In some 
sioning . These details are discussed in more detail below in embodiments , the management module compares one or 
reference to FIGS . 5 - 10C . more of the storage unit allocations for a particular storage 

FIG . 4 is a block diagram of a mapping table 402 and 40 device ( typically over - provisioned storage units and / or 
physical address space 410 , in accordance with some unmapped storage units ) to one or more thresholds in order 
embodiments . In some embodiments , mapping table 402 to determine whether the particular storage device should be 
contains multiple entries , wherein an entry of mapping table operated in the mode of operation that helps to extend its 
402 is used to translate a logical address ( e . g . , a logical block useful life ( i . e . , extend the amount of time that the storage 
address ( LBA ) in a logical address space of a host ( e . g . , 45 device is able to accept and process write commands while 
computer system 110 , FIG . 1 ) to a physical address in a continuing to reliably store existing data ) . With reference to 
physical address space ( e . g . , physical address space 410 ) of FIG . 5 in conjunction with FIGS . 6A - 6E , a prophetic graph 
non - volatile memory in a storage device ( e . g . , storage device and block diagrams , respectively , are used to illustrate 
120 , FIG . 1 ) . In some embodiments , an LBA is the address storage unit allocations in a storage device and the use of 
of the smallest unit of stored data that is addressable by a 50 thresholds to determine when to switch the storage device ' s 
host ( e . g . , 512 B or 4096 B ) . In some embodiments , LBAS mode of operation in order to help extend its useful life . 
are a sequence of integers organized in numerical order in In particular , FIG . 5 is a simplified , prophetic diagram 
the logical address space . In some embodiments , LBAs are showing allocation of storage units ( i . e . , estimated numbers 
integers chosen from a logical address space but need not be of mapped storage units , unmapped storage units , bad stor 
contiguous . For example , in implementations that utilize a 55 age units , and over - provisioned storage units ) in a storage 
sparse logical address space , the amount of addressable device over time , in accordance with some embodiments . 
space is governed by a limit on the number of logical FIGS . 6A - 6E are block diagrams showing allocation of 
addresses that can be allocated , but those logical addresses storage units in a storage device at various times that 
are distributed over a larger address space than the maxi - correspond to the times shown in the prophetic diagram of 
mum number of logical addresses that can be allocated ( e . g . , 60 FIG . 5 , in accordance with some embodiments . The alloca 
to a host or a set of hosts or clients ) . tion of storage units shown in FIG . 5 and FIGS . 6A - 6E 

In some embodiments , mapping table 402 is stored in progresses from an earlier time , ta , to a later time , tg , with 
memory associated with the storage device ( e . g . , in memory times , to , to , t , , occurring therebetween . 
206 , as part of translation table 212 , FIG . 2 ) . In some As shown in FIG . 5 and FIGS . 6A - 6B , between t , and tp , 
embodiments , mapping table 402 is used to implement 65 a number of mapped storage units remains relatively stable 
translation table 212 in management module 121 - 1 ( FIG . 2 ) . ( e . g . , mapped storage units 604A , FIG . 6A , approximately 
In some embodiments , a physical address is a physical page equal mapped storage units 604B , FIG . 6B ) , a number of 
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unmapped storage units also remains relatively stable ( e . g . , ground memory operations and , thereby , keep the storage 
unmapped storage units 606A , FIG . 6A , approximately device functioning and able to accept and process write 
equal unmapped storage units 606B , FIG . 6B ) , a number of commands ) . Therefore , in accordance with a determination 
bad blocks ( i . e . , blocks unusable for reliably storing data ) that the number of unmapped storage units satisfies the 
increases slightly ( e . g . , bad blocks 610B , FIG . 6B , are 5 second threshold ( i . e . , sufficient unmapped storage units are 
slightly greater than bad blocks 610B , FIG . 6B ) , and a now available to offset the low level of over - provisioning ) , 
number of over - provisioned storage units decreases below a the storage device ' s mode of operation is changed back to 
first threshold number of storage units ( e . g . , due to an the second mode of operation . 
increased number of bad blocks taking up over - provisioned in some embodiments , the host system continues to 
space in the storage device , over - provisioning 608B , FIG . 10 unmap additional storage units ( e . g . , unmapped storage units 
6B , is slightly less than over - provisioning 608A , FIG . 6A ) . 606E , FIG . 6E , are greater than unmapped storage units 
In some embodiments , in accordance with a determination 606D , FIG . 6D and mapped storage units continue to reduce 
that the number of over - provisioned storage units ( i . e . , a from 604D to 604E , FIGS . 6D and 6E , respectively ) , in 
level of over - provisioning in the storage device ) does not order to compensate for a further reduction in the level of 
satisfy ( e . g . , is less than the first threshold , the storage 15 over - provisioning ( e . g . , over - provisioning 608E , FIG . 6E , is 
device ' s mode of operation is changed from a first ( or less than over - provisioning 608D , FIG . 6D , due in part to 
default ) mode of operation to a second mode of operation additional increases in the number of bad blocks from bad 
that protects the storage device while it has a low level of blocks 610D , FIG . 6D , to bad blocks 610E , FIG . 6E ) . In 
over - provisioning . While in the second mode of operation , some circumstances , the storage device may then return to 
the storage device continues to accept and process host write 20 the first mode of operation ( e . g . , at te ) in accordance with a 
commands , but also closely monitors the number of determination that a combined number of storage units , 
unmapped storage units that are part of a declared storage comprising unmapped storage units that are in the declared 
capacity of the storage device , in order to ensure that the storage capacity of the storage device in addition to over 
storage device is able to continue executing necessary provisioned storage units ( e . g . , combined number = over 
background memory operations , such as garbage collection , 25 provisioning 606E + unmapped storage units 606E ) exceed 
so that the storage device can continue to perform reliably . the first threshold . Stated another way , the unmapped storage 
As shown in FIG . 5 and FIGS . 6B - 6C , between tp and tc , units that are part of the declared storage capacity of the 

the number of mapped storage units continues to remain storage device are utilized as a substitute form of over 
relatively stable ( e . g . , mapped storage units 604B , FIG . 6B , provisioning to compensate for a low level of over - provi 
approximately equal mapped storage units 604C , FIG . 6C ) , 30 sioning in the storage device , in order to ensure that the 
the number of unmapped storage units drops below a second storage device has access to an acceptable number of usable 
threshold number of storage units ( e . g . , unmapped storage storage units ( e . g . , unmapped storage units 606E in addition 
units 606C , FIG . 6C falls below the second threshold ) , the to over - provisioning 606E ) to continue executing necessary 
number of over - provisioned storage units remains relatively background memory operations . 
stable below the first threshold ( e . g . , over - provisioning 35 In some conventional non - volatile storage devices , the 
608C , FIG . 6C , approximately equals over - provisioning second and / or third modes of operation are not available 
608B , FIG . 6B ) , and the number of bad blocks continues to ( i . e . , modes in which a number of unmapped storage units in 
increase ( e . g . , the decreased number of unmapped storage a declared storage capacity of the storage device are moni 
units is due to an increase in the number of bad blocks in the tored and later utilized to provide acceptable levels of 
storage device ; as shown in FIGS . 6B and 6C , the number 40 over - provisioning for the storage device ) and , therefore such 
of bad blocks 610C at time tris greater than the number of storage devices are determined to have reached the end of 
bad blocks 610B at time to ) . In some embodiments , in their useful lives when over - provisioning falls below the 
accordance with a determination that the number of first threshold ( i . e . , at or near at tp , FIG . 5 ) . Therefore , 
unmapped storage units does not satisfy ( e . g . , is less than storage devices that are consistent with the embodiments 
the second threshold , the storage device ' s mode of operation 45 disclosed herein remain in full service for a longer period of 
is changed from the second mode of operation to a third time when compared to these conventional embodiments . 
mode of operation in which the storage device forgoes Additional details regarding monitoring storage unit allo 
accepting and processing host write commands . cations and changing modes of operation to extend life of a 

In some embodiments , the storage device can return to a storage device are provided below in reference to FIGS . 
mode of operation in which the storage device is able to 50 7 - 10C . 
accept and process write commands from a host system . In FIG . 7 illustrates a flowchart representation of a method 
some embodiments , the host system unmaps additional of efficiently managing unmapped storage units in a storage 
storage units at some point after tr and , therefore , at t , the device that has low levels of over - provisioning , in accor 
number of unmapped storage units has increased above the dance with some embodiments . With reference to the data 
second threshold ( e . g . , unmapped storage units 606D , FIG . 55 storage system 100 pictured in FIG . 1 , in some embodi 
6D , are greater than unmapped storage units 606C , FIG . ments , a method 700 is performed by a storage device ( e . g . , 
6C ) , while the number of mapped storage units decreases storage device 120 ) or one or more components of the 
( e . g . , mapped storage units 604D , FIG . 6D , are less than storage device ( e . g . , storage controller 124 ) . In some 
mapped storage units 604C , FIG . 6C ) . In some embodi - embodiments , the method 700 is governed by instructions 
ments , the increased number of unmapped storage units can 60 that are stored in a non - transitory computer - readable storage 
be used for execution of background memory operations that medium and that are executed by one or more processors of 
require more space than is available in the reduced over a device , such as the one or more processing units ( CPUs ) 
provisioning ( i . e . , even though over - provisioning 608C , 122 - 1 of management module 121 - 1 ( FIG . 2 ) . In some 
FIG . 6C , and over - provisioning 608D , FIG . 6D , are at embodiments , some of the operations of method 700 are 
equally low levels , below the first threshold , the additional 65 performed at a host system ( e . g . , computer system 110 ) that 
unmapped storage units are used as a substitute for over - is operatively coupled with the storage device and other 
provisioning , to provide space in which to perform back operations of method 700 are performed at the storage 
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device . In some embodiments , method 700 is governed , at system . Stated another way , while the storage device is 
least in part , by instructions that are stored in a non operating in the second mode of operation and in response 
transitory computer - readable storage medium and that are to receiving a host write command , the storage device 
executed by one or more processors of the host system ( the checks to ensure that sufficient space ( including over - pro 
one or more processors of the host system are not shown in 5 visioned storage units and unmapped storage units within 
FIG . 1 ) . For ease of explanation , the following describes the declared storage capacity of the storage device ) will be 
method 700 as performed by the storage device ( e . g . , by available for background memory operations after process 
storage controller 124 of storage device 120 , FIG . 1 ) . With ing the write command . The storage device then continues to 
reference to FIG . 2 , in some embodiments , the operations of receive ( 714 ) additional write commands from the host 
method 700 are performed , at least in part , by a data write 10 system and continues , for each additional write command , to 
module ( e . g . , data write module 216 , FIG . 2 ) , an over - conduct the second determination ( 716 ) in order to ensure 
provisioning measurement module ( e . g . , over - provisioning that sufficient space will remain available for background 
measurement module 222 , FIG . 2 ) , a mode of operation memory operations after processing each additional write 
module ( e . g . , mode of operation module 224 , FIG . 2 ) , a host command . 
messaging module ( e . g . , host messaging module 226 ) , a 15 In accordance with the second determination instead 
mapping module ( e . g . , mapping module 228 ) , and / or an indicating ( or indicating at a later point in time ) that pro 
unmap module ( e . g . , unmap module 230 ) of management cessing the write command would reduce the portion of the 
module 121 - 1 . declared storage capacity that is unmapped to less than the 

The method 700 begins , in some embodiments , while the second threshold ( 716Yes ) , the storage device forgoes 
storage device ( e . g . , storage device 120 , FIG . 1 , or a 20 ( 720 ) acceptance and processing of the write command from 
component thereof such as mode of operation module 224 , the host system ( e . g . , the storage device operates in a third 
FIG . 2 ) operates ( 702 ) in a first mode of operation ( e . g . , a mode of operation in which the storage device forgoes 
default or normal mode of operation for the storage device ) . acceptance and processing of write commands from the host 
The storage device measures ( 704 ) a level of over - provi - system ) . In some embodiments , the storage device also 
sioning in the storage device and conducts a first determi - 25 sends status messages to the host system ( e . g . , after switch 
nation ( 706 ) to check whether the measured level of over - ing to the second and / or third modes of operation ) , request 
provisioning is less than a first threshold . ing that the host system unmap additional storage units 

In accordance with the first determination indicating that ( discussed in more detail below in reference to FIGS . 8A - 8C 
the measured level of over - provisioning satisfies ( i . e . , is and 10A - 10C ) . In this way , the storage device remains in full 
greater than or equal to ) the first threshold ( 706 — No ) , the 30 service for a longer period of time and also works with the 
storage device continues to operate ( 708 ) in the first mode of host system to identify additional space that can be used to 
operation . While operating in the first mode of operation , the allow the storage device to continue accepting write com 
storage device continues to measure ( 704 ) the level of mands for a longer period of time . 
over - provisioning and continues to conduct the first deter - Additional details concerning each of the processing steps 
mination ( 706 ) to ensure that the level of over - provisioning 35 for method 700 , as well as details concerning additional 
is above the first threshold . In some embodiments , the processing steps , are presented below with reference to 
storage device conducts the first determination in response FIGS . 8A - 8C . 
to receiving a write command from a host system ( e . g . , FIGS . 8A - 8C illustrate a flowchart representation of a 
computer system 110 , FIG . 1 ) . method of efficiently managing unmapped storage units in a 

In accordance with the first determination instead indi - 40 storage device that has low levels of over - provisioning , in 
cating ( or indicating at a later point in time ) that the accordance with some embodiments . With reference to the 
measured level of over - provisioning does not satisfy ( e . g . , is data storage system 100 pictured in FIG . 1 , in some embodi 
less than ) the first threshold ( 706 — No ) , the storage device ments , a method 800 is performed by a storage device ( e . g . , 
is operated in a second mode of operation ( 710 ) in which storage device 120 ) or one or more components of the 
over - provisioning levels and unmapped storage units in a 45 storage device ( e . g . , storage controller 124 ) . In some 
declared capacity of the storage device are monitored in embodiments , the method 800 is governed by instructions 
order to ensure that the storage device has sufficient space in that are stored in a non - transitory computer - readable storage 
which to execute background memory operations . In this medium and that are executed by one or more processors of 
way , the storage device is able to continue accepting and a device , such as the one or more processing units ( CPUs ) 
processing host write commands for a longer period of time 50 122 - 1 of management module 121 - 1 ( FIG . 2 ) . In some 
( thereby extending useful life of the storage device as embodiments , some of the operations of method 800 are 
compared to storage devices that operate in only the first performed at a host system ( e . g . , computer system 110 ) that 
mode of operation before transitioning to a third , end - of - life , is operatively coupled with the storage device and other 
mode of operation ) . operations of method 800 are performed at the storage 

While operating in the second mode of operation , the 55 device . In some embodiments , method 800 is governed , at 
storage device determines ( 712 ) a portion of the declared least in part , by instructions that are stored in a non 
storage capacity of the storage device that is unmapped . The transitory computer - readable storage medium and that are 
storage device also receives ( 714 ) a write command from a executed by one or more processors of the host system ( the 
host system and conducts a second determination ( 716 ) in one or more processors of the host system are not shown in 
order to check whether processing the write command 60 FIG . 1 ) . For ease of explanation , the following describes 
would reduce the portion of the declared storage capacity method 800 as performed by the storage device ( e . g . , by 
that is unmapped to less than a second threshold . In accor - storage controller 124 of storage device 120 , FIG . 1 ) . With 
dance with the second determination indicating that pro - reference to FIG . 2 , in some embodiments , the operations of 
cessing the write command would not reduce the portion of method 800 are performed , at least in part , by a data write 
the declared storage capacity that is unmapped to less than 65 module ( e . g . , data write module 216 , FIG . 2 ) , an over 
the second threshold ( 716No ) , the storage device accepts provisioning measurement module ( e . g . , over - provisioning 
and processes ( 718 ) the write command from the host measurement module 222 , FIG . 2 ) , a mode of operation 

fo 
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module ( e . g . , mode of operation module 224 , FIG . 2 ) , a host receives the write command from computer system 110 , 
messaging module ( e . g . , host messaging module 226 ) , a FIGS . 2 and 1 , respectively ) and determines ( 818 ) whether 
mapping module ( e . g . , mapping module 228 ) , and / or an processing the write command would reduce the portion of 
unmap module ( e . g . , unmap module 230 ) of management the declared storage capacity that is unmapped to less than 
module 121 - 1 . 5 a second threshold ( an exemplary second threshold is shown 

The method 800 begins , in some embodiments , when the in FIG . 5 ) . In other words , the decision to process write 
storage device ( e . g . , storage device 120 , FIG . 1 , or a commands while in the second mode of operation is based 
component thereof such as over - provisioning measurement on number of unmapped blocks that would remain after 
module 222 , FIG . 2 ) measures ( 802 ) a level of over processing a respective write command . 
provisioning in the storage device . In some embodiments , 10 In accordance with a determination that processing the 
measuring the level of over - provisioning in the storage write command would not reduce the portion of the declared 
device comprises determining ( 804 ) a first quantity of stor storage capacity of the storage device that is unmapped to 
age units in the storage device , comprising storage units that less than the second threshold , the storage device accepts 
are mapped for storing data ( e . g . , mapped storage units and processes ( 820 ) the write command from the host 
604A , FIG . 6A ) and storage units that are usable for storing 15 system . In some embodiments , the storage device then 
data and unmapped ( e . g . , unmapped storage units 606A + continues to operate in the second mode of operation until 
over - provisioning 608A ) , and subtracting from the first the storage device determines that processing a particular 
quantity a quantity corresponding to the declared storage write command from the host system would reduce the 
capacity of the storage device ( e . g . , declared storage capac - portion of the declared storage capacity of the storage device 
ity 612A ) . Alternatively , or equivalently , measuring the level 20 that is unmapped to less than the second threshold . 
of over - provisioning in the storage device comprises deter - In accordance with a determination that processing the 
mining a first quantity of storage units in the storage device , write command would reduce the portion of the declared 
comprising storage units that are usable for storing data and storage capacity of the storage device that is unmapped to 
unmapped ( e . g . , unmapped storage units 606A + over - provi - less than the second threshold , the storage device forgoes 
sioned storage units 608A ) , and subtracting from the first 25 ( 822 ) acceptance and processing of the write command from 
quantity a quantity of the unmapped storage units allocated the host system . For example and with reference to FIG . 5 , 
to the declared storage capacity of the storage device ( e . g . , the storage device receives the write command around a 
unmapped storage units 606A ) . third time ( e . g . , t ) and determines that processing the write 

The storage device operates ( 806 ) in a mode of operation command would reduce the portion of the declared storage 
that is a first mode of operation while the level of over - 30 capacity that is unmapped to less than the second threshold . 
provisioning in the storage device satisfies a first threshold Optionally , the storage device changes the mode of opera 
( an exemplary first threshold is shown in FIG . 5 ) . For t ion of the storage device to a third mode of operation in 
example and with reference to FIG . 5 , the storage device which the storage device does not accept and process write 
operates in the first mode of operation from a first time ( e . g . , commands from the host system . In some embodiments , the 
t ) until the level of over - provisioning falls below the first 35 third mode of operation is an end - of - life mode of operation , 
threshold at some point between the first time and a second sometimes called a read - only mode of operation because the 
time that after the first time ( e . g . , ts ) . In some embodiments , storage device accepts read commands , but not write com 
the first threshold corresponds to a number of over - provi - mands , while in the third ( or read - only ) mode of operation . 
sioned storage units required to continue processing required However , the term “ read - only mode ” is somewhat of a 
background memory operations that keep the storage device 40 misnomer in this context , in that the storage device also 
functioning with a required level of endurance ( e . g . , as accepts unmap commands in this mode of operation , and in 
defined by one or more quality of service metrics ) . some implementations accepts other commands besides read 

The mode of operation for the storage device is changed commands and unmap commands , but not write commands 
( 808 ) to a second mode of operation ( distinct from the first from the host system . 
mode of operation ) in accordance with a determination that 45 In other embodiments , the determination discussed above 
the level of over - provisioning in the storage device does not in reference to operation 818 ( and in reference to FIG . 7 at 
satisfy the first threshold ( e . g . , a point in time betweent , and 716 ) is performed without reference to a specific write 
te at which the level of over - provisioning falls below the first command and is performed by comparing the number of 
threshold , FIG . 5 ) . In some embodiments , the storage device unmapped blocks in the declared storage capacity of the 
optionally sends ( 810 ) a status message to the host system 50 storage device with the second threshold . In some of these 
( e . g . , using host messaging module 226 , FIG . 2 ) in accor - other embodiments , the determination is performed at pre 
dance with the determination that the level of over - provi defined time intervals ( e . g . , once per hour ) , after receiving a 
sioning in the storage device does not satisfy the first predefined number of write commands , or after writing a 
threshold predefined amount of data . In these other embodiments , the 

The storage device additionally determines ( 812 ) a por - 55 storage device , while operating in the second mode of 
tion of a declared storage capacity of the storage device that operation : ( i ) determines a portion of a declared storage 
is unmapped ( e . g . , unmapped storage units 606B is the capacity of the storage device that is unmapped ( e . g . , 
portion of declared storage capacity 612B that is unmapped , determining a quantity of erase blocks in the storage device 
FIG . 6B ) . In some embodiments , determining the portion of that are usable for storing data and that are unmapped ) , ( ii ) 
the declared storage capacity of the storage device that is 60 in accordance with a determination that the portion of the 
unmapped comprises determining ( 814 ) a quantity of stor - declared storage capacity of the storage device that is 
age units in the declared storage capacity of the storage unmapped satisfies ( e . g . , is greater than or equal to the 
device that are usable for storing data ( i . e . , not bad blocks ) second threshold , accepts and processes write commands 
and unmapped . from a host system , and ( iii ) in accordance with a determi 

Turning now to FIG . 8B , while operating in the second 65 nation that the portion of the declared storage capacity of the 
mode of operation , the storage device receives ( 816 ) a write storage device that is unmapped is less than the second 
command from a host system ( e . g . , data write module 216 threshold , changes the mode of operation of the storage 



US 9 , 946 , 483 B2 
27 28 

device to the third mode of operation in which the storage one or more unmap commands that reference specific logical 
device does not accept and process write commands from address to be unmapped , which the storage device unmaps 
the host system . by updating an address translation table , so that the specified 

In still other embodiments , the determination discussed logical address is no longer mapped to a physical address , 
above in reference to operation 818 ( and in reference to 5 and marking the corresponding physical address ( es ) or 
operation 716 of FIG . 7 ) is based solely on the quantity of physical storage unit ( s ) as having invalid data ( sometimes 
unmapped blocks ( i . e . , storage units ) in the storage device as called stale data ) . Continuing with the example , optionally , 
a whole , without regard to the portion of the declared storage a count of unmapped memory portions ( e . g . , blocks or 
capacity that remains unmapped . In these still other embodi - pages ) is updated in accordance with the number of logical 
ments , the storage device , while operating in the second 10 addresses that have been unmapped in response to the 
mode of operation : ( i ) determines a quantity of storage units received unmap commands . In accordance with a determi 
in the storage device that are unmapped and usable for nation that , as result of processing the received one or more 
storing data ; ( ii ) receives a write command from a host unmap commands , the portion of the declared storage capac 
system ; ( iii ) determines whether processing the write com - ity of the storage device that is unmapped would satisfy the 
mand would reduce the quantity of storage units in the 15 second threshold , the storage device changes ( 830 ) the mode 
storage device that are unmapped and usable for storage data of operation of the storage device to the second mode of 
to a quantity less than a second threshold ; ( iv ) in accordance operation . 
with a determination that processing the write command For example and with reference to FIG . 5 , between the 
would not reduce the quantity of storage units in the storage third time and a fourth time ( e . g . , t ) , the storage device 
device that are unmapped and usable for storing data to a 20 sends the status message to the host system and receives the 
quantity less than a second threshold , accepts and processes one or more unmap commands in response . The storage 
the write command from the host system ; and ( v ) in accor - device then conducts the determination of operation 830 and 
dance with a determination that processing the write com - returns to the second mode of operation in accordance with 
mand would reduce the quantity of storage units in the the determination indicating that , as a result of processing 
storage device that are unmapped and usable for storing data 25 the one or more unmap commands , the portion of the 
to a quantity less than the second threshold , forgoes accep - declared storage capacity of the storage device that is 
tance and processing of the write command from the host unmapped would satisfy the second threshold . 
system . Essentially , in these still other embodiments , all of In some embodiments , or in some circumstances , while 
the unmapped storage units that are usable for storing data operating the storage device in the second mode of opera 
are made available for the performance of background 30 tion , the storage device receives ( 832 ) one or more addi 
memory operations while the storage device is operating in tional unmap commands ( e . g . , from the host system ) . As a 
the second mode of operation ( i . e . , unmapped storage units result , the number of unmapped storage units increases , and 
in the declared storage capacity of the storage device are in some circumstances may even increase to a number that 
used as a form of dynamic over - provisioning to address low would satisfy the first threshold . 
levels of over - provisioning within the storage device ) . FIGS . 35 By requesting that the host system unmap storage units 
9 and 10A - 10C provide additional details regarding some that are in the declared storage capacity of the storage device 
aspects of these still other embodiments . and then making those unmapped storage units available for 

Returning to the description of FIG . 8B , in some embodi - processing background memory operations , the storage 
ments , the storage device sends ( 824 ) a status message to the device is able to return to a mode of operation in which it is 
host system in accordance with the determination ( 822 ) that 40 able to accept and process write commands ( essentially 
processing the write command would reduce portion of the returning from an end - of - life state back to an operational 
declared storage capacity of the storage device that is state ) . In some embodiments , the storage device does not 
unmapped to less than the second threshold . Effectively , the return to the first mode of operation , regardless of how many 
status message tells the host system not to send any write storage units are unmapped as a result , and instead continues 
commands , possibly other than overwrite commands , until 45 operating in the second mode of operation as long as a 
the host has unmapped enough space to enable the storage combined number of storage units , comprising unmapped 
device to return to the second mode of operation . In some storage units that are in the declared storage capacity of the 
embodiments , the status message is also sent in response to storage device in addition to over - provisioned storage units 
receiving any write command from the host system while ( e . g . , over - provisioning 608E + unmapped storage units 
the storage device is operating in the third mode of opera - 50 606E , FIG . 6E ) , remains above the second threshold . Some 
tion . other embodiments , which respond differently to such cir 

In some embodiments , the status message sent to the host cumstances , are described below with reference to FIGS . 9 
system includes a request that the host system unmap a and 10A - 10C . 
portion of the storage device ' s storage capacity ( 826 ) . In It should be understood that the particular order in which 
some embodiments , the status message sent to the host 55 the operations in FIGS . 8A - 8C have been described is 
system may specify a quantity of storage units , for example merely exemplary and is not intended to indicate that the 
LBAs , pages , or blocks that need to be unmapped in order described order is the only order in which the operations 
for the storage device to able to accept write commands from could be performed . One of ordinary skill in the art would 
the host system . In this way , the host system is given a recognize various ways to reorder the operations and / or 
chance to free up additional space that can be used to 60 combine the operations with operations of other methods 
perform background memory operations ( as discussed ( e . g . , methods 700 , 900 , and 1000 ) described herein . 
above in reference to FIG . 5 ) . As discussed above in reference to FIG . 1 , instead of 

Turning now to FIG . 8C , while operating the storage relying on a measured over - provisioning level , some 
device in the third mode of operation , the storage device embodiments determine only a quantity of unmapped stor 
receives ( 828 ) one or more unmap commands from the host 65 age units in the storage device ( e . g . , unmapped storage units 
system . For example , in response to the sending of the status that are in a declared storage capacity of the storage device 
message to the host system , the storage device receives the in addition to over - provisioned storage units ) . As compared 
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to methods 700 and 800 , in some embodiments , methods to whether processing the write command would reduce the 
900 and 1000 ( described below ) do not require use of an quantity of storage units that are unmapped to a quantity that 
over - provisioning measurement module ( e . g . , over - provi - is less than a second threshold . In some embodiments , the 
sioning measurement module 222 , FIG . 2 ) . Instead , methods second determination is conducted in response to receiving 
900 and 1000 rely on a determined quantity of unmapped 5 the write command from the host system . 
storage units ( e . g . , as determined by unmap module 230 , In accordance with the second determination indicating 
FIG . 2 ) to decide when to operate the storage device in one that processing the write command would not reduce the 
or more modes of operation that are designed to extend life quantity of storage units that are unmapped to a quantity that 
of the storage device ( e . g . , a second and a third mode of is less than the second threshold ( 914 - No ) , the storage 
operation instead of a first or default mode of operation ) . 10 device accepts and processes ( 916 ) the write command from 

FIG . 9 illustrates a flowchart representation of a method the host system . In some embodiments , the storage device 
of efficiently managing unmapped storage units to extend then continues to receive additional write commands ( 912 ) 
life of a solid - state drive , in accordance with some embodi - and conducts the second determination ( 914 ) in response to 
ments . With reference to the data storage system 100 pic - receiving each additional write command . 
tured in FIG . 1 , in some embodiments , a method 900 is 15 In accordance with the second determination instead 
performed by a storage device ( e . g . , storage device 120 ) or indicating that processing the write command would reduce 
one or more components of the storage device ( e . g . , storage the quantity of storage units that are unmapped to a quantity 
controller 124 ) . In some embodiments , the method 900 is that is less than the second threshold ( 914 — Yes ) , the storage 
governed by instructions that are stored in a non - transitory device forgoes acceptance and processing ( 918 ) of the write 
computer - readable storage medium and that are executed by 20 command from the host system . 
one or more processors of a device , such as the one or more Additional details concerning each of the processing steps 
processing units ( CPUs ) 122 - 1 of management module for method 900 , as well as details concerning additional 
121 - 1 ( FIG . 2 ) . In some embodiments , some of the opera - processing steps , are presented below with reference to 
tions of method 900 are performed at a host system ( e . g . , FIGS . 10A - 10C . 
computer system 110 ) that is operatively coupled with the 25 FIGS . 10A - 10C illustrate a flowchart representation of a 
storage device and other operations of method 900 are method of efficiently managing unmapped storage units to 
performed at the storage device . In some embodiments , extend life of a solid - state drive , in accordance with some 
method 900 is governed , at least in part , by instructions that embodiments . With reference to the data storage system 100 
are stored in a non - transitory computer - readable storage pictured in FIG . 1 , in some embodiments , a method 1000 is 
medium and that are executed by one or more processors of 30 performed by a storage device ( e . g . , storage device 120 ) or 
the host system ( the one or more processors of the host one or more components of the storage device ( e . g . , storage 
system are not shown in FIG . 1 ) . For ease of explanation , the controller 124 ) . In some embodiments , the method 1000 is 
following describes method 900 as performed by the storage governed by instructions that are stored in a non - transitory 
device ( e . g . , by storage controller 124 of storage device 120 , computer - readable storage medium and that are executed by 
FIG . 1 ) . With reference to FIG . 2 , in some embodiments , the 35 one or more processors of a device , such as the one or more 
operations of method 900 are performed , at least in part , by processing units ( CPUs ) 122 - 1 of management module 
a data write module ( e . g . , data write module 216 , FIG . 2 ) , a 121 - 1 ( FIG . 2 ) . In some embodiments , some of the opera 
mode of operation module ( e . g . , mode of operation module tions of method 1000 are performed at a host system ( e . g . , 
224 , FIG . 2 ) , a host messaging module ( e . g . , host messaging computer system 110 ) that is operatively coupled with the 
module 226 ) , a mapping module ( e . g . , mapping module 40 storage device and other operations of method 1000 are 
228 ) , and / or an unmap module ( e . g . , unmap module 230 ) of performed at the storage device . In some embodiments , 
management module 121 - 1 . method 1000 is governed , at least in part , by instructions that 

The method 900 begins , in some embodiments , when the are stored in a non - transitory computer - readable storage 
storage device ( e . g . , storage device 120 , FIG . 1 , or a medium and that are executed by one or more processors of 
component thereof such as mode of operation module 222 , 45 the host system ( the one or more processors of the host 
FIG . 2 ) operates ( 902 ) the storage device in a first mode of system are not shown in FIG . 1 ) . For ease of explanation , the 
operation ( e . g . , a default or normal mode of operation for the following describes method 1000 as performed by the 
storage device ) . The storage device determines ( 904 ) a storage device ( e . g . , by storage controller 124 of storage 
quantity of storage units in the storage device that are device 120 , FIG . 1 ) . With reference to FIG . 2 , in some 
unmapped and conducts a first determination as to whether 50 embodiments , the operations of method 1000 are performed , 
the quantity of storage units that are unmapped satisfies at least in part , by a data write module ( e . g . , data write 
( e . g . , is greater than or equal to ) a first threshold . module 216 , FIG . 2 ) , a mode of operation module ( e . g . , 

In accordance with the first determination indicating that mode of operation module 224 , FIG . 2 ) , a host messaging 
the quantity of storage units in the storage device that are module ( e . g . , host messaging module 226 ) , a mapping 
unmapped satisfies the first threshold ( 906 — Yes ) , the stor - 55 module ( e . g . , mapping module 228 ) , and / or an unmap 
age device continues operating ( 908 ) in the first mode of module ( e . g . , unmap module 230 ) of management module 
operation and returns to operation 904 . In some embodi - 121 - 1 . 
ments , the storage device returns to operation 904 in The method 1000 begins , in some embodiments , when the 
response to receiving a new write command from a host storage device ( e . g . , storage device 120 , FIG . 1 , or a 

In accordance with the first determination instead indi - 60 component thereof such as unmap module 230 , FIG . 2 ) 
cating ( or indicating at a later point in time ) that the quantity determines ( 1002 ) a quantity of storage units in a storage 
of storage units in the storage device that are unmapped does device that are unmapped . In some embodiments , determin 
not satisfy ( e . g . , is less than ) the first threshold ( 906 — No ) , ing the quantity of storage units in the storage device that are 
the storage device is operated in the second mode of unmapped includes determining ( 1004 ) a quantity of storage 
operation ( 910 ) . The storage device then receives ( 912 ) a 65 units in the storage device that are usable for storing data and 
write command from a host system ( e . g . , computer system unmapped . In some embodiments , this determination is 
110 , FIG . 1 ) and conducts a second determination ( 914 ) as made without respect to the level of over - provisioning in the 
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storage device . That said , the quantity of storage units in the tity of storage , for example LBAs , pages , or blocks that need 
storage device that are usable for storing data and unmapped to be unmapped in order for the storage device to return to 
typically includes over - provisioned storage units ( e . g . , over - a mode of operation in which the storage device is able to 
provisioning 608A , FIG . 6A ) and unmapped storage units accept and process write commands from the host system . 
that are in the declared storage capacity of the storage device 5 Turning now to FIG . 10C , while the storage device is 
( e . g . , unmapped storage units 606A that are part of declared operating in the third mode of operation , the storage device 
storage capacity 612A , FIG . 6A ) . receives ( 1024 ) one or more unmap commands from the host The storage device is operated ( 1006 ) in a mode of system . For example , in response to the sending of the status operation that is a first mode of operation ( e . g . , a default or message to the host system , the storage device receives the normal mode of operation ) while the quantity of storage 10 nd one or more unmap commands that reference specific logical units in the storage device that are unmapped satisfies a first 
threshold . It is noted that the first threshold in method 1000 addresses to be unmapped , which the storage device unmaps 
is not necessarily the same as the first threshold in method by updating an address translation table , so that the specified 
800 , as these are distinct methods . However , in some imple logical addresses are no longer mapped to physical 
mentations , the first threshold of method 1000 is the same or 15 addresses , and marking the corresponding physical 
similar to the first threshold of method 800 . addresses or physical storage units as having invalid data 

In accordance with a determination that the quantity of ( sometimes called stale data ) . Continuing with the example , 
storage units in the storage device that are unmapped does optionally , a count of unmapped memory portions ( e . g . , 
not satisfy the first threshold , the storage device ' s mode of blocks or pages ) is updated in accordance with the number 
operation is changed ( 1008 ) to a second mode of operation . 20 of logical addresses that have been unmapped in response to 
In some embodiments , in accordance with the determination the received unmap commands . In accordance with a deter 
that the quantity of storage units in the storage device that mination that , as result of processing the received one or 
are unmapped does not satisfy the first threshold , the storage more unmap commands , the quantity of storage units in the 
device also sends ( 1010 ) a status message to a host system storage device that are unmapped would satisfy the second 
( e . g . , computer system 110 , FIG . 1 ) . Effectively , this status 25 threshold , the storage device ' s mode of operation is changed 
message tells the host system that the storage device is ( 1026 ) back to the second mode of operation . 
nearing its effective limit for storing data , which may prompt In some embodiments , while operating the storage device 
the host to unmap additional storage units and / or move data in the second mode of operation , the storage device receives 
from the storage device to another storage device . ( 1028 ) one or more additional unmap commands ( e . g . , from Turning now to FIG . 10B , while operating in the second 30 th the host system ) . In accordance with a determination that , as mode of operations , the storage device receives ( 1012 ) a result of processing the received one or more additional write command from the host system and determines ( 1014 ) unmap commands , the quantity of storage units in the whether processing the write command would reduce the storage device that are unmapped would satisfy the first quantity of storage units in the storage device that are 
unmapped to a quantity less than a second threshold . In 35 m In 36 threshold , the storage device ' s mode of operation is changed 
accordance with a determination that processing the write ( 1030 ) to the first mode of operation . 
command would not reduce the quantity of storage units in It should be understood that the particular order in which 
the storage device that are unmapped to a quantity less than the operations in FIGS . 10A - 10C have been described is 
the second threshold , the storage device accepts and pro merely exemplary and is not intended to indicate that the 
cesses ( 1016 ) the write command from the host system . It is 40 described order is the only order in which the operations 
noted that the second threshold in method 1000 is not could be performed . One of ordinary skill in the art would 
necessarily the same as the second threshold in method 800 , recognize various ways to reorder the operations and / or 
as these are distinct methods . However , in some implemen - combine the operations with operations of other methods 
tations , the second threshold of method 1000 is the same or ( e . g . , methods 700 , 800 , and 900 ) described herein . For 
similar to the second threshold of method 800 . However , in 45 example , in some embodiments , an alternative method is 
method 800 , the second threshold may be a function of the provided that starts with operations 802 - 810 ( FIG . 8A ) and 
level of over - provisioning in the storage device , while in then proceeds with operations 1012 - 1030 ( FIGS . 10B - 10C ) . 
method 1000 , the second threshold is independent of the In this way , the alternative method monitors a level of 
level of over - provisioning in the storage device . over - provisioning only until the level of over - provisioning is 

In accordance with a determination that processing the 50 found to be below a first threshold ( indicating that the level 
write command would reduce the quantity of storage units in of over - provisioning is no longer sufficient to manage all 
the storage device that are unmapped to a quantity less than background memory operations for the storage device ) . The 
the second threshold , the storage device forgoes acceptance alternative method then no longer keeps track of the level of 
and processing ( 1018 ) of the write command from the host over - provisioning as a separate measurement and , instead , 
system . Furthermore , in some embodiments , the storage 55 only keeps track of / determines a quantity of unmapped 
device ' s mode of operation is changed to a third mode of storage units that are usable for storing data , in order to 
operation in which the storage device does not accept and inform determinations as to whether the storage device ' s 
process write commands from the host system . Optionally , mode of operation should be changed . 
the storage device also sends ( 1020 ) a status message to the It will be understood that , although the terms " first , ” 
host system in accordance with the determination that pro - 60 " second , " etc . may be used herein to describe various 
cessing the write command would reduce the quantity of elements , these elements should not be limited by these 
storage units in the storage device that are unmapped to a terms . These terms are only used to distinguish one element 
quantity less than the second threshold . In some embodi - from another . For example , a first region could be termed a 
ments , the status message to the host system includes a second region , and , similarly , a second region could be 
request that the host system unmap a portion of the storage 65 termed a first region , without changing the meaning of the 
device ' s storage capacity ( e . g . , declared storage capacity ) . In description , so long as all occurrences of the “ first region ” 
some embodiments , the status message may specify a quan are renamed consistently and all occurrences of the “ second 
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region " are renamed consistently . The first region and the capacity of the storage device that is unmapped to 
second region are both regions , but they are not the same less than a second threshold ; 
region . in accordance with a determination that processing the 

The terminology used herein is for the purpose of describ write command would not reduce the portion of the 
ing particular embodiments only and is not intended to be 5 declared storage capacity of the storage device that is 
limiting of the claims . As used in the description of the unmapped to less than the second threshold , accept 
embodiments and the appended claims , the singular forms ing and processing the write command from the host “ a , " " an ” and “ the ” are intended to include the plural forms system ; and as well , unless the context clearly indicates otherwise . It will in accordance with a determination that processing the also be understood that the term “ and / or ” as used herein 10 write command would reduce the portion of the refers to and encompasses any and all possible combinations declared storage capacity of the storage device that is of one or more of the associated listed items . It will be 
further understood that the terms “ comprises ” and / or " com unmapped to less than the second threshold , forgoing 
prising , " when used in this specification , specify the pres acceptance and processing of the write command from 
ence of stated features , integers , steps , operations , elements , 15 the host system . 
and / or components , but do not preclude the presence or 2 . The method of claim 1 , further comprising : 
addition of one or more other features , integers , steps , sending a status message to the host system in accordance 
operations , elements , components , and / or groups thereof . with the determination that the level of over - provision 
As used herein , the phrase " at least one of A , B and C ” is ing in the storage device does not satisfy the first 

to be construed to require one or more of the listed items , 20 threshold . 
and this phase reads on a single instance of A alone , a single 3 . The method of claim 1 , further comprising : 
instance of B alone , or a single instance of Calone , while sending a status message to the host system in accordance 
also encompassing combinations of the listed items such with the determination that processing the write com 
“ one or more of A and one or more of B without any of C , " mand would reduce the portion of the declared storage 
and the like . 25 capacity of the storage device that is unmapped to less 
As used herein , the term “ if may be construed to mean than the second threshold . 

“ when ” or “ upon ” or “ in response to determining " or " in 4 . The method of claim 3 , wherein the status message to 
accordance with a determination ” or “ in response to detect the host system comprises a request that the host system 
ing , ” that a stated condition precedent is true , depending on unmap a portion of the storage device ' s storage capacity . 
the context . Similarly , the phrase “ if it is determined [ that a 30E 5 . The method of claim 1 , wherein forgoing acceptance stated condition precedent is truel ” or “ if ?a stated condition and processing of the write command from the host system precedent is truel ” or “ when a stated condition precedent is 
truel ” may be construed to mean “ upon determining ” or “ in includes changing the mode of operation of the storage 

device to a third mode of operation in which the storage response to determining ” or “ in accordance with a determi 
nation ” or “ upon detecting " or " in response to detecting ” 35 4 non 35 device does not accept and process write commands from 
that the stated condition precedent is true , depending on the me nost system . 
context . 6 . The method of claim 5 , further comprising : 

The foregoing description , for purpose of explanation , has while operating the storage device in the third mode of 
been described with reference to specific embodiments . operation , receiving one or more unmap commands 
However , the illustrative discussions above are not intended 40 from the host system ; and 
to be exhaustive or to limit the claims to the precise forms in accordance with a determination that , as result of 
disclosed . Many modifications and variations are possible in processing the received one or more unmap commands , 
view of the above teachings . The embodiments were chosen the portion of the declared storage capacity of the 
and described in order to best explain principles of operation storage device that is unmapped would satisfy the 
and practical applications , to thereby enable others skilled in 45 second threshold , changing the mode of operation of 
the art . the storage device to the second mode of operation . 

What is claimed is : 7 . The method of claim 1 , wherein determining the 
1 . A method of managing a storage device that includes portion of the declared storage capacity of the storage device 

non - volatile memory , the method comprising : that is unmapped comprises determining a quantity of stor receiving write commands from a host system ; 30 age units in the declared storage capacity of the storage measuring a level of over - provisioning in the storage in the Storage device that are usable for storing data and unmapped . de 
device ; 8 . The method of claim 1 , wherein measuring the level of operating the storage device in a mode of operation that over - provisioning in the storage device comprises determin is a first mode of operation while the level of over 
provisioning in the storage device satisfies a first 55 ing a first quantity of storage units in the storage device , 
threshold ; comprising storage units that are mapped for storing data 

changing the mode of operation of the storage device to and storage units that are usable for storing data and 
nd mode of operation in accordance with a u nmapped , and subtracting from the first quantity a quantity 

determination that the level of over - provisioning in the corresponding to the declared storage capacity of the storage 
storage device does not satisfy the first threshold ; 60 device . 

while operating the storage device in the second mode of 9 . A storage device , comprising : 
operation , for each write command received from the non - volatile memory ; 
host system : one or more processors ; and 
determining a portion of a declared storage capacity of a storage controller configured to : 

the storage device that is unmapped ; 65 receive write commands from a host system ; 
determining whether processing the write command measure a level of over - provisioning in the storage 
would reduce the portion of the declared storage device ; 
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36 
operate the storage device in a mode of operation that 12 . The storage device of claim 9 , wherein the controller 

is a first mode of operation while the level of is further configured to send a status message to the host 
over - provisioning in the storage device satisfies a system in accordance with the determination that processing 
first threshold ; the write command would reduce the portion of the declared 

change the mode of operation of the storage device to 5 storage capacity of the storage device that is unmapped to 
a second mode of operation in accordance with a less than the second threshold . 
determination that the level of over - provisioning in 13 . The storage device of claim 12 , wherein the status 
the storage device does not satisfy the first threshold ; message to the host system comprises a request that the host 

while operating the storage device in the second mode system unmap a portion of the storage device ' s storage 
of operation , for each write command received from capacity . 
the host system : 14 . The storage device of claim 9 , wherein forgoing 
determine a portion of a declared storage capacity of acceptance and processing of the write command from the 

the storage device that is unmapped ; host system includes changing the mode of operation of the 
determine whether processing the write command 16 storage device to a third mode of operation in which the 

would reduce the portion of the declared storage storage device does not accept and process write commands 
capacity of the storage device that is unmapped to from the host system . 
less than a second threshold ; 15 . The storage device of claim 14 , wherein the controller 

in accordance with a determination that processing is further configured to : 
the write command would not reduce the portion 20 while operating the storage device in the third mode of 
of the declared storage capacity of the storage operation , receive one or more unmap commands from 
device that is unmapped to less than the second the host system ; and 
threshold , accept and process the write command in accordance with a determination that , as result of 
from the host system ; and processing the received one or more unmap commands , 

in accordance with a determination that processing the 25 the portion of the declared storage capacity of the 
write command would reduce the portion of the storage device that is unmapped would satisfy the 
declared storage capacity of the storage device that is second threshold , change the mode of operation of the 
unmapped to less than the second threshold , forgo storage device to the second mode of operation . 
acceptance and processing of the write command 16 . The storage device of claim 9 , wherein determining 
from the host system . 30 the portion of the declared storage capacity of the storage 

10 . The storage device of claim 9 , wherein the controller device that is unmapped comprises determining a quantity of 
is further configured to : storage units in the declared storage capacity of the storage 
measure the level of over - provisioning in the storage device that are usable for storing data and unmapped . 

device ; 17 . The storage device of claim 9 , wherein measuring the 
operate the storage device in the mode of operation that is 35 level of over - provisioning in the storage device comprises 

the first mode of operation while the level of over - determining a first quantity of storage units in the storage 
provisioning in the storage device satisfies a first device , comprising storage units that are mapped for storing 
threshold ; data and storage units that are usable for storing data and 

change the mode of operation to a second mode of unmapped , and subtracting from the first quantity a quantity 
operation in accordance with a determination that the 40 corresponding to the declared storage capacity of the storage 
level of over - provisioning in the storage device does device . 
not satisfy the first threshold ; 18 . A non - transitory computer readable storage medium , 

determine the portion of the declared storage capacity that storing one or more programs configured for execution by 
is unmapped ; and one or more processors of a storage device , the one or more 

wherein the controller is further configured to : 45 programs including instructions that , when executed by the 
( i ) receive the write command from the host system ; one or more processors of the storage device , cause the 
( ii ) determine whether processing the write command storage device to : 
would reduce the portion of the declared storage receive write commands from a host system ; 
capacity that is unmapped to less than the second measure a level of over - provisioning in the storage 
threshold ; device ; 

( iii ) accept and process the write command from the operate the storage device in a mode of operation that is 
host system in accordance with the determination a first mode of operation while the level of over 
that processing the write command would not reduce provisioning in the storage device satisfies a first 
the portion of the declared storage capacity of the threshold ; 
storage device that is unmapped to less than the 55 change the mode of operation of the storage device to a 
second threshold ; and second mode of operation in accordance with a deter 

( iv ) forgo acceptance and processing of the write com mination that the level of over - provisioning in the 
mand from the host system in accordance with the storage device does not satisfy the first threshold ; 
determination that processing the write command while operating the storage device in the second mode of 
would reduce the portion of the declared storage 60 operation , for each write command received from the 
capacity of the storage device that is unmapped to host system : 
less than the second threshold . determine a portion of a declared storage capacity of 

11 . The storage device of claim 9 , wherein the controller the storage device that is unmapped ; 
is further configured to send a status message to the host determine whether processing the write command 
system in accordance with the determination that the level of 65 would reduce the portion of the declared storage 
over - provisioning in the storage device does not satisfy the capacity of the storage device that is unmapped to 
first threshold . less than a second threshold ; 

50 
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37 
in accordance with a determination that processing the 

write command would not reduce the portion of the 
declared storage capacity of the storage device that is 
unmapped to less than the second threshold , accept 
and process the write command from the host sys - 5 
tem ; and 

in accordance with a determination that processing the 
write command would reduce the portion of the 
declared storage capacity of the storage device that is 
unmapped to less than the second threshold , forgo 10 
acceptance and processing of the write command from 
the host system . 

19 . The non - transitory computer readable storage medium 
of claim 18 , wherein the one or more programs further 
include instructions that , when executed by the one or more 15 
processors of the storage device , cause the storage device to 
send a status message to the host system in accordance with 
the determination that the level of over - provisioning in the 
storage device does not satisfy the first threshold . 

20 . The non - transitory computer readable storage medium 20 
of claim 18 , wherein the one or more programs further 
include instructions that , when executed by the one or more 
processors of the storage device , cause the storage device to 
send a status message to the host system in accordance with 
the determination that processing the write command would 25 
reduce the portion of the declared storage capacity of the 
storage device that is unmapped to less than the second 
threshold . 

* * * * 


