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( 57 ) ABSTRACT 
A method , apparatus and computer program product for 
improving differentiation in a gesture based security system 
is described . An image based feed from a camera is received 
by the gesture based security system . The camera has a view 
of a first secured area . A first gesture within the feed is 
recognized , producing a first recognized gesture . The first 
recognized gesture is determined to be an unclassified 
gesture for the first secured area . Non - gesture metadata is 
associated with the first recognized gesture . The first rec 
ognized gesture and the associated non - gesture metadata are 
transmitted together for classification of the first recognized 
gesture . The first recognized gesture is classified as one of 
the following : an approved gesture within the first secured 
area , an unapproved gesture within the first secured area or 
a suspicious gesture within the first secured area . 

( 21 ) Appl . No . : 15 / 142 , 262 
( 22 ) Filed : Apr . 29 , 2016 

Publication Classification 
( 51 ) Int . Ci . 

G06K 9 / 00 ( 2006 . 01 ) 
G06K 9 / 00 ( 2006 . 01 ) 

NEURAL NETWORK , 
MOTION DETECTION 

AND FILTER 
GESTURE RECO 

312 KNOWLEDGE BASE 
315 319 

IMAGE RECO 
313 CONTEXT PROFILE 

316 AUDIO RECO 
314 

CORRELATION 
ENGINE 

311 
VIDEO , IMAGE AND AUDIO DATA 

3012 TRIGGERS 
ALARM RULES , 

POLICIES & 
GESTURES - - 

como 
- - - are con 

307 
none other 

- X - 307 305 
come more comes il 307 

SECURITY 
AUTHORITY 

317 e mens - y 

363 309 



Patent Application Publication Nov . 2 , 2017 Sheet10f7 US 2017 / 0316259 Al 

- 
_ _ ff } 

- - - | 

????????????? 
??????? ? 

/ 

?????? ???? ???????????????????????????????? ???? ??????? 
- ???????????????? fr - 

????????? 1 - 

M 

{ { # 486 H H 
- 

? ????? ???????????????? 6 ????????? ?????????????? 
f f ff 

? A ????????????? 
f 

| ; 
ritati ????????? $ tt ??????????????? ? » mc 

f f f ?????? . ????????????????? 
ff - 

????????????????? ?????? ? 
* * * * * * * * ?? % $ * 

?? ? ] 8 $ TKJF % A8 ???? 

??? 
L - . . . . . . . . . - ? ? ? ? - ? . 

FG . 1 



US 2017 / 0316259 A1 Nov . 2 , 2017 Sheet 2 of 7 Patent Application Publication 

?? ?? ?? ?? ??? ?? ??? ??? ????? ??? ??? ??? ?? ??? ??? ??? ??? ??? ??? ??? ??? ??? ??? ??? ??? ?????? ??? ??? ????? 
? 

?? ???? 

??? ??? ??? ? ?? 

?? ?? 
??? ??? ?? * 

? ??? ??????? 
??? 

???????????????????????????????? 
?????? ? ????? ? ?? ???? ???? ?? ?? ??? ?? ?? 

?? ???? . ? 

????????? 
? ? } * } } { { 
? ? 

???? ????????? 

?? ?? 

?? ??? ?? 

???? ?????? ?? ??? ??? ??? ?? ??? ??? ???? ???? ?? ?? ?? ??? ?? ???? . ? ? . ??? . ??? ???? ??? ??? . ???? . ?? ?? ?? ??? ??? 

3 ???? # ??????????? 
?? ????? ???? ?? ??? 

PROGRAM CODE ??? 

????? ????? ?? . 

? : ????? 
? ?? ?? ?? ?????? ??????????????? 

. 



Patent Application Publication Nov . 2 , 2017 Sheet 3 of 7 US 2017 / 0316259 A1 

GESTURE RECO 
NEURAL NETWORK , 
MOTION DETECTION 

AND FILTER 
319 

312 KNOWLEDGE BASE 
315 

IMAGE RECO 
313 CONTEXT PROFILE 

316 AUDIO RECO 
314 

CORRELATION 
ENGINE 

311 
VIDEO , IMAGE AND AUDIO DATA 

3012 TRIGGERS 
ALARM RULES , 

POLICIES & 
GESTURES - - 

307 
- - - - - - - - 

m - - - - to atta 
SECURITY 
AUTHORITY 

317 il - - i con 

! JU 
1 , 

l ' lli 130 
- 

307 comes 

FIG . 3 



Patent Application Publication Patent Application Publication Nov . 2 , 2017 Sheet 4 of 7 US 2017 / 0316259 A1 

RECEIVE VIDEO AND METADATA 
FROM MOBILE SENSOR 

401 

PROCESS THE LOCATION METADATA 
403 

LOOK UP APPROPRIATE CONTEXT PROFILE 
405 

FORWARD CONTEXT PROFILE AND VIDEO TO 
GESTURE RECOGNITION SYSTEM 

407 

GESTURE RECOGNITION SYSTEM PROCESSES 
GESTURE 

409 

APPROVED GESTURES ? 
411 

LN SEND NEW GESTURE 
TO EXPERT 

419 

Y 
KNOWN UNAPPROVED 

GESTURES ? 
413 
IN ADD TO KNOWLEDGE 

BASE 
421 

LEARNING ? 
415 

N ADD TO PROFILE 
423 GENERATE AN ALERT 

417 

FIG . 4 



Patent Application Publication Nov . 2 , 2017 Sheet 5 of 7 US 2017 / 0316259 A1 

SENSOR SENDS VIDEO AND METADATA 
501 

PERFORM IMAGE RECOGNITION 
503 

ESTIMATE AGE 
505 

PROCESS LOCATION METADATA 
507 

RETRIEVE CONTEXT PROFILE 
509 

FORWARD CONTEXT PROFILE AND VIDEO TO 
GESTURE RECOGNITION SYSTEM 

511 

RECOGNIZE GESTURE 
513 

APPROVED GESTURES WITH 
AGE CONTEXT ? 

515 

IN 
ALERT 
517 

FIG . 5 



Patent Application Publication Nov . 2 , 2017 Sheet 6 of 7 US 2017 / 0316259 A1 

INPUT SENSOR SENDS VIDEO WTH 
AUDIO AND METADATA 601 

IMAGE RECOGNITION 603 

RETRIEVE CONTEXT PROFILE 
GIVEN CONTEXT INPUT 605 

SEND VIDEO TO GESTURE RECOGNITION SYSTEM 
607 

RECOGNIZE GESTURE 609 

MATCHED WITH 
LIST OF APPROVED GESTURES ? 

611 

N 

PROCESS AUDIO 612 

MATCH AUDIO AGAINST DATABASE 
613 

MATCH ? 
615 

USE DEFAULT 
617 

Y 

FALSE POSITIVE ? 
619 
IN 

PREPARE ALERT 621 

FIG . 6 



Patent Application Publication Nov . 2 , 2017 Sheet 7 of 7 US 2017 / 0316259 A1 

701 - 1717 
709 

719 721 
703 

712 

723 

[ 725 ) / ( 73777 725 

17051 
713 707 ( 727 

FIG . 7 



US 2017 / 0316259 A1 Nov . 2 , 2017 

AUGMENTING GESTURE BASED 
SECURITY TECHNOLOGY FOR IMPROVED 

CLASSIFICATION AND LEARNING 

BACKGROUND OF THE INVENTION 
Technical Field 

[ 0001 ] This disclosure relates generally to computer based 
security measures . More particularly , it relates to improving 
gesture based security technology . 

[ 0008 ] FIG . 2 is an exemplary block diagram of a data 
processing system in which exemplary aspects of the illus 
trative embodiments may be implemented ; 
[ 0009 ] FIG . 3 illustrates an exemplary computing archi 
tecture in which the disclosed subject matter may be imple 
mented ; 
[ 0010 ] FIG . 4 is a high level flow diagram of a preferred 
embodiment of the invention ; 
[ 0011 ] FIG . 5 is a flow diagram of another preferred 
embodiment of the invention ; 
[ 0012 ] FIG . 6 is a flow diagram of a third preferred 
embodiment of the invention ; and 
[ 0013 ] FIG . 7 is a diagram of a city view of a preferred 
embodiment of the invention in which a plurality of mobile 
devices enter and exit control areas . 

DETAILED DESCRIPTION OF AN 
ILLUSTRATIVE EMBODIMENT 

Background of the Related Art 
[ 0002 ] Security cameras in public and private spaces are 
becoming ubiquitous to deal with security concerns . Exist 
ing video monitoring systems have many drawbacks , in 
particular the need for one or more manual operators to 
monitor the security video in real - time security . Further , the 
effectiveness of the security system is largely dependent on 
the operators ' performance . As cameras proliferate in num 
ber , the ability of human operators to analyze and address all 
of the input is increasingly challenged . 
[ 0003 ] There have been some efforts to automate the 
process of analyzing security video and image feeds . Most 
of the efforts in automating anomaly detection have been in 
non - video settings , such as facial recognition . However , the 
limited efforts in anomaly detection in video recording of 
physical environments have been beset with false positives 
and inaccurate results . 

BRIEF SUMMARY 

[ 0004 ] According to this disclosure , a method , apparatus 
and computer program product for improving differentiation 
in a gesture based security system is described . An image 
based feed from a camera is received by the gesture based 
security system . The camera has a view of a first secured 
area . A first gesture within the feed is recognized , producing 
a first recognized gesture . The first recognized gesture is 
determined to be an unclassified gesture for the first secured 
area . Non - gesture metadata is associated with the first rec 
ognized gesture . The first recognized gesture and the asso 
ciated non - gesture metadata are transmitted together for 
classification of the first recognized gesture . The first rec 
ognized gesture is classified as one of the following : an 
approved gesture within the first secured area , an unap 
proved gesture within the first secured area or a suspicious 
gesture within the first secured area . 
[ 0005 ] The foregoing has outlined some of the more 
pertinent features of the disclosed subject matter . These 
features should be construed to be merely illustrative . Many 
other beneficial results can be attained by applying the 
disclosed subject matter in a different manner or by modi 
fying the invention as will be described . 

[ 0014 ] At a high level , in preferred embodiments of the 
invention , the present invention augments a security system 
which uses gesture recognition to reduce false positives . The 
invention uses information such as location , image infor 
mation or audio information which is collected contempo 
raneously with the video feed which records the gesture . The 
additional information is used in some embodiments of the 
invention to select among context profiles for gestures each 
of which indicates whether a recognized gesture is approved 
or unapproved according the sensed context . In other 
embodiments of the invention , the additional information is 
forwarded with a recognized gesture to aid in interpretation 
of the gesture . 
[ 0015 ] With reference now to the drawings and in particu 
lar with reference to FIGS . 1 - 2 , exemplary diagrams of data 
processing environments are provided in which illustrative 
embodiments of the disclosure may be implemented . It 
should be appreciated that FIGS . 1 - 2 are only exemplary and 
are not intended to assert or imply any limitation with regard 
to the environments in which aspects or embodiments of the 
disclosed subject matter may be implemented . Many modi 
fications to the depicted environments may be made without 
departing from the spirit and scope of the present invention . 
[ 0016 ] With reference now to the drawings , FIG . 1 depicts 
a pictorial representation of an exemplary distributed data 
processing system in which aspects of the illustrative 
embodiments may be implemented . Distributed data pro 
cessing system 100 may include a network of computers in 
which aspects of the illustrative embodiments may be imple 
mented . The distributed data processing system 100 contains 
at least one network 102 , which is the medium used to 
provide communication links between various devices and 
computers connected together within distributed data pro 
cessing system 100 . The network 102 may include connec 
tions , such as wire , wireless communication links , or fiber 
optic cables . 
[ 0017 ] In the depicted example , server 104 and server 106 
are connected to network 102 along with storage unit 108 . 
In addition , clients 110 , 112 , and 114 are also connected to 
network 102 . These clients 110 , 112 , and 114 may be , for 
example , personal computers , network computers , or the 
like . In the depicted example , server 104 provides data , such 
as boot files , operating system images , and applications to 
the clients 110 , 112 , and 114 . Clients 110 , 112 , and 114 are 
clients to server 104 in the depicted example . Distributed 

BRIEF DESCRIPTION OF THE DRAWINGS 
10006 ] For a more complete understanding of the present 
invention and the advantages thereof , reference is now made 
to the following descriptions taken in conjunction with the 
accompanying drawings , in which : 
[ 0007 ] FIG . 1 depicts an exemplary block diagram of a 
distributed data processing environment in which exemplary 
aspects of the illustrative embodiments may be imple 
mented ; 
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data processing system 100 may include additional servers , 
clients , and other devices not shown . 
[ 0018 ] In the depicted example , distributed data process 
ing system 100 is the Internet with network 102 representing 
a worldwide collection of networks and gateways that use 
the Transmission Control Protocol / Internet Protocol ( TCP / 
IP ) suite of protocols to communicate with one another . At 
the heart of the Internet is a backbone of high - speed data 
communication lines between major nodes or host comput 
ers , consisting of thousands of commercial , governmental , 
educational and other computer systems that route data and 
messages . Of course , the distributed data processing system 
100 may also be implemented to include a number of 
different types of networks , such as for example , an intranet , 
a local area network ( LAN ) , a wide area network ( WAN ) , or 
the like . As stated above , FIG . 1 is intended as an example , 
not as an architectural limitation for different embodiments 
of the disclosed subject matter , and therefore , the particular 
elements shown in FIG . 1 should not be considered limiting 
with regard to the environments in which the illustrative 
embodiments of the present invention may be implemented . 
[ 0019 ] . With reference now to FIG . 2 , a block diagram of 
an exemplary data processing system is shown in which 
aspects of the illustrative embodiments may be imple 
mented . Data processing system 200 is an example of a 
computer , such as client 110 in FIG . 1 , in which computer 
usable code or instructions implementing the processes for 
illustrative embodiments of the disclosure may be located . 
[ 0020 ] With reference now to FIG . 2 , a block diagram of 
a data processing system is shown in which illustrative 
embodiments may be implemented . Data processing system 
200 is an example of a computer , such as server 104 or client 
110 in FIG . 1 , in which computer - usable program code or 
instructions implementing the processes may be located for 
the illustrative embodiments . In this illustrative example , 
data processing system 200 includes communications fabric 
202 , which provides communications between processor 
unit 204 , memory 206 , persistent storage 208 , communica 
tions unit 210 , input / output ( I / O ) unit 212 , and display 214 . 
10021 ] Processor unit 204 serves to execute instructions 
for software that may be loaded into memory 206 . Processor 
unit 204 may be a set of one or more processors or may be 
a multi - processor core , depending on the particular imple 
mentation . Further , processor unit 204 may be implemented 
using one or more heterogeneous processor systems in 
which a main processor is present with secondary processors 
on a single chip . As another illustrative example , processor 
unit 204 may be a symmetric multi - processor ( SMP ) system 
containing multiple processors of the same type . 
[ 0022 ] Memory 206 and persistent storage 208 are 
examples of storage devices . A storage device is any piece 
of hardware that is capable of storing information either on 
a temporary basis and / or a permanent basis . Memory 206 , in 
these examples , may be , for example , a random access 
memory or any other suitable volatile or non - volatile storage 
device . Persistent storage 208 may take various forms 
depending on the particular implementation . For example , 
persistent storage 208 may contain one or more components 
or devices . For example , persistent storage 208 may be a 
hard drive , a flash memory , a rewritable optical disk , a 
rewritable magnetic tape , or some combination of the above . 
The media used by persistent storage 208 also may be 
removable . For example , a removable hard drive may be 
used for persistent storage 208 . 

[ 0023 ] Communications unit 210 , in these examples , pro 
vides for communications with other data processing sys 
tems or devices . In these examples , communications unit 
210 is a network interface card . Communications unit 210 
may provide communications through the use of either or 
both physical and wireless communications links . 
[ 0024 ] Input / output unit 212 allows for input and output of 
data with other devices that may be connected to data 
processing system 200 . For example , input / output unit 212 
may provide a connection for user input through a keyboard 
and mouse . Further , input / output unit 212 may send output 
to a printer . Display 214 provides a mechanism to display 
information to a user . 
[ 0025 ] Instructions for the operating system and applica 
tions or programs are located on persistent storage 208 . 
These instructions may be loaded into memory 206 for 
execution by processor unit 204 . The processes of the 
different embodiments may be performed by processor unit 
204 using computer implemented instructions , which may 
be located in a memory , such as memory 206 . These 
instructions are referred to as program code , computer 
usable program code , or computer - readable program code 
that may be read and executed by a processor in processor 
unit 204 . The program code in the different embodiments 
may be embodied on different physical or tangible com 
puter - readable media , such as memory 206 or persistent 
storage 208 . 
[ 0026 ] Program code 216 is located in a functional form 
on computer - readable media 218 that is selectively remov 
able and may be loaded onto or transferred to data process 
ing system 200 for execution by processor unit 204 . Program 
code 216 and computer - readable media 218 form computer 
program product 220 in these examples . In one example , 
computer - readable media 218 may be in a tangible form , 
such as , for example , an optical or magnetic disc that is 
inserted or placed into a drive or other device that is part of 
persistent storage 208 for transfer onto a storage device , 
such as a hard drive that is part of persistent storage 208 . In 
a tangible form , computer - readable media 218 also may take 
the form of a persistent storage , such as a hard drive , a thumb 
drive , or a flash memory that is connected to data processing 
system 200 . The tangible form of computer - readable media 
218 is also referred to as computer - recordable storage 
media . In some instances , computer - recordable media 218 
may not be removable . 
[ 0027 ] Alternatively , program code 216 may be trans 
ferred to data processing system 200 from computer - read 
able media 218 through a communications link to commu 
nications unit 210 and / or through a connection to input / 
output unit 212 . The communications link and / or the 
connection may be physical or wireless in the illustrative 
examples . The computer - readable media also may take the 
form of non - tangible media , such as communications links 
or wireless transmissions containing the program code . The 
different components illustrated for data processing system 
200 are not meant to provide architectural limitations to the 
manner in which different embodiments may be imple 
mented . The different illustrative embodiments may be 
implemented in a data processing system including compo 
nents in addition to or in place of those illustrated for data 
processing system 200 . Other components shown in FIG . 2 
can be varied from the illustrative examples shown . As one 
example , a storage device in data processing system 200 is 
any hardware apparatus that may store data . Memory 206 , 
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persistent storage 208 , and computer - readable media 218 are 
examples of storage devices in a tangible form . 
[ 0028 ] In another example , a bus system may be used to 
implement communications fabric 202 and may be com 
prised of one or more buses , such as a system bus or an 
input / output bus . Of course , the bus system may be imple 
mented using any suitable type of architecture that provides 
for a transfer of data between different components or 
devices attached to the bus system . Additionally , a commu 
nications unit may include one or more devices used to 
transmit and receive data , such as a modem or a network 
adapter . Further , a memory may be , for example , memory 
206 or a cache such as found in an interface and memory 
controller hub that may be present in communications fabric 
202 . 
[ 0029 ] Computer program code for carrying out opera 
tions of the present invention may be written in any com 
bination of one or more programming languages , including 
an object - oriented programming language such as JavaTM , 
Smalltalk , C + + , C # , Objective - C , or the like , and conven 
tional procedural programming languages . The program 
code may execute entirely on the user ' s computer , partly on 
the user ' s computer , as a stand - alone software package , 
partly on the user ' s computer and partly on a remote 
computer , or entirely on the remote computer or server . In 
the latter scenario , the remote computer may be connected 
to the user ' s computer through any type of network , includ 
ing a local area network ( LAN ) or a wide area network 
( WAN ) , or the connection may be made to an external 
computer ( for example , through the Internet using an Inter 
net Service Provider ) . 
0030 ] Those of ordinary skill in the art will appreciate 
that the hardware in FIGS . 1 - 2 may vary depending on the 
implementation . Other internal hardware or peripheral 
devices , such as flash memory , equivalent non - volatile 
memory , or optical disk drives and the like , may be used in 
addition to or in place of the hardware depicted in FIGS . 1 - 2 . 
Also , the processes of the illustrative embodiments may be 
applied to a multiprocessor data processing system , other 
than the SMP system mentioned previously , without depart - 
ing from the spirit and scope of the disclosed subject matter . 
10031 ] As will be seen , the techniques described herein 
may operate in conjunction within the standard client - server 
paradigm such as illustrated in FIG . 1 in which client 
machines communicate with an Internet - accessible Web 
based portal executing on a set of one or more machines . 
End users operate Internet - connectable devices ( e . g . , desk 
top computers , notebook computers , Internet - enabled 
mobile devices , or the like ) that are capable of accessing and 
interacting with the portal . Typically , each client or server 
machine is a data processing system such as illustrated in 
FIG . 2 comprising hardware and software , and these entities 
communicate with one another over a network , such as the 
Internet , an intranet , an extranet , a private network , or any 
other communications medium or link . A data processing 
system typically includes one or more processors , an oper 
ating system , one or more applications , and one or more 
utilities . The applications on the data processing system 
provide native support for Web services including , without 
limitation , support for HTTP , SOAP , XML , WSDL , UDDI , 
and WSFL , among others . Information regarding SOAP , 
WSDL , UDDI and WSFL is available from the World Wide 
Web Consortium ( W3C ) , which is responsible for develop 
ing and maintaining these standards ; further information 

regarding HTTP and XML is available from Internet Engi 
neering Task Force ( IETF ) . Familiarity with these standards 
is presumed . 
[ 0032 ] Using the present invention , a computer imple 
mented method for capturing facial , hand and motion ges 
tures of individuals , i . e . targets or target individuals , viewed 
by one or more cameras is described . The cameras in 
respective embodiments of the invention include both sta 
tionary cameras such as surveillance cameras , and mobile 
cameras such as mobile phone or tablet cameras , cameras 
incorporated into wearable devices such as Google Glass or 
cameras mounted on a vehicle or garment . The gesture 
recognition technique may be selected from one of a plu 
rality of known spatial gesture recognition techniques . The 
recognized gestures are augmented with non - gesture data 
such as image or audio which are captured contemporane 
ously with the video from which the gesture is recognized . 
[ 0033 ] Known and unknown activities are detected with 
gesture recognition and classified as " approved ” or “ unap 
proved ” gestures . False positives are eliminated by several 
techniques using non - gesture metadata . In alternative 
embodiments , the non - gesture metadata is used to differen 
tiate between gestures , or to help classify a previously 
unknown gesture as either an “ approved ” or “ unapproved ” 
gesture . A knowledge base ( KB ) is maintained with patterns 
of known gestures which have been classified into approved 
and unapproved activities . In preferred embodiments of the 
invention , the KB will have a plurality of collections of 
approved and unapproved gestures , each respective collec 
tion for a particular location or secured area . Once the 
gesture is recognized , the gesture is compared to the appro 
priate collection to determine whether the gesture is 
approved or not . The appropriate collection of gestures is 
selected according to the non - gesture metadata in preferred 
embodiments . The recognized gesture is compared for its 
conformance to a gesture based activity known within the 
knowledge base as approved ( or not approved ) within the 
location in which the gesture was detected . 
[ 0034 ] Image recognition is used to reduce false positives . 
Facial recognition or other image recognition can be used to 
recognize the age , gender , physical abilities or cultural 
characteristics of the individual performing the gesture . In 
preferred embodiments of the invention , the image based 
metadata is associated with the recognized gesture . Certain 
gestures are approved ( or not approved ) based on the age , 
gender , physical abilities or cultural characteristics of the 
individual . Thus , if the KB indicates that the gesture is 
approved for an individual identified by image recognition , 
despite being a gesture which would ordinarily give rise to 
an alert , a false positive is eliminated . 
[ 0035 ] In embodiments of the invention , audio analysis 
supplements the gesture recognition , either to reduce the 
number of false positives , or to further help classify the 
recognized gesture as approved or unapproved . In preferred 
embodiments of the invention , an audio record is stored in 
the knowledge base to aid in interpreting a recognized 
gesture . Additionally , in preferred embodiments , natural 
language processing ( NLP ) is used in secured areas to parse 
the audio for speech information for gathering more details 
about the recognized gesture . The captured audio , i . e . the 
recording , is used as another source of non - gesture infor 
mation to reduce the number of false positives for the 
recognized gestures . Instead of speech recognition , the audio 
can be classified by sound , e . g . , a scream , laughing , a thump , 
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etc . The audio metadata is associated with the recognized 
gesture in preferred embodiments . 
[ 0036 ] Learning algorithms in neural networks enhance 
the dynamic recognition of anomalous gestures which are 
not recognized as either being approved or unapproved 
gestures in the detection area . Neural networks assist gesture 
recognition by scanning through video images and filtering 
out immovable objects ( from moving / motion objects ) . The 
neural network can scan through gesture profiles for other 
areas of approved and unapproved gestures to find gestures 
which are similar or identical in terms of gesture and context 
and submit a candidate determination ( approved , unap 
proved ) to a security authority for a final determination . 
[ 0037 ] Once the false positives have been eliminated , in 
preferred embodiments of the invention , the system alerts 
the security personnel based on the gesture recognition and 
analysis about any abnormal / unusual activity detected . The 
security personnel can either act on the detected gesture , or 
tag the gesture , if previously unknown , as an approved 
gesture . In some embodiments , the security personnel can 
classify the gesture in a third category as a " suspicious " 
gesture which is neither approved , nor unapproved . An 
unapproved gesture is a gesture which should immediately 
be acted upon , if only to provide an alert to a security 
authority . Suspicious gestures are put on a watch list , so that 
if the gestures occur repeatedly , they can be placed in a 
folder for analysis , and eventually classified as either 
approved or unapproved . 
[ 0038 ] The invention has advantages over the prior art in 
that the security personnel have more confidence that the 
real - time alerts which they receive on unusual physical 
activities are more likely to be activities of concern , as the 
false positives have been eliminated . The system provides 
additional data , e . g . , image and audio , to assist the security 
personnel in interpreting recognized gestures . Because there 
are fewer incidents reported , there are fewer incidents which 
security needs to act on , and for those incidents , physical 
security is improved . By automating physical security , the 
system will result in more real - time , efficient detection of 
possible threats and help in better incident response . Using 
an automated system according to principles of the present 
invention reduces the dependency on individuals monitoring 
the videos . 
[ 0039 ] Embodiments of this invention could be used in 
security systems in outdoor areas such as ATMs . The secu 
rity system can detect physical attacks . For example , using 
an ATM machine could be an approved activity inside ATM 
premises , but hitting or charging against another person is an 
unapproved activity inside ATM premises . Both approved 
and unapproved gestures recognized by gesture recognition 
are logged as gestures in a secured area in embodiments of 
the invention . If an unapproved gesture is detected , the 
system immediately alerts the appropriate security authori 
ties . 
[ 0040 ) Other embodiments of the invention are useful in 
home security monitoring systems to detect threats or break 
ins . Yet other embodiments are valuable in airport security 
monitoring , e . g . , for tracking suspicious activities and 
abnormal activities in secured areas in an airport . The 
invention has use in secured areas for detecting non - com - 
pliance of security policies in highly sensitive and highly 
secure areas , e . g . , to detect receiving and giving of bribes . 
Further , the invention could be used in robotic security 

technology as part of monitoring modules of robotic assis 
tance for police departments or other security organizations . 
[ 0041 ] FIG . 3 illustrates an exemplary computing archi 
tecture in which the disclosed subject matter may be imple 
mented . As shown in the drawing , the system uses a plurality 
of monitoring devices , including both stationary devices 
such as surveillance cameras and microphones 301 , as well 
as registered mobile devices such as mobile phone cameras 
305 or cameras of a wearable device 303 ( e . g . , Google 
Glass ) . In embodiments of the invention , mobile devices 
register with the system prior to the system accepting input 
from a particular mobile device . The cameras and micro 
phones collect information concerning a secured area which 
includes a plurality of well - behaved individuals 307 and a 
badly behaved individual 309 . The video , image and / or 
audio data streams from the sensors are sent back to the 
system which includes correlation engine 311 . The system 
includes gesture recognition unit 312 , image recognition 
unit 313 and audio recognition unit 314 . The gesture rec 
ognition unit 312 can use spatial gesture models such as 3D 
model - based algorithms ( skeletal or volumetric ) or other 
gesture recognition algorithms known to the art . The image 
recognition unit 313 includes a set of appearance based 
algorithms such as facial recognition processes to identify 
characteristics of the particular individuals in the secured 
area . In preferred embodiments , the audio recognition 314 
includes NLP software for speech recognition . In different 
embodiments of the invention , the image information or the 
audio information will be collected or used , but not both . 
10042 ] Once the gestures , images and / or audio are recog 
nized , the correlation engine 311 will request the knowledge 
base 315 to return the appropriate context profile 316 . In 
preferred embodiments , the context profile 316 is selected 
according to location and time metadata . Optionally , the 
context profile can be selected according to the individual 
characteristics and audio data respectively recognized by the 
image recognition unit 313 and audio recognition unit 314 , 
either in combination with the location and time metadata , 
or alone . The context profile 316 includes a set of approved 
gestures and / or a set of unapproved gestures . In this 
example , the recognized gestures of the well - behaved indi 
viduals 307 will be approved gestures , while at least some 
of the recognized gestures of the badly behaved individual 
will be unapproved gestures . 
[ 0043 ] In preferred embodiments , cultural - specific , age 
specific or gender - specific behaviors are stored in respective 
context profiles as non - anomalous behaviors ( i . e . approved 
gestures ) . Thus , if an individual is recognized as belonging 
to a respective group , the context profile information is used 
to prevent false positives . 
[ 0044 ] Preferred embodiments of the invention cover a 
plurality of secured areas , each with its own set of context 
profiles , each context profile having its own set of allowed 
gestures and / or set of unapproved gestures . 
[ 0045 ] In alternative embodiments of the invention , the 
knowledge base 315 is arranged by recognized gesture , 
wherein a recognized gesture is classified as an approved 
gesture or an unapproved gesture according to the associated 
metadata . 
[ 0046 ] In preferred embodiments of the invention , the 
gesture recognition unit 312 uses a plurality of spatial 
gesture models to recognize and collect hand and motion 
activities of individuals within proximity of monitoring 
device . By using a plurality of models , ranking of the correct 
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gesture through multiple models is performed . Gesture 
models can be seeded through multiple sources , including 
manual entry , known non - anomalous behavior , and learning 
from the secured areas . There exist gesture recognition 
libraries which can be used to initialize the gesture recog 
nition unit . 
[ 0047 ] Both the image recognition unit 313 and the audio 
recognition unit 314 can be used to identify individuals . The 
individuals are identified as known or unknown . The 
unknown individuals could be discriminated from other 
individuals based on facial or physical characteristics by the 
image recognition unit 313 or by voice modulations and 
other vocal characteristics by the audio recognition unit 313 . 
NLP data ( in less crowded areas ) gathered would also be 
sent tagged with the identified individuals ' profiles to the 
correlation engine and could be used for additional intelli 
gence . In embodiments of the invention , there are context 
profiles or gesture rules for registered individuals . Thus , the 
identification of an individual by the image and / or audio 
recognition unit will results in the individual context profile 
being retrieved from the knowledge base 315 . 
[ 0048 ] As shown in the drawing , the system uses the 
correlation engine 311 to receive rules and policies from a 
security authority 317 . In this embodiment , the correlation 
engine 311 serves as a central module through which com 
munication is coordinated between other parts of the system . 
As would be recognized by those skilled in the art , other 
architectures , e . g . , using an API layer , could be used in other 
embodiments to pass information throughout the system . 
The security authority 317 can be an administrator skilled in 
computer and physical security and able to configure the 
system for context profiles containing sets of approved 
gestures and / or unapproved gestures . As is also shown , once 
configured and operational , the system triggers alarms or 
other messages to the security authority , e . g . , in the event 
that an unauthorized or unknown gesture is detected . As the 
system learns the gestures which occur in the secured area , 
and the gestures are classified as approved or unapproved by 
the security authority , the invention envisions continued 
input from the security authority / administrator 317 . Further , 
the role of the security authority can be split among several 
individuals , e . g . , one individual who receives alerts and 
physically acts on them and another individual who config 
ures the rules and policies and knowledge base . 
[ 0049 ] The neural network motion detection and filter 319 
works with the gesture recognition unit 312 . The neural 
network 319 can assist the gesture recognition unit if a 
candidate gesture requires more definition , e . g . , filtering out 
stationary objects from moving objects , drawing parallels 
between the candidate gesture and known gestures when the 
match is not exact or within a predetermined tolerance 
( fuzzy matching ) . In one preferred embodiment , the neural 
network can add new gestures to a set of context profiles 
based on learning . The security authority is consulted prior 
to adding a new gesture in a context profile in some 
embodiments . 
[ 0050 ] In some preferred embodiments , any gesture pat 
terns that do not match with approved gesture patterns in the 
KB 315 , or the selected context profile 316 cause an alarm 
to be triggered to an appropriate security authority . 
[ 0051 ] In some preferred embodiments , if the patterns 
match with approved gesture patterns in the KB 315 or 
profile 316 , the gesture patterns enter a second round of 
comparison where the correlation engine correlates other 

information gathered ( policies , age , gender , speed , cultural 
commonalities , etc . ) . The system triggers an alert if one or 
more of these factors overrides the rules for approved 
gestures . In this embodiment , the image or audio data can be 
used as an override of the decision that the gesture is 
“ approved ” , in addition to their use in eliminating false 
positives . 
[ 0052 ] A gesture might be an approved gesture in one 
secured area , but not in another . In the embodiments where 
the system interprets gestures in a plurality of secured areas , 
different sets of context profiles are used , one set for each 
secured area . In alternative embodiments , where the knowl 
edge base is arranged by gestures , the same recognized 
gesture may have multiple entries , each with a different set 
of metadata and indication whether the gesture is approved 
or unapproved given the metadata and the location in which 
the gesture was performed . In embodiments where only 
stationary cameras are used , the sets of context profiles can 
be arranged by camera ID , or gestures can use camera ID 
metadata . However , in the mobile embodiment , where 
mobile devices are used to augment or replace the fixed 
sensors , the mobile devices could be in different respective 
secured areas at different times . One of the major problems 
is to determine which environment , i . e . which secured area , 
the mobile device was in , and therefore , which context 
profile would apply and new gestures and learning should be 
added . The mobile device embodiment is discussed in 
greater detail below in connection with FIG . 7 . 
[ 0053 ] FIG . 4 is a flow diagram of one preferred embodi 
ment of the invention in which the sensors of a mobile 
device are used . In step 401 , the system receives video / 
image / audio data from the sensors of a mobile device along 
with mobile device metadata and forwards this data to a 
processing module in the gesture recognition system . In 
embodiments of the invention , a registration step ( not pic 
tured ) will precede step 401 . The gesture recognition system 
processes the location metadata from the mobile device 
metadata and attaches the location metadata to the video / 
image / audio data in step 403 . The location metadata is used 
to determine to which secured area the mobile device sensor 
output is relevant . The location metadata may have the 
format devLocation , devLocLatitude , devLocLongitude . In 
embodiments of the invention , the gesture recognition sys 
tem uses the location information to query a map API to 
determine which secured area the mobile device is viewing . 
Optionally , the system determines whether the mobile 
device is registered to the system so that inputs only from 
registered , authorized mobile devices are used , e . g . , to 
prevent privacy issues . 
[ 0054 ] In step 405 , the system looks up the appropriate 
context profile in the knowledge base according to the 
appropriate metadata . In this embodiment , the location is the 
context input used to select the context profile , e . g . , either 
the mobile device metadata or derivative location data , e . g . , 
the secured area from the maps API . Other embodiments use 
other metadata or context input for context profile selection . 
The system forwards the appropriate context profile and 
associated video / image to gesture recognition system , step 
407 . In this example , the secured area is “ BoxingArena 
Adults ” . Note that a particular context profile can be shared 
between secured areas , if they have similar functions ( or 
type ) . Alternatively , a sample or template profile for a 
particular type of secured area can be customized for respec 
tive secured areas with similar types . 
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[ 0055 ] In step 409 , the gesture recognition system pro 
cesses the gesture so that it can be recognized . Continuing 
the example , the recognized gesture is “ punch " i . e . a rapid 
movement of hands hitting another person . In most secured 
areas , a “ punch " gesture is an unapproved gesture and would 
trigger an alert . In step 411 , the detected punch gesture is 
matched with list of approved gestures in the context profile 
from the knowledge base . In the example , approved gestures 
in the boxing arena would include “ punch ” . A refinement of 
the context profile could use facial recognition to identify 
the boxers so that “ punch ” would be an approved gesture for 
one boxer punching another boxer , but an unapproved 
gesture between audience members , or between an audience 
member and a boxer . If the gesture is an approved gesture , 
the system returns to accepting video and metadata from the 
mobile devices . Embodiments of the invention enter recog 
nized gestures into a log file whether approved or unap 
proved . 
[ 0056 ] In step 413 , the system tests whether the gesture is 
unapproved . If the gesture is neither approved nor unap 
proved , the system determines whether it is appropriate to 
enter a “ learning ” mode , step 415 . If it is not appropriate , for 
example , in the case of a scheduled fight ( as opposed to a 
practice session ) , or if the gesture is unapproved , an alert is 
generated , step 417 . Continuing the example , a “ throwing ” 
gesture of an audience member towards the ring would be an 
example of an unapproved gesture . The system may gener 
ate different types of alerts depending on the recognized 
gesture , the secured area or the schedule of events in the 
secured area . The recognized gesture together with any 
relevant metadata can be forwarded to the security authority 
with the alert . The security authority , in the case of a public 
area , might be the private security force contracted by the 
arena , or depending on the severity of the gesture , might be 
police authorities . If there is no specific match , the alert may 
take the form of a text message with an embedded image or 
video transmitted to a mobile device . If the recognized 
gesture is matched with unapproved gesture in a public area 
location profile , it may raise an audible alarm . 
[ 0057 ] On the other hand , if it is appropriate to enter a 
learning mode , the newly recognized gesture ( together with 
the metadata ) is sent to an expert or the security authority , 
step 419 . The security authority then classifies the gesture as 
approved or unapproved and adds the gesture to the knowl - 
edge base ( step 421 ) in one or more context profiles ( step 
423 ) . The recognized gesture may be classified as an 
approved gesture in one context profile , but an unapproved 
gesture in another context profile . In the alternative embodi 
ments in which gestures are indexed by associated metadata , 
the new gesture is entered with the appropriate metadata in 
one or more entries indicating whether the new gesture is 
approved or unapproved . 
[ 0058 ] Thus , as shown in FIG . 4 , by using a location based 
context profile , false positives are reduced or eliminated . 
[ 0059 ] In embodiments of the invention , image recogni 
tion can be used to reduce false positives . Using image 
recognition techniques , an individual can be identified as a 
unique individual and / or classified into a group according to 
physical characteristics . For example , image recognitions 
techniques could classify a person as “ young ” or “ old ” . Such 
age classification would also be used as a means to reject 
false positives . For example , a set of gestures which would 
be " unapproved ” for a person within most age groups would 
be approved for a younger or older person . 

[ 0060 ] As shown in FIG . 5 , the secured area is an ATM 
and “ hitting ” is an example of gesture with would be 
unapproved between two adults , that is , one adult hitting the 
other adult , and cause the system to create an alert . However , 
a toddler hitting his parent at the ATM , while not welcome , 
would not merit creating an alert which would cause the 
authorities to converge on the already hassled parent . And 
so , in the context of the invention , this would be an example 
an “ approved ” gesture based on the age of the recognized 
individual . 
[ 0061 ] In step 501 , the input sensor sends image / video 
data along with metadata ( location ) to a processing module . 
The sensor could be either a mobile sensor or a stationary 
sensor situated with a view of the ATM . In step 503 , the 
image recognition module performs standard image recog 
nition techniques . The image recognition output is used to 
estimate the targets ' ages , step 505 . In preferred embodi 
ments of the invention , the analysis of the gesture video / 
image can confirm that proper context profile is being 
applied . For example , the system uses facial recognition to 
continue the association of the target ( target 1 ) identified as 
a “ child ” with the gestures . Further , gesture recognition 
itself can be used for estimating age by using measurements 
of the limbs of the target and their movement . For example , 
children have shorter arms than adults and different charac 
teristic movements . Thus , in embodiments where facial 
recognition is used , the analysis of the gesture itself can be 
used to confirm the age estimate of the target . 
10062 ] In step 507 , the location metadata in the video and 
image stream is separated from the overall message . Alter 
natively , in the case of a stationary camera , a database can 
be used to identify the location of the camera , and therefore , 
target . The system uses the estimated age ( s ) of the target ( s ) 
together with the location metadata to retrieve the appropri 
ate context profile ( s ) in the knowledge base , step 509 . In this 
example , the context input would be location and age . In 
step 511 , the processing module forwards the appropriate 
context profile , e . g . , ATM - child , and associated video / image 
to the gesture recognition system . 
[ 0063 ] In step 513 , the gesture recognition system pro 
cesses the gesture video / image and identifies the gesture as 
“ hitting ” ( target 1 hitting target 2 ) . In step 515 , the gesture 
is matched with the list of approved gestures in the context 
profile retrieved from the knowledge base ( an approved 
gesture would be target 1 " child ” hitting target 2 " adult ” , but 
not vice versa ) . If the gesture is approved , the system returns 
to accepting video and image input . 
[ 0064 ] In alternative embodiments , wherein the knowl 
edge base is organized by recognized gesture indexed by 
associated metadata , steps 509 , 511 and 513 would occur in 
a different order , and rather than the context profile , the 
recognized gesture as approved or unapproved is returned . 
10065 ] In step 517 , the system will generate an alert to an 
appropriate authority via a notification message or raise 
alarm sounds at the ATM if there is no specific match for the 
gesture . In other embodiments of the invention , an alert is 
raised only if an " unapproved ” gesture is detected . 
[ 0066 ] In the example above , in alternative embodiments 
of the invention , the age of the parent could be estimated so 
that the appropriate context profile for the parent could be 
retrieved with the child profile in anticipation of capturing 
gestures from the parent . That is , context profiles for all of 
the targets are retrieved , even if gestures have only been 
captured for one of the targets . 
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[ 0067 ] In this example , an estimated age has helped avoid 
a false positive from creating an alert to the security author - 
ity . Alternative embodiments of the invention use context 
profiles associated with old age or disability to eliminate 
false positives . 
[ 0068 ] In other embodiments of the invention , the image 
recognition data is used to retrieve an individual profile 
which would allow an identified individual to perform 
recognized gestures without raising an alert . For example , 
suppose that the secured area was an office with a safe and 
an unapproved gesture for an unidentified target was open 
ing the safe . Using the image recognition module , a context 
profile for the individuals allowed to open the safe can be 
retrieved , so that a false positive is avoided . 
[ 0069 ] In preferred embodiments of the invention , false 
positives are reduced with automated speech recognition 
( ASR ) and natural language processing ( NLP ) technologies . 
Using microphones associated with the stationary or mobile 
sensors , captured audio can be forwarded to the audio 
recognition module of the system . A recording of the cap 
tured audio is made , the speech recognition module inter 
prets the audio to render it into words which can be further 
processed by the system . These words and / or the original 
audio are tagged as metadata or otherwise associated with 
the recognized gesture . 
[ 0070 ] By supplementing the recognized gestures , the 
audio processing can provide more context to differentiate 
an approved gesture from an unapproved gesture , and 
thereby help avoid false positives . For example , if a “ hit 
ting ” gesture was detected , but accompanied by a “ laugh 
ing " sound , a false positive could be avoided . Alternatively , 
the audio can be used to confirm that a detected gesture is 
unapproved . For example , if the system had detected a 
giving / receiving gesture and also had an associated audio 
that indicates some level of negotiation ( E . g . , “ I expect 
money to close the deal " ) , this could increase the confidence 
of system detection of an unapproved gesture . Yet further , 
the added audio information can also improve the learning 
phase of the invention , wherein the additional audio infor 
mation is used to classify the recognized gesture as an 
approved gesture or an unapproved gesture . 
[ 0071 ] FIG . 6 shows one preferred embodiment of the 
invention in which audio information is used to avoid false 
positive . In step 601 , the input sensor sends video / image 
data along with audio data as well as other metadata ( e . g . , 
location ) to a processing module of the gesture recognition 
system . In step 603 , image recognition module performs 
standard image recognition techniques to estimate the target 
( s ) age , physical abilities , or to identify the individual . In 
step 605 , the system retrieves the appropriate context profile 
using the discovered context inputs from the knowledge 
base . In this example , an " Office 101 - Negotiation " context 
profile is retrieved from the knowledge base . In step 607 , the 
context profile and the associated video / image stream are 
forwarded to the gesture recognition system . 
[ 0072 ] In step 609 , the gesture recognition system recog 
nizes the gesture , for example , a target dropping an object 
and running away . The recognized gesture is matched with 
list of approved gestures from the knowledge base using the 
context profile , step 611 . If the gesture was matched as an 
approved gesture , the system would return to receiving 
video and audio input in step 601 . However , in this example , 
the gesture is not on the list of approved gestures . At this 
point , in step 612 , the audio processing module processes 

the audio using standard NLP / ASR techniques to identify 
audio context . In step 613 , the recognized audio is matched 
against an audio database to identify possible matches . In 
embodiments of the invention , the audio database contains 
a blacklist of words which are cause for sending an alert to 
a security authority . In other embodiments , the audio data 
base contains a whitelist of words which provide an override 
to a recognized gesture . If there is no match as approved or 
unapproved , step 615 , the default process in one preferred 
embodiment is to add the recognized words , audio and audio 
metadata to the recognized gesture before forwarding to the 
security authority . 
[ 0073 ] In step 619 , a determination is made whether a 
false positive has been recognized by the gesture recognition 
system . For example , suppose that dropping an object is an 
unapproved gesture . However , the audio feed recognizes 
that the words “ Happy Birthday ” ( from the whitelist ) were 
uttered by the target , and the image recognition module 
recognized the dropped object as a wrapped present , the 
recognized gesture can be designated as a false positive and 
be simply logged rather than be the cause of an alert . 
[ 0074 ] However , if the gesture is recognized as an unap 
proved gesture or an unknown gesture , and the audio infor 
mation indicated that the gesture was likely a cause for 
action , in step 621 , the system will generate an alert . As 
above , the alert may be sent to an appropriate authority via 
electronic notification or alternatively the system raises 
alarm sounds . Thus , the audio information can not only 
eliminate false positives , but also increase the confidence 
that the gesture should be designated as approved or unap 
proved , or add in interpretation of an unknown gesture . 
[ 0075 ] While the invention includes the use of stationary 
gesture input sensors or cameras , mobile gesture input 
sensors offer advantages to embodiments of the present 
invention . One disadvantage of stationary sensors is the 
setup cost and time ; providing an initial stationary input 
sensor involves planning , time and money . By using mobile 
input sensors , for example , cameras and microphones in 
wearable devices and mobile phones , setup costs and time 
can be minimized . Ad hoc secured areas can be established 
in a city by a security authority in response to notification of 
a planned or unplanned event . The metadata from such 
mobile devices include , for example , a location of the 
device , device specific info ( IMEI number ) and environ 
mental info ( temperature , lighting , etc . ) . The mobile device 
metadata can be used to establish which mobile device 
inputs should be directed to which secured area as well as 
helping the gesture recognition system to discriminate 
between approved gestures and unapproved gestures . 
[ 0076 ] Although embodiments of the invention as that 
pictured in FIG . 3 use dedicated computer systems for the 
gesture , audio and image recognition , some of these func 
tions can be offloaded to the processors in the mobile 
devices . In such embodiments , rather than forwarding a raw 
video or audio stream back to the security system , the 
mobile devices would perform recognition and send back 
recognized gesture or audio events . Alternatively , other 
devices which are part of the “ Internet of Things ” network 
can be drafted on a flexible basis for processing of gesture 
inputs . 
[ 0077 ] As shown in FIG . 7 , in preferred embodiments of 
the invention , a plurality of secured areas 701 , 703 , 705 and 
707 within a geographic area can be serviced by a single 
gesture recognition system . In this example , Area 701 is an 
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process can contain prompts for what types of sensor data 
can be used for each of the secured areas for which the user 
has granted permission . 
[ 0081 ] The format of the mobile metadata can conform to 
in any standard , for example , JSON , XML , and can have 
following attributes : 

sn 

E . g . , JSON metadata 
Context : { 

Location : { 
“ sensorName " : " johnmobilesensor ” 
“ sensorID " : “ jm123 ” 
" dev Location " : " RTPArea ” 
" devLoclatitude " : 12 . 969428 
" devLoclatitude " : 77 . 596081 
" dev Time ” : “ 2015 - 11 - 18T04 : 42 : 26Z ” 
" dev Time Format " : " yyyy - MM - dd?T ’ HH : mm : ss “ Z ” ” 
" platformName ” : “ OS ” 
" deviceName ” : “ iPhone ” 
“ DeviceID " : “ AppIFFMNN06SFYWF ” 

ATM machine and the immediate surrounding area . Area 
703 is an athletic facility , Area 705 is an intersection having 
a high incidence of incidents and Area 707 is a daycare 
facility . Stationary camera 709 is placed in Area 701 , sta 
tionary cameras 711 and 712 are placed in Area 703 , 
stationary camera 713 is placed in Area 705 and stationary 
camera 715 is placed in Area 707 . The inputs from the 
stationary cameras are augmented by the inputs from mobile 
devices which happen to be in or proximate to the respective 
secured area . In the drawing , mobile device 717 is the smart 
phone of a patron using the ATM . Mobile device 719 is a 
smart phone of a spectator and mobile device 721 is a 
wearable device worn by a security guard employed by the 
athletic facility . Similarly , mobile device 731 is a vehicle 
camera mounted on a vehicle nearing the intersection . 
Mobile device 729 is a camera equipped tablet used by one 
of the caregivers at the day care center . As is described 
above , each of the secured areas preferably is associated 
with a respective set of context profiles . 
[ 0078 ] Also shown are mobile devices 723 , 725 and 727 
which are not currently within the boundaries of a secured 
area . In one preferred embodiment , the video and audio 
collected by these devices is discarded once the system 
establishes that the inputs do not belong to any current 
secured area by examining the location metadata . However , 
once the devices move within a secured area , for example , 
mobile device 725 moves within secured area 705 , the 
video , audio and metadata are handled according to the set 
of context profiles for the appropriate secured area 705 . As 
mobile device 725 moves outside the boundaries of secured 
area 705 , the system begins discarding mobile device 725 
inputs . Mobile device 725 continues to move and once it 
moves within secured area 707 , the system handles the 
video , audio and metadata according to the set of context 
profiles for secured area 707 . The changing location meta 
data is used to determine which secured area the moving 
mobile device ' s output should be directed to as well as the 
set of rules to use to interpret the recognized gesture , e . g . , 
whether it is approved or unapproved . 
[ 0079 ] In another preferred embodiment , an unapproved 
gesture recognized by the system from a mobile device 
outside a secured area ( indicated as " unapproved ” by using 
a default context profile ) will trigger the creation of a new 
ad hoc secured area . The security system will attempt to 
enlist other mobile devices proximate to the new secured 
area for additional input . When setting up an ad - hoc security 
area , other embodiments use an approved gesture as the 
trigger . Further , the security system itself may schedule an 
ad - hoc secured area in anticipation of a scheduled event , 
such as an outdoor concert or parade . The security system 
enlists registered mobile devices as they pass into the 
bounds of the new or existing secured area and discards the 
input from the mobile devices as they pass outside the 
bounds of the new or existing secured area . 
[ 0080 ] As is mentioned above , embodiments of the inven 
tion only allow input from registered mobile devices to 
provide input . Registration gains permission from the 
mobile device owner in view of privacy and other laws . The 
registration can be refined so that the mobile device user 
gives permission for a defined set of secured areas , but 
exclude other secured areas . The registration process can 
provide prompts as to whether the mobile device can be 
enlisted in an ad - hoc security area . Finally , the registration 

[ 0082 ] The location metadata from mobile devices are 
used to distinguish gestures more effectively . For example , 
a law enforcing officer on monitoring duty might be wearing 
a device with a camera , which can provide mobile input to 
the system . It records video within its sphere of influence . As 
the officer moves in the areas served by the security system , 
the camera provides video input back to the system which is 
tagged with location metadata . For example , the wearable 
device picks up a recognized gesture , a sum of money being 
handed from one person to another . In a first location , a 
restaurant or store , this is a normal action and would not 
raise an alert . If the officer then moves to a second location , 
a judge ' s chambers , and his wearable device picks up the 
same gesture , a different result would occur . A sum of money 
being handed over to a government official within official 
premises may indicate a potential bribe . The gesture is 
marked as not normal , i . e . unapproved , and raises an alert . 
In this example , the gesture is giving / receiving money , and 
location contextual information such as restaurant or official 
premises distinguishes between similar gestures sensed by 
the same mobile device . In one location , the gestures are 
approved gestures , and in a second location , they are unap 
proved gestures . 

[ 0083 ] Other types of metadata are used to discriminate 
between approved and unapproved gestures . Depending on 
the contextual information , such as age of the individual 
involved in the gesture act , the gesture may be classified as 
approved or unapproved . Age is one type of metadata that 
can be established by the image recognition unit , the gesture 
recognition unit or the audio unit . Traits such as height or 
facial characteristics are used by the image recognition unit 
to estimate age . Age can be estimated by the audio unit using 
data such as pitch and tone of the voice , vocabulary , enun 
ciation and so forth . The gesture unit can identify an older 
subject or a younger subject based on algorithms which 
measure gait , speed , bone length and other parameters . 
Average information for a certain age , for example , how fast 
a typical aged person could run or how much a typical aged 
person can lift , etc . can also be part of the age estimation 
algorithm . Once the age information is estimated , it can 
serve as additional contextual information to process the 
gesture . Similar to age , other characteristics such as gender , 
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disability or ethnic group can be estimated by the image , 
audio and gesture recognition units . 
[ 0084 ) Gestures which do not conform to known approved 
or unapproved gestures can be designated by the system as 
anomaly or outlier gestures and given to the security author 
ity or other expert for further investigation / forensics . The 
metadata associated with the outlier gestures are stored to 
help in post - mortem or forensic analysis . The outlier ges 
tures are then categorized as either approved or unapproved , 
or suspicious , i . e . or be placed on a watch list for more 
information to be gathered . If the suspicious gestures do not 
reoccur and if they are judged to be uncommon or unlikely 
to be repeated can be left unclassified . 
0085 ) . The present invention has many advantages over 
the prior art . By using image recognition and audio recog 
nition technologies , the recognized gesture is more accu 
rately classified as an approved or unapproved gesture . False 
positives are avoided . The image and audio data can be used 
to confirm the classification of a recognized gesture . The use 
of location data provides context to the gesture ; a gesture 
may be classified as approved or unapproved according to 
location . 
[ 0086 ] While a preferred operating environment and use 
case has been described , the techniques herein may be used 
in any other operating environment in which it is desired to 
deploy services . 
10087 ) As has been described , the functionality described 
above may be implemented as a standalone approach , e . g . , 
one or more software - based functions executed by one or 
more hardware processors , or it may be available as a 
managed service ( including as a web service via a SOAP / 
XML or RESTful interface ) . The particular hardware and 
software implementation details described herein are merely 
for illustrative purposes are not meant to limit the scope of 
the described subject matter . 
[ 0088 ] More generally , computing devices within the con 
text of the disclosed subject matter are each a data process 
ing system comprising hardware and software , and these 
entities communicate with one another over a network , such 
as the Internet , an intranet , an extranet , a private network , or 
any other communications medium or link . The applications 
on the data processing system provide native support for 
Web and other known services and protocols including , 
without limitation , support for HTTP , FTP , SMTP , SOAP , 
XML , WSDL , UDDI , and WSFL , among others . Informa 
tion regarding SOAP , WSDL , UDDI and WSFL is available 
from the World Wide Web Consortium ( W3C ) , which is 
responsible for developing and maintaining these standards ; 
further information regarding HTTP , FTP , SMTP and XML 
is available from Internet Engineering Task Force ( IETF ) . 
[ 0089 ] In addition to the cloud - based environment , the 
techniques described herein may be implemented in or in 
conjunction with various server - side architectures including 
simple n - tier architectures , web portals , federated systems , 
and the like . 
[ 0090 ] Still more generally , the subject matter described 
herein can take the form of an entirely hardware embodi 
ment , an entirely software embodiment or an embodiment 
containing both hardware and software elements . In a pre 
ferred embodiment , the module functions are implemented 
in software , which includes but is not limited to firmware , 
resident software , microcode , and the like . Furthermore , the 
interfaces and functionality can take the form of a computer 
program product accessible from a computer - usable or com 

puter - readable medium providing program code for use by 
or in connection with a computer or any instruction execu 
tion system . For the purposes of this description , a com 
puter - usable or computer readable medium can be any 
apparatus that can contain or store the program for use by or 
in connection with the instruction execution system , appa 
ratus , or device . The medium can be an electronic , magnetic , 
optical , electromagnetic , infrared , or a semiconductor sys 
tem ( or apparatus or device ) . Examples of a computer 
readable medium include a semiconductor or solid state 
memory , magnetic tape , a removable computer diskette , a 
random access memory ( RAM ) , a read - only memory 
( ROM ) , a rigid magnetic disk and an optical disk . Current 
examples of optical disks include compact disk - read only 
memory ( CD - ROM ) , compact disk - read / write ( CD - R / W ) 
and DVD . The computer - readable medium is a tangible , 
non - transitory item . 
10091 ] The computer program product may be a product 
having program instructions ( or program code ) to implement 
one or more of the described functions . Those instructions or 
code may be stored in a computer readable storage medium 
in a data processing system after being downloaded over a 
network from a remote data processing system . Or , those 
instructions or code may be stored in a computer readable 
storage medium in a server data processing system and 
adapted to be downloaded over a network to a remote data 
processing system for use in a computer readable storage 
medium within the remote system . 
[ 0092 ] In a representative embodiment , the techniques are 
implemented in a special purpose computing platform , pref 
erably in software executed by one or more processors . The 
software is maintained in one or more data stores or memo 
ries associated with the one or more processors , and the 
software may be implemented as one or more computer 
programs . Collectively , this special - purpose hardware and 
software comprises the functionality described above . 
[ 0093 ] In the preferred embodiment , the functionality pro 
vided herein is implemented as an adjunct or extension to an 
existing cloud compute deployment management solution . 
10094 ] While the above describes a particular order of 
operations performed by certain embodiments of the inven 
tion , it should be understood that such order is exemplary , as 
alternative embodiments may perform the operations in a 
different order , combine certain operations , overlap certain 
operations , or the like . References in the specification to a 
given embodiment indicate that the embodiment described 
may include a particular feature , structure , or characteristic , 
but every embodiment may not necessarily include the 
particular feature , structure , or characteristic . 
[ 0095 ] Finally , while given components of the system 
have been described separately , one of ordinary skill will 
appreciate that some of the functions may be combined or 
shared in given instructions , program sequences , code por 
tions , and the like . 
[ 0096 ] Having described our invention , what we now 
claim is as follows . 

1 . A method for improving differentiation in a gesture 
based security system comprising : 

receiving an image based feed from a camera communi 
catively coupled to the gesture based security system , 
the camera having a view of a first secured area ; 

recognizing a first gesture within the feed producing a first 
recognized gesture ; 
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transmitting the plurality of additional occurrences and 
the associated non - gesture metadata to a security 
authority for classification of the first recognized ges 
ture as an approved gesture or an unapproved gesture . 

9 . Apparatus , comprising : 
a processor ; 
computer memory holding computer program instructions 

executed by the processor for improving differentiation 
from a gesture based security system , the computer 
program instructions comprising : 
program code , operative to receive an image based feed 

from a camera communicatively coupled to the ges 
ture based security system , the camera having a view 
of a first secured area ; 

program code , operative to recognize a first gesture 
within the feed producing a first recognized gesture ; 

program code , operative to determine that the first 
recognized gesture is an unclassified gesture for the 
first secured area ; 

program code , operative to associate non - gesture meta 
data with the first recognized gesture ; and 

program code , operative to transmit the first recognized 
gesture and the associated non - gesture metadata for 
classification of the first recognized gesture , wherein 
the first recognized gesture is classified as an 
approved gesture within the first secured area , an 
unapproved gesture within the first secured area or a 
suspicious gesture within the first secured area . 

10 . The apparatus as recited in claim 9 , further compris 
ing : 

determining that the first recognized gesture is an unclas 
sified gesture for the first secured area ; 

associating non - gesture metadata with the first recognized 
gesture ; and 

transmitting the first recognized gesture and the associ 
ated non - gesture metadata for classification of the first 
recognized gesture , wherein the first recognized gesture 
is classified as one of an approved gesture within the 
first secured area , an unapproved gesture within the 
first secured area or a suspicious gesture within the first 
secured area . 

2 . The method as recited in claim 1 , wherein classified 
recognized gestures are stored in a knowledge base accord 
ing to the non - gesture metadata associated with the recog 
nized gesture . 

3 . The method as recited in claim 2 , wherein the gesture 
based security system receives image based feeds from a 
plurality of secured areas , each secured area being associ 
ated with a respective set of classified recognized gestures 
stored in the knowledge base , the method further compris 
ing : 

retrieving a first rule from the knowledge base for the first 
recognized gesture , wherein the first recognized gesture 
has been classified for a second secured area of the 
plurality of secured areas and the first rule applies for 
the first recognized gesture in the second secured area ; 
and 

transmitting the first rule for classification of the first 
recognized gesture for the first secured area . 

4 . The method as recited in claim 2 , further comprising : 
retrieving a second rule for a second recognized gesture 

having a predetermined similarity to the first recog 
nized gesture , wherein the second rule applies to a 
secured area of the plurality of secured areas ; 

associating audio data with the recognized gesture ; and 
transmitting the second rule for classification of the first 

recognized gesture for the first secured area . 
5 . The method as recited in claim 2 , further comprising 

storing the classification of the first recognized gesture in the 
knowledge base for the first secured area . 

6 . The method as recited in claim 5 , wherein the classi 
fication of the first recognized gesture for the first secured 
area is as an approved gesture and the classification of the 
first recognized gesture for the second secured area is as an 
unapproved gesture . 

7 . The method as recited in claim 1 , further comprising : 
classifying the first recognized gesture as an unapproved 

gesture in the first secured area ; 
detecting a second occurrence of the first recognized 

gesture in the first secured area ; 
associating non - gesture metadata with the second occur 

rence of the first recognized gesture ; and 
transmitting an alert to a security authority concerning the 

second occurrence , the alert including associated non 
gesture metadata . 

8 . The method as recited in claim 1 , further comprising : 
classifying the first recognized gesture as a suspicious 

gesture in the first secured area ; 
detecting a plurality of additional occurrences of the first 

recognized gesture in the first secured area ; 
associating respective non - gesture metadata with each of 

the plurality of additional occurrences ; 
determining that the plurality of additional occurrences 
has exceeded a threshold ; and 

program code , operative to receive image based feeds 
from a plurality of secured areas , each secured area 
being associated with a respective set of classified 
recognized gestures stored in the knowledge base ; 

program code , operative to retrieve a first rule from the 
knowledge base for the first recognized gesture , 
wherein the first recognized gesture has been classified 
for a second secured area of the plurality of secured 
areas and the first rule applies for the first recognized 
gesture in the second secured area ; and 

program code , operative to transmit the first rule for 
classification of the first recognized gesture for the first 
secured area . 

11 . The apparatus as recited in claim 10 , further compris 
ing : 

program code , operative to retrieve a second rule for a 
second recognized gesture having a predetermined 
similarity to the first recognized gesture , wherein the 
second rule applies to a secured area of the plurality of 
secured areas ; 

program code , operative to associate audio data with the 
recognized gesture ; and 

program code , operative to transmit the second rule for 
classification of the first recognized gesture for the first 
secured area . 

12 . The apparatus as recited in claim 9 , further compris 
ing : 

program code , operative to classify the first recognized 
gesture as an unapproved gesture in the first secured 
area ; 

program code , operative to detect a second occurrence of 
the first recognized gesture in the first secured area ; 
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program code , operative to associate non - gesture meta 
data with the second occurrence of the first recognized 
gesture ; and 

program code , operative to transmit an alert to a security 
authority concerning the second occurrence , the alert 
including associated non - gesture metadata . 

13 . The apparatus as recited in claim 12 , further compris 
ing : 

program code , operative to classify the first recognized 
gesture as a suspicious gesture in the first secured area ; 

program code , operative to detect a plurality of additional 
occurrences of the first recognized gesture in the first 
secured area ; 

program code , operative to associate respective non 
gesture metadata with each of the plurality of additional 
occurrences ; 

program code , operative to determine that the plurality of 
additional occurrences has exceeded a threshold ; and 

program code , operative to transmit the plurality of addi 
tional occurrences and the associated non - gesture 
metadata to a security authority for classification of the 
first recognized gesture as an approved gesture or an 
unapproved gesture . 

14 . The apparatus as recited in claim 13 , further compris 
ing ; 
program code , operative to determine whether entering a 

learning mode is inappropriate ; and 
program code , operative to generate an alert if the deter 

mination is that a learning mode is inappropriate . 
15 . A computer program product in a non - transitory 

computer readable medium for use in a data processing 
system , the computer program product holding computer 
program instructions executed by the data processing for 
improving differentiation from a gesture based security 
system , the computer program instructions comprising : 

program code , operative to receive an image based feed 
from a camera communicatively coupled to the gesture 
based security system , the camera having a view of a 
first secured area ; 

program code , operative to recognize a first gesture within 
the feed producing a first recognized gesture ; 

program code , operative to determine that the first rec 
ognized gesture is an unclassified gesture for the first 
secured area ; 

program code , operative to associate non - gesture meta 
data with the first recognized gesture ; and 

program code , operative to transmit the first recognized 
gesture and the associated non - gesture metadata for 
classification of the first recognized gesture , wherein 
the first recognized gesture is classified as an approved 
gesture within the first secured area , an unapproved 
gesture within the first secured area or a suspicious 
gesture within the first secured area . 

16 . The computer program product as recited in claim 15 , 
further comprising : 

program code , operative to receive image based feeds 
from a plurality of secured areas , each secured area 
being associated with a respective set of classified 
recognized gestures stored in the knowledge base ; 

program code , operative to retrieve a first rule from the 
knowledge base for the first recognized gesture , 
wherein the first recognized gesture has been classified 
for a second secured area of the plurality of secured 
areas and the first rule applies for the first recognized 
gesture in the second secured area ; and 

program code , operative to transmit the first rule for 
classification of the first recognized gesture for the first 
secured area . 

17 . The computer program product as recited in claim 15 , 
further comprising : 

program code , operative to retrieve a second rule for a 
second recognized gesture having a predetermined 
similarity to the first recognized gesture , wherein the 
second rule applies to a secured area of the plurality of 
secured areas ; 

program code , operative to associate audio data with the 
recognized gesture ; and 

program code , operative to transmit the second rule for 
classification of the first recognized gesture for the first 
secured area . 

18 . The computer program product as recited in claim 15 , 
further comprising : 
program code , operative to classify the first recognized 

gesture as a suspicious gesture in the first secured area ; 
program code , operative to detect a plurality of additional 

occurrences of the first recognized gesture in the first 
secured area ; 

program code , operative to associate respective non 
gesture metadata with each of the plurality of additional 
occurrences ; 

program code , operative to determine that the plurality of 
additional occurrences has exceeded a threshold ; and 

program code , operative to transmit the plurality of addi 
tional occurrences and the associated non - gesture 
metadata to a security authority for classification of the 
first recognized gesture as an approved gesture or an 
unapproved gesture . 

19 . The computer program product as recited in claim 15 , 
wherein the non - gesture metadata is image data and the 
method further comprises : 

program code , operative to recognize individual charac 
teristics of a target individual performing the first 
recognized gesture ; 

program code , operative to classify the target individual 
as a member of a group ; and 

program code , operative to transmit the group to a secu 
rity authority for classification of the first recognized 
gesture as an approved or unapproved gesture for 
individuals belonging to the group . 

20 . The computer program product as recited in claim 15 , 
wherein the non - gesture metadata is audio data , and the 
method further comprises : 

program code , operative to associate a recording of the 
audio data with the first recognized gesture ; 

program code , operative to transmit the recording of the 
audio data to a security authority for classification of 
the first recognized gesture as an approved gesture or 
an unapproved gesture . 

* * * * * 


